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Trajectory planning and tracking control play a vital role in the development of
autonomous mobile robots. To fulfill the tasks of trajectory planning and tracking
control of a Mecanum-wheeled omnidirectional mobile robot, this paper
proposes an artificial potential field-based trajectory-planning scheme and a
discrete integral terminal sliding mode-based trajectory-tracking control
strategy. This paper proposes a trajectory-planning scheme and a trajectory-
tracking control strategy for a Mecanum-wheeled omnidirectional mobile robot
by using artificial potential field and discrete integral terminal sliding mode,
respectively. First, a discrete kinematic-and-dynamic model is established for
the Mecanum-wheeled omnidirectional mobile robot. Then, according to the
positions of the robot, target, and obstacles, a reference an obstacle-avoidance
trajectory is planned and updated iteratively by utilizing artificial potential field
functions. Afterward, a discrete integral terminal sliding mode control algorithm is
designed for the omnidirectional mobile robot such that the robot can track the
planned trajectory accurately. Meanwhile, the stability of the control system is
analyzed and guaranteed proved in the sense of Lyapunov. Last, simulations are
executed in the scenarios of static obstacles and dynamic obstacles. The
simulation results demonstrate the effectiveness and merits of the presented
methods.
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1 Introduction

With the development of science and technology, mobile robots are more and more
widely implemented in industry and services industries and services. For simple and
repetitive transportation tasks in factories and warehouses, it is more efficient and
economical to utilize mobile robots instead of labor force (Kassaeiyan et al., 2019; Mai
et al., 2019; Zou, 2019; Wang et al., 2021). In addition, on some dangerous occasions, robots
are more suitable than humans to complete the corresponding hazardous tasks. Compared
with traditional mobile robots, an omnidirectional mobile robot possesses high mobility and
good maneuverability due to transient movement in any direction without a swerve (Clavien
et al., 2018). Therefore, this type of mobile robot has attracted extensive attention from
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academia and industry. In order to achieve omnidirectional
mobility, researchers and engineers have designed
omnidirectional mobile robots with various structures, such as a
spherical mobile robot (Chen et al., 2013), a roller mobile robot
(Terakawa et al., 2018), and a snake-like mobile robot (Fukushima
et al., 2012). Among all kinds of omnidirectional mobile robots, the
Mecanum-wheeled omnidirectional mobile robot (MWOMR) is a
classical type. A typical Mecanum wheel is equipped with a series of
rotary rollers at the edge of the wheel hub evenly, and the rollers’
axles are normally set to form an angle of 45° with the Mecanum
wheel’s axle (Cooney et al., 2004). When a Mecanum wheel rotates,
the roller that touches the ground will generate friction along the
roller’s axle. Hence, through the combination of the rotational
movements of all Mecanum wheels installed on an MWOMR, a
resultant force can be generated in an arbitrarily predetermined
direction, which can thereby realize the omnidirectional-movement
characteristics.

Trajectory planning and tracking control are key technologies to
realize the autonomous movement of a mobile robot. The meaning
of trajectory planning is to generate a series of reference position-
and-posture signals for a mobile robot according to the
surrounding-environment information perceived by the robot,
while the kinematic constraints of the robot and its surrounding
obstacles are taken into consideration. Based on the need for
environmental information, trajectory planning can be classified
into global planning and local planning. A global planning
algorithm not only takes a long time to be executed but also
needs all environmental information a priori, which results in the
difficulty of actual implementations. Compared with global
planning, local planning possesses a stronger real-time property
by utilizing the environmental information collected by sensors to
iteratively update the reference trajectory. Typical local planning
strategies mainly include fuzzy logic methods (Chen et al., 2022),
artificial potential field (APF)-based methods (Tian et al., 2021),
neural network methods (Zhang et al., 2017), etc., among these
methods, the APF scheme utilizes a virtual resultant force generated
by the target and obstacles to guide the movement of a mobile robot
(Huang et al., 2020). Due to the advantages of smooth-trajectory
generation and real-time obstacle-avoidance ability, APF-based
strategies play a key role in trajectory planning for mobile robots.

In addition to trajectory planning, motion control is also a hot
research topic in the field of mobile robots. Among various control
strategies, sliding mode control has been widely utilized in
numerous kinds of mechatronic engineering practices owing to
its superior performance and firm robustness in handling
external disturbances and model uncertainties (Zong et al., 2013;
Li et al., 2018; Nguyen et al., 2018; Alipour et al., 2019; Sun et al.,
2019; Saha et al., 2022). Elementary Conventional sliding mode
control is only able to realize asymptotic convergence. To overcome
this shortage, a terminal sliding mode control method is developed
to enhance the convergence speed and suppress the chattering
phenomenon (Man et al., 1995). On this basis, a non-singular
terminal sliding mode control method is further proposed to
address the singularity problem that exists in classical terminal
sliding mode control (Feng et al., 2002). The non-singular
terminal sliding mode control has a wide spectrum of
applications, such as the control of a vehicle steer-by-wire system
(Sun et al., 2017) and a servomotor rigid robot (Ba et al., 2019).

With the improvement of the computational capabilities of
embedded control apparatuses, more and more control algorithms
are implemented by computer control systems. Normally, computer
control systems require sampling periods, which means that the
control input signal remains constant during a sampling period
(Young et al., 1999). For sliding mode control, discrete control
inputs can bring the system states close to the sliding surface, but
usually cannot make the states stay on the sliding surface (Yu et al.,
2012). Direct application of a continuous sliding mode control
algorithm to a discrete-time system may harm the stability of the
system and even result in a loss of control. In order to deploy effective
control schemes on sampled-data systems, discrete sliding mode
control is investigated and developed. In (Gao et al., 1995), the
concepts of quasi-sliding mode and quasi-sliding mode bands are
elaborated, and an approaching condition for discrete single-input-
single-output systems is established. In (Wu and Sun, 2015), a discrete
chattering-free repetitive sliding mode control method is proposed
and applied to a motor system. Aiming at the problem of a large
switching gain of sliding mode control when dealing with external
disturbances, an extended state observer-based feedforward-
compensation sliding mode control strategy is presented (Ma et al.,
2022). In (Hou andWang, 2019), combining a discrete-time predictor
with sliding mode control, a model-free sliding mode control method
is developed such that the control system possesses strong robustness
against large non-linear hysteresis.

Considering the unique merits of APF-based methods and
sliding mode control, we combine these two powerful tools,
propose an APF-based trajectory-planning scheme and a discrete
integral terminal sliding mode (DITSM)-based trajectory-tracking
control scheme for an MWOMR such that the robot can plan and
follow an obstacle-avoidance trajectory, and finally arrive at a
predetermined target. The contributions of this paper can be
summarised as follows:

1) Based on the kinematic-and-dynamic mechanism analysis, a
discrete-time plant model is identified to describe the
MWOMR’s movement characteristics, which lays the
foundation of subsequent trajectory planning and tracking
control.

2) An APF-based trajectory-planning method is proposed for the
MWOMR via the position information of the robot, obstacles,
and target. Furthermore, the planned reference trajectory can be
calculated and updated iteratively such that the scenario of
dynamic obstacles can also be handled well.

3) An effective DITSM control algorithm is designed for the
MWOMR, which cooperates with the trajectory-planning
method well and guarantees that the robot can track the
planned trajectory accurately. In addition, the control system
possesses firm robustness against system uncertainties and
disturbances.

The rest of this paper is organized as follows: In Section 2, a
continuous kinematic-and-dynamic model is established for the
MWOMR, and it is properly discretized by the Euler method. In
Section 3, an APF-based trajectory-planning algorithm and a
DITSM-based trajectory-tracking control algorithm are designed
for the MWOMR. The stability of the control system is analyzed and
assured via the Lyapunov stability criterion. In Section 4, simulation
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results in the scenarios of static obstacles and dynamic obstacles are
illustrated and analyzed, which verifies the effectiveness and
superiority of the proposed strategy. Last, the conclusion of this
paper is given in Section 5.

2 Modeling

For the issue of trajectory planning and tracking control of an
MWOMR, the identification of a precise model based on the analysis
in kinematics and dynamics plays a fundamental role. To facilitate the
corresponding analysis, a vertical-view schematic is introduced here as
shown in Figure 1. In this schematic, there exists a global coordinate
frame YgOgXg and a rotational coordinate frame YrOrXr sharing the
same origin Og (Or). Note that the coordinate frame YrOrXr rotates
with the MWOMR simultaneously, which implies that ωr = ωg as
shown in Figure 1. Then, we utilize the parameter Pg �
[xg, yg, ωg]T to describe the MWOMR’s position and heading
under the global coordinate. The component [xg, yg] denotes the
robot’s displacements along the Xg and Yg axes, respectively; the
parameter ωg is the robot’s yaw angle around its center of gravityOCG.
Likewise, the parameterPr � [xr, yr, ωr]T is employed to describe
the robot’s position and posture under the rotational coordinate.

According to the kinematics illustrated in Figure 1, it can be
inferred that

_Pg �
_xg

_yg

_ωg

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ � Tr ωg( ) _Pr � Tr ωg( ) _xr

_yr

_ωr

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ (1)

where Tr (ωg) is a transformation matrix between the two
coordinate frames, and its expression is given by

Tr ωg( ) � cos ωg( ) −sin ωg( ) 0

sin ωg( ) cos ωg( ) 0
0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (2)

According to Sun et al. (2021), we have the following kinematic
relationship between the derivative of Pr and the Mecanum wheels’
angular velocities:

_Pr �
_xr

_yr

_ωr

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ � r

4

−1 1 −1 1

1 1 1 1
1

a + b
− 1
a + b

− 1
a + b

1
a + b

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·

_θ1
_θ2
_θ3
_θ4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

where 2a and 2b represent the main body width of theMWOMR
and the distance between the front and rearMecanum-wheel axles as
shown in Figure 1, respectively; r denotes the radius of all Mecanum
wheels since their dimensions are identical; θi is the rotation angle of
the ith Mecanum wheel.

Combining (Eqs. 1–3) yields

_Pg �
_xg

_yg

_ωg

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ � r

4
h ω( ) _θ (4)

where θ � [θ1, θ2, θ3, θ4]T, and h(ω) is a matrix with the
following expression:

h ω( ) � 

2

√
−sin ω( ) cos ω( ) −sin ω( ) cos ω( )
cos ω( ) sin ω( ) cos ω( ) sin ω( )

1

2

√
a + b( ) − 1


2
√

a + b( ) − 1

2

√
a + b( )

1

2

√
a + b( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5)

with ω � ωg + π
4. Then, according to Eq. 4, we can get the second-

order derivative of Pg as:

€Pg � r

4
h ω( )′ _θ + r

4
h ω( )€θ (6)

where

h ω( )′ � 

2

√ −cos ω( ) _ω −sin ω( ) _ω −cos ω( ) _ω −sin ω( ) _ω
−sin ω( ) _ω cos ω( ) _ω −sin ω( ) _ω cos ω( ) _ω

0 0 0 0

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦. (7)

As shown in Figure 1, there exist four Mecanum wheels in the
WMOMR, and they are connected with four motors installed on the
robot body such that the motors can generate appropriate torques to
drive the corresponding Mecanum wheels. Based on the mechanism
analysis, the dynamic model of the wheel-and-motor system can be
identified as:

J0€θ + b0 _θ + d � u (8)
where J0 and b0 stand for the nominal moment of inertia and viscous
friction of each motor-connected wheel, respectively; d �
[d1, d2, d3, d4]T denotes the lumped system uncertainties; u �
[u1, u2, u3, u4]T is the control input, i.e., the output torques of the
corresponding motors. Note that all the Mecanum wheels possess the
same dimension and material. Thus, the parameters J0 and b0 are
unified for all wheels. Furthermore, according to the robot’s mechanical
and dynamic characteristics, it can be assumed that the uncertainty
components di are bounded and satisfy the following condition:

|di|< �d (9)
where the parameter d �d denotes the corresponding upper bound
presumed to be known a priori.

FIGURE 1
Vertical-view schematic of MWOMR.
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Combining the kinematic model as shown in Eq. 6 and the
wheel-and-motor dynamic model given by Eq. 8, the following plant
model can be obtained:

€Pg � r

4J0
h ω( ) H _ω _θ − b0 _θ − d + u( ) (10)

where H is a matrix whose expression is as follows:

H �

0
J0
2

0
J0
2

−J0
2

0 −J0
2

0

0
J0
2

0
J0
2

−J0
2

0 −J0
2

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (11)

Finally, for the convenience of realizing the obstacle-avoidance
trajectory planning and tracking control simultaneously, it is
necessary to discretize the above continuous-time plant model. A
corresponding discrete-time model is obtained as follows:

ΔPg k( ) � v k( )
Δv k( ) � r

4J0
h ω k( )( ) Hvωg k( )ψ k( ) − b0ψ k( ) + u k( ) − d k( )[ ]

(12)
where the parameter ψ(k) � [ψ1(k), ψ2(k), ψ3(k), ψ4(k)]T
denotes the wheel angular velocity. v(k) �
[vxg(k), vyg(k), vωg(k)]T represents the MWOMR’s velocities in
terms of horizontal displacement, vertical displacement, and
heading direction, respectively. By employing the Euler
discretization method, we have:

ΔPg k( ) � Pg k + 1( ) − Pg k( )
T

Δv k( ) � v k + 1( ) − v k( )
T

(13)

where T stands for the sampling period in the discretization
procedure. Up to now, the plant model to be utilized in the
subsequent obstacle-avoidance trajectory planning and tracking
control has been established.

3 Trajectory planning and tracking
control

3.1 Obstacle-avoidance trajectory planning

For an APF-based trajectory-planning method, the target and
obstacles are regarded as objects that exert virtual attractive and
repulsive forces on the robot, respectively. The resultant force
indicates the MWOMR’s moving direction, and it guides the
robot to bypass obstacles and arrive at the target.

According to (Tian et al., 2021), an attractive-field function can
be set as:

Uatt k( ) �
1
2
ζl2 k( ) l k( )≤ l*

l*ζ l k( ) − 1
2
ζ l*( )2 l k( )> l*

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (14)

where l(k) represents the distance between the robot and target at the
sampling moment of k; ζ is an attractive-field parameter; l* is a
switching distance positive constant that denotes a distance
threshold of the function. Then, we can get an attractive force
which is the first-order derivative of the corresponding attractive-
field function:

∇Uatt k( ) � ζ l k( ) l k( )≤ l*
l*ζ l k( )> l*.

{ (15)

The purpose of setting the attractive-field function as a piecewise
function as shown in Eq. 14 is to avoid an overlarge attractive force if
the robot is far away from the target. Otherwise, if the attractive force
is always proportional to the distance l(k), the robot will be forced to
rush at a high velocity from the starting point. With the setting of Eq.
14, a constant attractive force will be generated and exerted on the
robot until the robot enters an area with a predetermined radius l*
around the destination.

On the other hand, we set a repulsive-field function as:

Ui
rep k( ) �

1
2
κ

1
Li k( ) −

1
Q*

( )2

Li k( )≤Q*

0, Li k( )>Q*

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (16)

where κ represents the repulsive-field coefficient; Li(k) denotes the
distance between the ith obstacle and the mobile robot; Q* stands for
the maximum acting range of the repulsive field. Similar to the
attractive force, the corresponding repulsive force can be obtained as
follows:

∇Ui
rep k( ) �

−κ 1

Li k( ) −
1
Q*

( ) 1

Li k( )( )2 Li k( )≤Q*

0 Li k( )>Q*.

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (17)

According to the above analysis, the resultant force acting on the
robot is:

F k( ) � ∇Uatt k( ) −∑N
i�1

∇Ui
rep k( ). (18)

The resultant force is composed of two components in the
directions of the X and Y-axes. Then, the reference velocities
of the robot are generated in the directions of the X and Y-axes,
which can be used as the reference signal of the trajectory-
tracking control system.

3.2 Trajectory-tracking controller design

In this section, a DITSM control algorithm is designed for the
MWOMR. According to the dynamic model as shown in Eq. 12, the
velocity error is defined as:

ev k( ) �
ev1 k( )
ev2 k( )
ev3 k( )

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ � vxg k( ) − vxd k( )
vyg k( ) − vyd k( )
vωg k( ) − vωd k( )

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ (19)

where vd(k) � [vxd(k), vyd(k), vωd(k)]T denotes the reference
velocity signal of the control system. Then, we can construct a
DITSM surface (Yu et al., 2012) as follows:
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s k( ) �
s1 k( )
s2 k( )
s3 k( )

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ � ev1 k( ) + βE1 k − 1( )
ev2 k( ) + βE2 k − 1( )
ev3 k( ) + βE3 k − 1( )

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦. (20)

In Eq. 20, the integral term E (k − 1) is with the following expression:

E k − 1( ) �
∑k−1

i�0 e
p/q
v1 i( )

∑k−1
i�0 e

p/q
v2 i( )

∑k−1
i�0 e

p/q
v3 i( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

E1 k − 2( ) + ep/qv1 k − 1( )
E2 k − 2( ) + ep/qv2 k − 1( )
E3 k − 2( ) + ep/qv3 k − 1( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (21)

where the parameters p, q > 0 are odd integers and satisfy 0< q
p< 1;

β > 0 is another control parameter to be tuned.
Based on the concept of equivalent control input as described in

(Slotine and Li, 1991), we temporarily assume that the lumped
parametric uncertainties are zero, i.e., d(k) = [0, 0, 0, 0]T, and
substitute (20) into s (k + 1) − s(k) = 0, then we get:

ev k + 1( ) + βE k( ) − s k( ) � 0. (22)
Combining Eqs, 13, 19, 22, we can get:

vg k( ) + TΔvg k( ) − vd k + 1( ) + βE k( ) − s k( ) � 0. (23)
Substituting (Eqs. 12, 23) yields the equivalent control input ueq as:

ueq k( ) � 4J0
rT

h ω k( )( )† vd k + 1( ) − vg k( ) + s k( ) − βE k( )[ ]
−Hvωg k( )ψ k( ) + b0ψ k( )

(24)

where

h ω k( )( )† � 1
4

− 

2

√
sin ω k( )( ) 


2
√

cos ω k( )( ) a + b

2

√
cos ω k( )( ) 


2
√

sin ω k( )( ) − a + b( )
− 


2
√

sin ω k( )( ) 

2

√
cos ω k( )( ) − a + b( )


2
√

cos ω k( )( ) 

2

√
sin ω k( )( ) a + b

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (25)

and it satisfies h (ω(k))h (ω(k))† = I3 × 3. Note that the so-called
equivalent control input is derived from s (k + 1) − s(k) = 0 while
temporarily neglecting the system uncertainties. Hence, the
expression of ueq as shown in Eq. 24 does not contain the
lumped uncertainties d. The system uncertainties can be
handled by a reaching control input which will be designed
subsequently.

In order to ensure the robustness of the control system, a
reaching control input ur is designed as:

ur k( ) � −4J0
r

h ω k( )( )†Ksgn s k( )( ) (26)

where K � diag(2ε, 2ε, 2ε
a+b), and ε is a control parameter to be

selected. Where K is the switching gain of the designed reaching
control input. For the convenience of the subsequent stability
analysis of the control system, K is defined as

K � diag 2ε, 2ε,
2ε

a + b
( ) (27)

where the parameter ε should be chosen to satisfy the following
condition:

ε> r

J0
�d. (28)

Note that the main reason for the above setting as shown in Eqs. 27,
28 is to assure that the control system is stable and the
corresponding stability analysis procedure can be simplified to a
large extent. Another reason is that this setting can also reduce the
difficulty of tuning the switching gain K, since only one parameter ε
needs to be selected.

Lemma 1: For the MWOMR system as described in Eq. 12, the
control input is designed as

u k( ) � ueq k( ) + ur k( ) (29)
where ueq(k) and ur(k) are given by (Eqs. 24, 26), respectively.
Meanwhile, the switching gainε is chosen to satisfy the
condition ofε> r

J0
�d

Then, the following convergence property can be guaranteed:

1) The discrete sliding variable s(k) can converge into a bounded
region Ω in finite steps with the following expression:

Ω � s k( ) ∣∣∣∣ |si k( )|< εsi{ }

εs �
εs1
εs2
εs3

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ �
4Tε − rT

J0
�d

4Tε − rT

J0
�d

4T
a + b

ε − rT

J0 a + b( )
�d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(30)

2) Once the sliding variable converges intoΩ, it will stay within this
region and cannot escape. In other words, if s(k) ∈ Ω, then s (k +
1) ∈ Ω.

3) The tracking error ev(k) can converge into a bounded region as
follows:

|ev1 k( )| ≤ψ σ( ) · max
4�d
β

( )1/σ

, β
1

1−σ
⎧⎨⎩ ⎫⎬⎭

|ev2 k( )| ≤ψ σ( ) · max
4�d
β

( )1/σ

, β
1

1−σ
⎧⎨⎩ ⎫⎬⎭

|ev3 k( )| ≤ψ σ( ) · max
4�d

β a + b( )( )1/σ

, β
1

1−σ
⎧⎨⎩ ⎫⎬⎭

(31)

where σ � q
p, and ψ(σ) � 1 + σ

σ
1−σ − σ

1
1−σ .

To demonstrate the structure of the proposed strategy more
intuitively, a block diagram is shown in Figure 2.

3.3 Stability proof

To confirm the stability of the whole control system, we set a
discrete-time Lyapunov function as:

V k( ) � s k( )Ts k( ). (32)
According to the definition of the Lyapunov function V(k), the
following equation can be obtained:
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V k + 1( ) − V k( ) � s k + 1( )Ts k + 1( )
−s k( )Ts k( )

� s21 k + 1( ) + s22 k + 1( ) + s23 k + 1( )
−s21 k( ) − s22 k( ) − s23 k( )

� s1 k + 1( ) − s1 k( )[ ] s1 k + 1( ) + s1 k( )[ ]
s2 k + 1( ) + s2 k( )[ ]× s2 k + 1( ) − s2 k( )[ ]

+ s3 k + 1( ) − s3 k( )[ ] s3 k + 1( ) + s3 k( )[ ].
(33)

Combining (Eqs. 12, 20, 29), we can get the expression of s (k + 1) as:

s k + 1( ) �

s1 k( ) − 2Tεsgn s1 k( )( ) + rT

4J0
D1 k( )

s2 k( ) − 2Tεsgn s2 k( )( ) + rT

4J0
D2 k( )

s3 k( ) − 2T
a + b

εsgn s3 k( )( ) + rT

4J0
D3 k( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(34)

where the expressions of D1, D2, and D3 are given by:

D1 k( ) � 

2

√
sin ω k( )( )d1 k( ) − cos ω k( )( )d2 k( )[

+sin ω k( )( )d3 k( ) − cos ω k( )( )d4 k( )] ≤ 4�d
D2 k( ) � 


2
√ −cos ω k( )( )d1 k( ) − sin ω k( )( )d2 k( ) − cos ω k( )( )d3 k( )[
−sin ω k( )( )d4 k( )]≤ 4�d

D3 k( ) � − 1
a + b

d1 k( ) + 1
a + b

d2 k( ) + 1
a + b

d3 k( )

− 1
a + b

d4 k( )≤ 4
a + b

�d. (35)

Afterward, a classified discussion is carried out to prove that the
sliding variable s can converge into the region Ω.

3.3.1 The situation of si(k) > εsi
According to Eqs. 20, 34, we can obtain

s1 k + 1( ) − s1 k( ) � −2Tεsgn s1 k( )( ) + rT

4J0
D1 k( )

< − 2Tε + rT

J0
�d

< − Tε

(36)

and

s1 k + 1( ) + s1 k( ) � 2s1 k( ) − 2Tε + rT

4J0
D1 k( )

> 2εs1 − 2Tε + rT

4J0
D1 k( )

� 8Tε − 2
rT

J0
�d − 2Tε + rT

4J0
D1 k( )

>Tε + 5Tε − 2
rT

J0
�d − rT

J0
�d( )

>Tε.

(37)

Thus, from (Eqs. 36, 37), we can easily infer that

s21 k + 1( ) − s21 k( )< − T2ε2. (38)
Since s1(k) and s2(k) as shown in Eq. 30 possess the same

convergence area, the deducing steps to prove that s2(k) converges
into Ω are similar to the above analysis. Thus, it can be inferred that

s22 k + 1( ) − s22 k( )< − T2ε2. (39)
Next, we analyze the situation of s3(k) > εs3. Following the above

steps, we can get:

s3 k + 1( ) − s3 k( ) � − 2T
a + b

εsgn s3 k( )( ) + rT

4J0
D3 k( )

< − 2T
a + b

ε + rT

J0 a + b( )
�d

< − T

a + b
ε

(40)

FIGURE 2
Block diagram of proposed strategy.
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and

s3 k + 1( ) + s3 k( ) � 2s3 k( ) − 2T
a + b

εsgn s3 k( )( ) + rT

4J0
D3 k( )

> 2εs3 − 2T
a + b

εsgn s3 k( )( ) + rT

4J0
D3 k( )

� 8T
a + b

ε − 2
rT

J0 a + b( )
�d − 2T

a + b
ε + rT

4J0
D3 k( )

> T

a + b
ε + 5T

a + b
ε − 2

rT

J0 a + b( )
�d − rT

J0
�d[ ]

> T

a + b
ε.

(41)
According to (Eqs. 40, 41), it can be deduced that s23(k + 1) −
s23(k)< − T2ε2

(a+b)2.

3.3.2 The situation of si(k) < −εsi
The theoretical analysis in this situation can also be carried out

by utilizing similar deducing steps as shown in (Eqs. 36–41).
In summary, when |si(k)| > εsi, we have the following conclusion:

s21 k + 1( ) − s21 k( )< − T2ε2

s22 k + 1( ) − s22 k( )< − T2ε2

s23 k + 1( ) − s23 k( )< − T2ε2

a + b( )2.

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(42)

Furthermore, the above formula can be extended as follows:

s21 η( )< s21 0( ) − ηT2ε2 < ε2s1
s22 η( )< s22 0( ) − ηT2ε2 < ε2s2
s23 η( )< s23 0( ) − ηT2ε2

a + b( )2 < ε
2
s3

(43)

which means that when s (0) is outside the region Ω, the sliding
variable s can converge into this region within η steps. The
expression of η is given by:

η � max
s21 0( ) − ε2s1

T2ε2
+ 1,

s22 0( ) − ε2s2
T2ε2

+ 1,
a + b( )2 s23 0( ) − ε2s3[ ]

T2ε2
+ 1{ }.
(44)

Remark 1:During the converging procedure, the convergence of s1,
s2, and s3 is independent. Hence, the parameter η is the number of
steps for the last one of si to converge into the region Ω.

Up to now, we have proved that the sliding variable s(k) can
converge into the region Ω. Next, we need to analyze whether s (k +
1) can remain within this region or not.

First, considering the range of 0 < si (k) < εsi, we can get:

s1 k + 1( ) � s1 k( ) − 2Tε + rT

4J0
D1 k( )

< εs1 − 2Tε + rT

4J0
D1 k( )

< εs1 − 2Tε + rT

J0
�d

< εs1

(45)

and

s1 k + 1( ) � s1 k( ) − 2Tε + rT

4J0
D1 k( )

> − 4Tε + rT

J0
�d + 4Tε − 2Tε + rT

4J0
D1 k( ) − rT

J0
�d[ ]

> − εs1.

(46)

From Eqs. 45, 46, we can see that when 0 < s1k) < εs1, s1 (k + 1) will
remain in the region of |s1 (k + 1)| ≤ εs1.

For the situation of 0 < s2 (k + 1) < εs2, we have:

s2 k + 1( ) � s2 k( ) − 2Tε + rT

4J0
D2 k( )

< εs2 − 2Tε + rT

4J0
D2 k( )

< εs2 − 2Tε + rT

J0
�d

< εs2

(47)

and

s2 k + 1( ) � s2 k( ) − 2Tε + rT

4J0
D2 k( )

> − 4Tε + rT

J0
�d + 4Tε − 2Tε + rT

4J0
D2 k( ) − rT

J0
�d[ ]

> − εs2.

(48)
Thus, when 0 < s2k) < εs2, it can be inferred that |s2 (k + 1)| ≤ εs2.

For the situation of 0 < s3 (k + 1) < εs3, we can get:

s3 k + 1( ) � s3 k( ) − 2T
a + b

ε + rT

4J0
D3 k( )

< εs3 − T

a + b
ε

< εs3

(49)

and

s3 k + 1( ) � s3 k( ) − 2T
a + b

ε + rT

4J0
D3 k( )

> − 4T
a + b

ε + rT

J0 a + b( )
�d

+ 4T
a + b

ε − 2T
a + b

ε − rT

J0 a + b( )
�d + rT

4J0
D3 k( )[ ]

> − εs3.

(50)

Hence, when 0 < s3k) < εs3, we can infer that |s3 (k + 1)| ≤ εs3.

FIGURE 3
Obstacle-avoidance trajectories in Case 1.
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Similar to the analysis procedure as shown in 45–50, for the
range of −εsi < si(k) < 0, we can also derive the conclusion of |si (k +
1)| ≤ εsi.

Thus, we have completed the proof of s (k + 1) ∈ Ω. In other
words, under the action of the proposed DITSM control law, the
sliding variable s can converge into the region Ω in finite steps
without escaping from this region.

Lemma 2: (Li et al., 2014): Considering the dynamics of a discrete-
time terminal sliding surface e (k + 1) = e(k) − le(k)σ + g(k) with
|g(k)| ≤ γ, the variable e(k) can converge into a bounded region in
finite steps shown as follows:

|e k( )|≤ψ σ( ) · max
γ

l
( )1/σ

, l
1

1−σ{ } (51)

where the function ψ(σ) is defined as

ψ σ( ) � 1 + σ
σ

1−σ − σ
1

1−σ . (52)
It has been proved that the proposed DITSM control law can

drive the sliding variable s into the regionΩ. Based on the definition
of the DITSM surface, we have:

ev1 k + 1( )
ev2 k + 1( )
ev3 k + 1( )

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ �
ev1 k( ) − βep/qv1 k( ) + rT

4J0
D1 k( )

ev2 k( ) − βep/qv2 k( ) + rT

4J0
D2 k( )

ev3 k( ) − βep/qv3 k( ) + rT

4J0
D3 k( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (53)

FIGURE 4
Velocity errors in Case 1. (A) X-axis velocity errors, (B) Y-axis velocity errors, (C) Orientation-angle velocity errors.
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Finally, according to the conclusion given by Lemma 2, we can infer
that:

|ev1 k( )| ≤ψ σ( ) · max
4�d
β

( )1/σ

, β
1

1−σ
⎧⎨⎩ ⎫⎬⎭

|ev2 k( )| ≤ψ σ( ) · max
4�d
β

( )1/σ

, β
1

1−σ
⎧⎨⎩ ⎫⎬⎭

|ev3 k( )| ≤ψ σ( ) · max
4�d

β a + b( )( )1/σ

, β
1

1−σ
⎧⎨⎩ ⎫⎬⎭

(54)

where σ � q
p. Then, it has been verified that the tracking error ev(k)

converges into a bounded region after finite steps.
Thus, the stability proof of the control system is accomplished.

3.4 Selection of control parameters

3.4.1 Selection of p and q
The parameters p and q should be chosen as odd numbers and

satisfy 0< q
p< 1. Note that the closer the value of qp gets to 1, the closer

s is to a proportional sliding surface. Then, the control input signal is
more smooth, but the convergence rate is slower. Considering this
tradeoff, we set p = 5 and q = 3.

3.4.2 Selection of β
Increasing β can accelerate the convergence rate and keep small

steady-state errors. However, an overlarge β may cause system
instability. To strike a balance, we set β = 1.5.

FIGURE 5
Control inputs in Case 1. (A) DITSM, (B) DTSM, (C) DCSM.
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3.4.3 Selection of ε
The parameter ε affects the convergence rate of tracking

errors. A larger ε can accelerate the convergence procedure
but at the cost of intensifying chattering. Weighing these two
factors, we set ε = 8.

3.5 Benchmark controllers

For the aim of reflecting the advantages of the designed DITSM
control algorithm, a discrete conventional sliding mode (DCSM)
controller and a discrete terminal sliding mode (DTSM) controller
are designed as benchmarks according to (Liu, 2005) and (Li et al.,
2014), respectively. To save the paper layout, the stability proof of
the benchmark control systems is omitted here, and the
corresponding control inputs are given straightforwardly.

3.5.1 DCSM controler
The DCSM control input is designed as follows:

uc k( ) � 4J0
rT

h−1 ω k( )( ) vd k + 1( ) − vg k( ) + sc k( ) − KTsgn sc k( )( )[ ]
−Hvωg k( )ψ k( ) + b0ψ k( )

(55)
where sc(k) is a traditional discrete sliding variable with the following
definition:

sc k( ) � ev k( ). (56)

3.5.2 DTSM controler
Design the DTSM control input as:

ut k( ) � 4J0
rT

h−1 ω k( )( )
× vd k + 1( ) − vg k( ) + st k( ) − βep/qv k( ) − KTsgn st k( )( )[ ]
−Hvωg k( )ψ k( ) + b0ψ k( )

(57)

FIGURE 6
Dynamic obstacle avoidance of DITSM controller.

FIGURE 7
Obstacle-avoidance trajectories in Case 2.
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where st(k) is a discrete terminal sliding variable defined as:

st k( ) � ev k( ) + βep/qv k − 1( ). (58)

4 Simulation results

To verify the effectiveness of the proposed trajectory-planning-
and-tracking-control scheme, simulations via the software of
MATLAB are carried out in two scenarios of static-obstacle
avoidance and dynamic-obstacle avoidance.

Case 1: Static obstacles.
In this case, the MWOMR is controlled to bypass static obstacles

and reach the target. The initial positions of the robot and target are
set as (0 m, 0 m) and (15 m, 0 m), respectively. Meanwhile, five static

obstacles are set with the positions of (2 m, −0.75 m) (3 m, 1.2 m),
(7 m, −0.1 m) (10 m, 1.5 m), and (13 m, 0.5 m). By utilizing the
APF-based trajectory-planning method as shown in Eqs. 14–18, we
set the attractive-field coefficient as ζ = 0.5, the repulsive-field
coefficient as κ = 8, the switching coefficient as l* = 5, and the
maximum acting range of the repulsive field as Q* = 3, respectively.
To mimic the protection of the MWOMR’s motors, the motor
output torque is limited to 0–15 Nm. The sampling period is set as
T = 0.01s. Considering the computation load and operational
efficiency, the trajectory-planning algorithm is set to be updated
every 20 sampling periods. Meanwhile, to reflect the
omnidirectional-movement characteristics of the MWOMR, the
predetermined heading angle is set as zero, which means that the
robot’s orientation always remains in the original state during the
movement.

The simulation results in Case 1 are shown in Figures 3–5.
Figure 3 shows the obstacle-avoidance trajectories of the

FIGURE 8
Velocity errors in Case 2. (A) X-axis velocity errors, (B) Y-axis velocity errors, (C) Orientation-angle velocity errors.
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MWOMR under the action of three control strategies. The
MWOMR’s X-axis velocity errors, Y-axis velocity errors, and
heading-angle velocity errors are shown in Figure 4. As shown in
Figure 4A, the DITSM controller possesses the fastest
convergence rate in the X-axis velocity error, while the DTSM
and DCSM controllers rank the second and the slowest,
respectively. From Figure 4B we can see that there exist
oscillations in the Y-axis velocity errors, which is mainly
because the designed trajectory-planning algorithm updates
every 20 sampling periods. However, it is evident that the
oscillation amplitude under the action of the DITSM
controller is the smallest, where the peak value is only 0.05 m/
s. The motor output torques of all control systems are displayed
in Figure 5. We can see that the initial action of the DITSM
control system is the strongest, which leads to its fast
convergence rate.

Case 2: Dynamic obstacles.
Up to now, the performance of the proposed method has been

verified in the scenario of static obstacles. However, for numerous
actual scenarios, the obstacles are normally not static but dynamic.
Hence, it is of great necessity to substantiate the effectiveness of the
presented method when there exist moving obstacles. In this case, we
set the initial positions of the 3rd and 4th obstacles as (7 m, −1 m) and
(10 m, 1.5 m), respectively. In addition, the 3rd obstacle is set to move
along the Y-axis at a velocity of 1 m/s within the range of [−1 m, 1 m],
and the 4th obstacle is set to move along the Y-axis at a velocity of
0.5 m/s within the range of [0 m, 3 m]. The other settings are kept the
same as those of Case 1. The serial numbers of five obstacles and the
dynamic-obstacle-avoidance screenshots are shown in Figure 6.

Figures 6A–I shows the screenshots of the MWOMR’s moving
trajectories with an interval of 0.5 s. We can see that the presented
APF-based trajectory-planning scheme can update the reference

FIGURE 9
Control inputs in Case 2. (A) DITSM, (B) DTSM, (C) DCSM.
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trajectory according to the 3rd and 4th obstacles’ moving situations
and guide the robot to bypass obstacles. The robot can realize a
satisfactory dynamic-obstacle-avoidance performance under the
action of the designed DITSM control law. Figures 7, 8 show the
MWOMR’s whole moving trajectories, X-axis velocity errors, Y-axis
velocity errors, and heading-angle velocity errors, respectively. It is
evident that the DITSM control system possesses the fastest velocity-
error convergence rate, the fastest transient response rate, and the
smallest velocity-error oscillation amplitudes compared with those of
the other controllers. Themotor output torques are shown in Figure 9,
from which it can be seen that the proposed DITSM control strategy
can provide a larger control input at the initial moment and
accordingly accelerate the convergence of tracking errors.

From Case 1 and Case 2 we can see that the proposed APF-based
trajectory-planning scheme can realize effective obstacle-avoidance
trajectory planning in both static and dynamic scenarios.
Meanwhile, compared with the DCSM and DTSM controllers,
the presented DITSM control law possesses superior control
performance in terms of higher tracking accuracy and firmer
robustness in handling different scenarios.

5 Conclusion

In this paper, we investigate the issue of obstacle-avoidance
trajectory planning and tracking control of a Mecanum-wheeled
omnidirectional mobile robot. A discrete kinematic-and-dynamic
model is identified for the mobile robot. Then, an artificial
potential field-based trajectory-planning algorithm is designed to
guide the robot to bypass obstacles, and a discrete integral terminal
slidingmode control strategy is proposed to force the robot to track the
planned trajectory effectively. The stability of the control system is
substantiated via the Lyapunov stability theory, and a tuning guideline
of control parameters is elaborated in detail. Lastly, simulations in
static-obstacle and dynamic-obstacle scenarios are accomplished for
performance tests. The testing results indicate that the proposed
trajectory-planning-and-tracking-control method can realize a
satisfactory obstacle-avoidance performance for the omnidirectional
mobile robot. In addition, compared with the benchmark controllers,
the designed discrete integral terminal sliding mode control law
demonstrates evident effectiveness and superiority.
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