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Introduction: The use of artificial intelligence (AI) in medical imaging and radiotherapy has been met with both scepticism and excitement. However, clinical integration of AI is already well-underway. Many authors have recently reported on the AI knowledge and perceptions of radiologists/medical staff and students however there is a paucity of information regarding radiographers. Published literature agrees that AI is likely to have significant impact on radiology practice. As radiographers are at the forefront of radiology service delivery, an awareness of the current level of their perceived knowledge, skills, and confidence in AI is essential to identify any educational needs necessary for successful adoption into practice.

Aim: The aim of this survey was to determine the perceived knowledge, skills, and confidence in AI amongst UK radiographers and highlight priorities for educational provisions to support a digital healthcare ecosystem.

Methods: A survey was created on Qualtrics® and promoted via social media (Twitter®/LinkedIn®). This survey was open to all UK radiographers, including students and retired radiographers. Participants were recruited by convenience, snowball sampling. Demographic information was gathered as well as data on the perceived, self-reported, knowledge, skills, and confidence in AI of respondents. Insight into what the participants understand by the term “AI” was gained by means of a free text response. Quantitative analysis was performed using SPSS® and qualitative thematic analysis was performed on NVivo®.

Results: Four hundred and eleven responses were collected (80% from diagnostic radiography and 20% from a radiotherapy background), broadly representative of the workforce distribution in the UK. Although many respondents stated that they understood the concept of AI in general (78.7% for diagnostic and 52.1% for therapeutic radiography respondents, respectively) there was a notable lack of sufficient knowledge of AI principles, understanding of AI terminology, skills, and confidence in the use of AI technology. Many participants, 57% of diagnostic and 49% radiotherapy respondents, do not feel adequately trained to implement AI in the clinical setting. Furthermore 52% and 64%, respectively, said they have not developed any skill in AI whilst 62% and 55%, respectively, stated that there is not enough AI training for radiographers. The majority of the respondents indicate that there is an urgent need for further education (77.4% of diagnostic and 73.9% of therapeutic radiographers feeling they have not had adequate training in AI), with many respondents stating that they had to educate themselves to gain some basic AI skills. Notable correlations between confidence in working with AI and gender, age, and highest qualification were reported.

Conclusion: Knowledge of AI terminology, principles, and applications by healthcare practitioners is necessary for adoption and integration of AI applications. The results of this survey highlight the perceived lack of knowledge, skills, and confidence for radiographers in applying AI solutions but also underline the need for formalised education on AI to prepare the current and prospective workforce for the upcoming clinical integration of AI in healthcare, to safely and efficiently navigate a digital future. Focus should be given on different needs of learners depending on age, gender, and highest qualification to ensure optimal integration.
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INTRODUCTION AND BACKGROUND


The AI Accelerating Trajectory

In the last decade, Artificial Intelligence (AI) implementation has accelerated but has also become an increasingly divisive topic in medicine, particularly so within medical imaging. The development of more sophisticated computers with greater storage capabilities and faster graphics processing units (GPUs) have allowed systems architectures to develop in a way which was not possible before (1). This has allowed convolutional neural networks (CNNs) in image recognition tasks to develop. These systems learn iteratively until acceptable performance is achieved relative to the previous interpretive standard (2). Wider availability of large medical imaging datasets and advancements in neuroscience further perpetuated AI technology advancement (3).

While AI is considered to be a promising, fast changing area of healthcare innovation (4), able to revolutionise care delivery, it is often seen with suspicion and mistrust by many healthcare professionals working in radiology, leaving them concerned about their future careers (5–7). In response to the impending digital healthcare revolution, the NHS has prioritised the development, testing, and validation of AI tools and digital health systems as part of their long-term improvement plan (8).



AI Implementation Creates Controversy Among Medics, Including Radiologists

Despite these technological advances, implementation of AI into the clinical setting has been perceived differently across the multidisciplinary team. Difference research projects surveyed radiologists and radiology trainees, the medical practitioners within medical imaging. In 2019, Waymel et al. (9) surveyed 270 senior radiologists and radiology registrars in France and reported an optimistic view as clinicians felt that implementation of AI will have a positive impact on clinical practise. Respondents thought that AI will speed up reporting turnaround times, i.e., the time taken to produce a clinical diagnostic report, with a possible reduction in the number of imaging-related medical errors and subsequent increased contact time to enable more direct patient care. Further work by Oh et al. in Korea (10), surveyed the confidence of 669 doctors and medical students when using AI, where 62% of respondents reiterated the perception that AI would speed the collection of clinical data. In Germany, 83% of 263 surveyed medical students felt that AI will never replace the radiologist (11) however this is contradicted by reports ranging from 26 to 78% of respondents (doctors, nurses, and technicians) fearing that AI could replace them in their clinical role (10–13). A lack of trust and acceptance of AI systems is also apparent in the literature (14, 15) with results in Korea reporting that 79% of respondents would always favour the doctor's opinion over the AI when a conflict arose. Whilst in Germany (10), 56% of 263 surveyed medical students, stated that AI would not be able to establish a definitive diagnosis (11). The perceived advantages of AI in the current evidence-base are clear; however contradictory views exist internationally on how exactly AI will work in the clinical arena and whether it will lead to role depletion among physicians/healthcare workers and students.



The AI Training Gap May Challenge AI Implementation Among Clinicians and Perpetuate Long-Standing Workforce Shortages

The majority of published literature has further highlighted a lack of training to empower healthcare practitioners to optimally use the capabilities of AI, as well as the lack of regulatory frameworks of AI-enabled healthcare products (16, 17) and lack of thorough scrutiny of reported studies, ensuring a robust knowledge base (18). The majority of physicians feel they have received insufficient previous information on AI and would consider attending continuous medical education or technically advanced training on AI, if available (9–12). Similarly medical students have reported either no AI training at all or insufficient training in AI with many believing it should be taught at undergraduate level and be part of the compulsory curriculum (11, 19).

Lack of adequate training on AI to prepare clinicians and explain basic AI concepts and applications may impact on the number of physicians choosing to specialise in radiology after graduation, as was highlighted by recent research in the UK (20). A total of 19 medical schools participated in a survey assessing attitudes of medical students toward AI, 49% of respondents reported that they would be less likely to consider specialising in radiology due to the impact of AI. A similar picture is emerging in the United States, where 44% of 156 survey respondents reported they would also be less likely to choose radiology as a specialty due to the influence of AI (13).

The lack of knowledge of AI benefits and risks and the skills gap on using AI tools by clinicians needs to be urgently addressed to cater for the workforce shortages in medical imaging and radiotherapy; the current Royal College of Radiologist statistics which state that “the NHS radiologist workforce is now short-staffed by 33% and needs at least another 1,939 consultants to meet safe staffing levels and pre-coronavirus levels of demand for scans” (20). This staffing shortage in medical imaging is further compounded by the College of Radiographers census of the diagnostic radiography workforce in the UK. Results reported that the average current UK vacancy rate across respondents was 10.5% at the census date of 1 November 2020 (21). It is imperative to use dedicated educational provisions to dispel the misperception that “AI will replace radiology staff, or that AI may deter staff from specialising in the role in the first place.” Further training is required not only on how to use AI itself but also on the advantages, challenges, and issues surrounding AI implementation into clinical departments to ensure the confidence of clinicians interested into these careers increases.



The Impact of AI on Radiographers

Radiographers are registered healthcare professionals who work predominantly and directly with patients, families, carers, and service users but very closely with Radiologists. In the UK, diagnostic and therapeutic radiographers form the largest proportion of the workforce in clinical imaging (radiology) and radiotherapy departments, respectively. There are more than 30,000 members of the radiographers' professional body, the Society of Radiographers (SoR) (2020) (22), and 36,941 currently registered with the regulator for health and care professions, the Health and Care Professions Council in the UK (23). Collectively their roles encompass the provision of health screening services, clinical imaging for diagnosis, and imaging and therapeutic services to facilitate curative, palliative, surveillance, end of life, and forensic examinations. Radiographers interact with and care for thousands of people each day. This requires a wide and encompassing range of skills and knowledge and the ability to empower people in shared decision making. Radiographers work on the interface between technology and service users in clinical imaging and radiotherapy. They operate the equipment, produce, and report on diagnostic images.

Radiology and radiography, two interconnected but distinct professions, are traditionally considered to be early adopters of AI technology (24, 25), with computerised diagnosis used as early as the 1960s (8). Since then, there have been several periods of high activity in AI research and development with intervening periods of lower activity, so-called AI “winters” (26, 27). Pattern recognition computer aided diagnosis (CAD) tools have been part of mammography image interpretation since the 1980s (28, 29), some of which are extant today and perpetuate significant human input due to high false positive rates (14, 30).

While research related to radiologists' roles, clinical practise, and education in relation to AI has flourished, as discussed in the abovementioned paragraphs, very little research has considered the impact of AI on radiographers and their perception of using it in clinical practise. The limited literature available would suggest that radiographers are keen to engage with AI but controversy still exists whereby some radiographers feel that AI may deplete or threaten their jobs in the future whilst others think it may lead to more advanced role developments (31–34). Abuzaid et al. (35) surveyed the opinions of 34 radiologists and 119 radiographers in the UAE on their willingness to accept AI into practise. Staff were excited and ready to embrace AI, however 17% of respondents stated they had no knowledge of AI, 40% were self-taught, and 73% reported difficulty accessing training courses to fill the knowledge gap for staff. Further work by Botwe et al. (36) surveyed 151 radiographers in Ghana. Most respondents (83%) were positive and would embrace the implementation of AI into practise, however 83% expressed concerns about AI related errors and job displacement. A further 69% felt that AI could lead to reductions in radiation dose whilst maintaining image quality. Overall, they concluded that there was a need for further education for radiographers to alleviate these fears. Similar fears and apprehensions regarding trust and knowledge gaps have been expressed by radiographers in Canada, America, and Ireland (32–34). In particular the survey of 318 diagnostic and 77 therapeutic radiographers from Ireland has identified resistance of AI use in particular for patient facing roles. Respondents felt that radiographers would always have a primary role when caring for the patient and that AI would not be able to replace that human touch. Similar to other studies, >50% respondents worried about changing roles and fewer jobs for radiographers, as AI will take over clinical delivery. However this notion of role depletion was not universally supported in this survey as 47% of diagnostic and 38% of therapeutic radiographers felt AI will create new specialised/advanced roles in the future. This may mean the radiographers can work together with AI tools to fulfil roles that address the ongoing staff shortages.



The Future of AI Within Medical Imaging and Radiotherapy: Challenges and Opportunities for Integration and the Importance of Education

Sarwar et al. (37) have predicted the full integration of AI in healthcare in the next 5–10 years. Implementation of AI into the clinical setting is not without barriers; these include a lack of trust and acceptance of the systems offered (9, 29), lack of training to empower healthcare practitioners to optimally use the capabilities of AI, as discussed above, the lack of standardised regulatory frameworks of AI enabled healthcare products (10, 12) and lack of thorough scrutiny of reported studies, ensuring a robust knowledge base (15) to name just a few. It is essential for the design, validation, and adoption of AI that radiographers are knowledgeable, competent, confident, and well-trained to be able to fully materialise the benefits of new technology while minimising risks but also to be in position to explain these benefits and risks to the patients; thus radiographers could be contributing to and sustaining of a safe, efficient medical imaging and radiotherapy service, one that is based on trust and research evidence on the use of appropriate AI technology.

A number of suggestions to allow AI systems to make their way into clinical application have been offered, such as various measures to make AI more interpretable or explainable (38, 39). The users of AI technologies, for instance the radiographers, radiologists, and oncologists and those responsible for the procurement of AI for healthcare, need to have adequate knowledge, and understanding of the functionality and applications of the proposed systems to enable unbiased selection, i.e., the best application choice for the intended function with an awareness of potential limitations and risks.

The Topol review (40) reiterates the need for education in AI to be integrated into preregistration programmes, and for the necessity of upskilling the existing workforce in AI applications and technology. Recent draught HCPC guidelines (41) state that radiographers should “be aware of the principles of AI and deep learning technology, and the methods of assessing the performance of AI algorithms” (p. 45). Recent recommendations and standards jointly delivered by the International Society of Radiographers and Radiological Technologists (ISRRT) and European Federation of Radiographer Societies (EFRS) (42), state that radiographers need to have functional and performance assessment knowledge of AI systems. This can be described as a form of “AI literacy” that should be included in both pre and post registration programmes, along with education for the whole workforce. The Society and College of Radiographers' AI Working Party has also recently offered recommendations for education and training of radiographers on AI theory and applications (43).



Rationale, Aims, and Objectives

The paucity of information available on radiographers perceptions of AI and its implementation into daily clinical practise provides a strong rationale for the design of a dedicated study. As identified by Lai et al. (44) AI in healthcare will only be accepted and satisfactory for everyone, if we invest on collaborative effort and include everyone within the multidisciplinary team in the decision-making process. Hence, this exploratory study aims to highlight the perceived, self-reported, knowledge, skills, and confidence of UK diagnostic and therapeutic radiographers in relation to AI. Further objectives were to investigate the adequacy of training provisions currently available and to propose content and format of further education on AI.




METHODS


Questionnaire Design

A questionnaire was designed using the Qualtrics® survey platform. This is an online survey builder which allows for open dissemination via an internet link, hence optimising participant reach (45). This voluntary, fully online survey was designed and reported to adhere to the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) (46) and approved by City, University of London, School of Health Sciences Research Ethics Committee (ETH1920-1989). No incentives were offered to complete this survey.

This was a fully open survey, available from the 12th of February 2021 to the 6th of April 2021, for everyone who had the link. The survey was set to collect fully anonymous responses, therefore neither IP addresses nor any other identifying information was collected from participants. An opening slide gave participants information on the study rationale and aim, provided information on current literature on the subject, informed participants of the approximate time commitment to complete the survey and gained consent to proceed. A final survey slide notified respondents of submission of responses, although a full review of responses was not given. Participants were permitted to freely navigate back to previous questions and allowed to save responses and finish the survey at a later time in order to maximise response completeness. All responses were included in data analysis, even if the survey was not complete. Time for completion of the survey was, therefore, not analysed.

The questions included in the survey were loosely based on a previous, unpublished, survey undertaken by one of the co-authors. These initial survey was further modified and expanded with new questions based on input from all listed authors, many of whom are members of the “Society and College of Radiographers Artificial Intelligence Working Party,” who have a range of senior clinical and academic experience. The survey content is drawing upon current research evidence as outlined in introduction, as well as from the themes presented on the Society of Radiographers (SCoR) AI guidance document for radiography professionals (43).



The Survey Instrument

The questionnaire consisted of 91 questions in total, divided into five main sections or “blocks”—(i) participant demographics, (ii) AI knowledge, (iii) skills and confidence in AI (including questions on education provision), (iv) perceptions of the impact of AI on clinical practise (v) expectations for the future of radiography with AI and finally, (vi) the effect AI may have on image perception and reporting. Most questions were either multiple choice format, with some free text options to allow for more detailed responses or Likert scale questions. Only one question required a fully open response.

The demographic section included seven questions to gather data on the age, number of years' experience, highest academic qualification, region of the UK, clinical setting, and nature of current role. This information was requested to allow investigation of any relationship between these independent variables and dependent variables of knowledge, skills and confidence in AI. An eligibility filtering question placed at the beginning of the survey enquired if the respondent was a practising or student radiographer; this was to ensure that anyone other than a radiographer did not complete the survey. If the participant responded that they are not a radiographer, they were redirected to the end of the survey and no further data was collected.

Only the results of the first three sections of the survey (i–iii) are discussed in this paper; the remaining will be presented in different publications given space limit and richness of findings.



Validity and Reliability of the Survey Instrument

For each new survey face and content validity are vital measures of quality (47).


Face and Content Validity

Face validity, a subjective measure which concerns whether or not the instrument appears to potential test takers to be assessing what it intended to measure (48) has been assessed and ensured for our study (in terms of feasibility, readability, consistency of formatting, the clarity of the language used), through the piloting phase of the survey (49). Content validity, “the degree to which items in an instrument reflect the content universe to which the instrument will be generalised” (50) was ensured by the design and review of this work by the SCoR AI working party and other AI radiography experts, the piloting with another team of AI experts with varying demographics and professional backgrounds and by being grounded on relevant research evidence, including the SCoR AI guidance document for radiographers, which outlined priorities for AI adoption within the radiography workforce in all areas of practise, including education (43). The validation of the questionnaire was conducted by a panel of experts in the medical imaging and AI field, which included 12 qualified, practising radiographers, academics, students, and clinical staff, with a range of clinical experience from <1 year to >20 years. This tested both the technical aspects of the survey format (face validity) as well as the suitability of the questions (content validity). Minor formatting issues involving difficulty in navigating to the next question were reported and fixed before final dissemination of the survey.



Internal Consistency

Cronbach's alpha was calculated post-hoc for the Likert scale questions of this instrument to be able to confirm internal consistency (47). Acceptable internal reliability was found for the scale questions for both professions (α = 0.736 and α = 0.777 for diagnostic and therapeutic radiography, respectively).




Participants

This survey was intended to give a national (UK) perspective on perception of knowledge, skills, confidence, and educational needs of both the diagnostic radiography and therapeutic radiography workforce in the field of AI. All radiographers (student and trainees, practising and retired, academic, and researchers) across all sub-specialisation areas, including sonographers, were invited to participate. The survey was disseminated via LinkedIn® and Twitter® employing non-probability snowball, sampling (51), and widely shared by the authors through their radiography-specific professional networks, many of whom are members of the SCoR AI Working Party or hold different AI leadership positions within decision making agencies. Academic colleagues were also approached to distribute within radiography academic communities and students.

The link to the survey was also sent to the leads of many clinical centres throughout the UK for dissemination to all colleagues, therefore ensuring maximum reach to relevant parties.



Data Analysis

The IBM SPSS (version 23) was used for analysis of the data (52). Descriptive statistics, in the form of frequencies have been reported for most of the responses. One question required an open-ended response, which has been analysed by thematic content analysis, using NVivo (version 12) (53). Descriptive and inferential statistics were calculated using SPSS and graphs produced within MS Excel® (Microsoft, 2018). Data was presented in percentages for single response questions and counts/frequency for questions where more than one response was permitted. There were no weightings applied to any questions for analysis.

Combinations of some of the variables have been analysed to determine if any patterns emerged in order for hypotheses to be proposed for future studies (54). The correlations of independent variables such as: years practising, highest academic qualification, and age with dependent variables such as: understanding of AI, confidence in AI, understanding of the underlying terminology of AI, feelings of being well-trained in AI, and agreement that they have developed some skill in AI, were all explored and measured on either four-point or seven-point Likert scales, with the exception of “understanding of AI,” which was measured on a scale of zero to ten. Spearman's rank (rs) and Kendall's tau-b (v) correlations between ordinal data were run using IBM SPSS® (55). Responses which did not fit with the ordinal classification of the data were recategorised as “missing” before calculation, such as level of highest qualification option “other” and years' experience options “I do not work in the clinical setting” and “I am in retirement.” Missing data were excluded pairwise, meaning that data could be included even if the respondent did not enter a response to some other question. Bootstrapping was activated for 1,000 samples at 95% confidence levels. Subgroup analysis was then carried out to better understand the reason for any statistically significant correlations between ordinal data.

Chi-square test for independence was run for comparisons between nominal and ordinal data. In many cases, assumptions necessary to allow accurate interpretation of the Pearson's chi-square were found to be violated, so the “likelihood ratio Chi-square” statistic was used as an alternative. The likelihood ratio compares the likelihood of obtaining the observed data compared to the likelihood of obtaining the data if there is no significant difference in the variables, i.e., the data which would have been observed if there is no statistically significant relationship between variables (p ≤ 0.05) (56). Cramer's V (V) was then performed to quantify the magnitude of any relationship.

The resultant cross tabulations were interrogated to identify any major differences between observed and expected counts within subgroups for significant findings. Subgroup analysis was then carried out to better understand the reason for any statistically significant correlations.

Thematic analysis using NVivo® was performed to analyse qualitative responses (52). Responses to the open-ended question “Can you describe the term Artificial Intelligence in your own words?” were read and coded. Codes were reread and collated into four key themes.




RESULTS


Demographic Information

Cleaning of the data removed any blank responses from the initial participants. A total of 415 radiographers responded to the survey. Four participants selected the option of “no consent,” leaving 411 survey responses for analysis.

Of the total respondents, 66.4% stated that they were practising diagnostic radiography (n = 273), 14.4% were diagnostic radiography students (n = 59), 16.1% stated they were practising therapeutic radiography (n = 66), and 2.7% were therapeutic radiography students (n = 11). This calculated to an approximate 1:4 ratio of therapeutic: diagnostic radiographers, which broadly represents the UK workforce ratio of 3,794 therapeutic to 20,231 diagnostic radiographers (57). The most recent data from the HCPC, stated above, is not broken down into diagnostic and therapeutic radiography (23). Two respondents indicated they were practising both diagnostic and therapeutic radiography.

There were responses from throughout the regions of the UK with the exception of therapeutic radiographers in the Channel Islands (Table 1).


Table 1. Respondents' demographic details presented as percentages (%) and frequencies (n).

[image: Table 1]

A range of years of experience was indicated in both diagnostic radiography and radiotherapy. Visual inspection would indicate there is a similar distribution amongst respondents in each profession (Table 1).

There was representation across all age groups except for the over 65 years old group in radiotherapy (Table 1).

Of the diagnostic radiography respondents (including students), 26% indicated they were male, 72.2% female, 0.6% non-binary/third gender, and 1.2% preferred not to say. This is similar to the radiotherapy respondents of whom 22.4% responded that they were male and 77.6% female, which is broadly representative of the UK radiographer workforce, which has an approximate 1:3 ratio of male to female (47).


Highest Academic Qualification

For both diagnostic radiography and therapeutic radiography, most respondents indicated their highest level of academic qualification as a BSc, with 24.2 and 35.5%, respectively. There were fewer diagnostic radiographers who have attained a MSc (19.6 and 36.8%) or doctoral level qualification (e.g., Ph.D., Ed.D.) (1.9 and 3.9%) than therapeutic radiographers, respectively. Those with A-level or equivalent are assumed to be student radiographers. This data is represented in full in Table 1. Those who selected “other” were asked for further explanation, with the majority of the respondents across both professions stating they hold a Diploma of the College of Radiographers (DCR) (n = 7). Other responses included conversion degrees such as MRad (n = 2), or other types of master's degrees such as MEd (n = 1) and MA (n = 2).



Clinical Setting

The greatest proportion of participants from both professions indicated that they work in university teaching hospitals, closely followed by the district general hospital setting. Full details of other responses are given in Table 1.

For those who responded “other” in therapeutic radiography, two stated they worked in a foundation trust, three in a specialist cancer centre, two were students, and one stated they were a university lecturer. Most free text responses from the diagnostic radiography participants indicated that they worked in the university setting as either an academic or researcher (n = 15), followed by responses from students (n = 10).



Role Description

Most of those in clinical practise from both professions indicated that they were practising as a clinical radiographer (39.1 and 38.2%, diagnostic radiography and radiotherapy, respectively), followed by those choosing the “advanced practitioner” option (15.8% and 17.1%, diagnostic radiography and therapeutic radiography, respectively). There are fewer consultant radiographers responding to this survey in diagnostic than therapeutic radiography (4.3 and 13.2%, respectively), although it should be noted that there were more options available for the diagnostic radiography respondents. This was to best reflect the specific career landscape in both professions (Table 1).



Area of Expertise/Sub-Specialism

Respondents were given the option of selecting up to three options from the list, along with a free-text option for further explanation. Most diagnostic radiographers indicated that they were involved in general radiography (32%) followed by CT (15%), followed closely by those working in reporting, MRI and education. The responses from respondents in the radiotherapy cohort indicated that the majority were involved in treatment delivery (33%), followed by pre-treatment, simulation, contouring, and immobilisation (21%) (Table 1).

From those who selected “other” in diagnostic radiography, most responses were cardiac catheterisation (n = 4) and nuclear medicine (n = 3). Radiotherapy respondents indicated areas of sub-specialism in breast cancer (n = 1), research (n = 1), stereotactic radiosurgery (n = 1), and Information management and technology (n = 1).




Perceived Knowledge, Skills, and Confidence in AI

An understanding of perceived knowledge, skills and confidence in AI was sought through an open question, asking respondents to describe the term “artificial intelligence” in their own words and a number of Likert-scale questions.


Understanding of the Term “Artificial Intelligence”

Responses were initially coded using thematic analysis for each of the professions, resulting in 21 codes (Supplementary Table 1; Supplementary Figure 1). Most codes were common across both professions (Supplementary Figure 2). Four general themes emerged from thematic analysis: (i) clinical applications of AI, (ii) advantages of AI, (iii) disadvantages of AI, (iv) technical information of AI technology (Supplementary Table 1).

The top three most frequent codes in the responses from the diagnostic radiographers' cohort included:

(i) understanding of AI as used in the identification of pathology or abnormality (clinical applications), for example the following quotes are presented as relevant;

“reporting, without a practitioner looking at the film. Used to detect cancers…”

“…report diagnostic images”

(ii) statements regarding the AI tasks which would normally require human input for example, the following quotes are presented as relevant;

“…automated use of computers to perform human tasks.”

“…computer algorithms performing tasks that usually rely on human interaction.”

(iii) comments with evidence of deeper understanding of “modern” AI systems, such as descriptions of systems which learn from example and “computer vision” for example the following quotes are presented as relevant;

“…machine learning.”

“…can be programmed to develop themselves on their own writing their own code, developer might even cease to understand the code.”

The top three codes from the therapeutic radiographers' responses were similar, with the majority of comments relating to:

(i) changing radiography workflows (AI replacing or augmenting tasks which require human input) for example the following quotes are presented as relevant;

“…the use of technology, reporting, and verify systems, treatment planning systems to support patient pathway.”

(ii) technical description of “modern” AI systems, for example the following quotes are presented as relevant:

“…use of computer algorithms to do mundane tasks e.g., outlining organs at risk (OAR).”

“The use of complex interconnecting self-designing algorithms to achieve a specific outcome…”

(iii) clinical applications of AI in radiotherapy, such as segmentation, planning, and/or contouring. The following quotes are presented as relevant:

“Automated RT planning to standardise planning”

“Using software algorithms to calculate/determine outcomes previously determined manually, such as auto-contouring…”

Finally there were very few comments regarding the disadvantages of AI systems in both professions, with only two comments from diagnostic radiography and one from the therapeutic radiography cohort. A representative quote from the diagnostic radiography is noted below:

“Its current role is very ‘task dependent' and limited as it struggles to understand poor quality images, artefacts, or normal variants, or post-surgery image appearances, often it is classed the ‘next best thing' but most likely it is the new ‘emperors clothing”'

Another representative comment was offered by the radiotherapy respondents:

“Human reliance on technology… create(s) more work to me at work for simple decision-making process.”



Perceived Knowledge and Understanding of AI Terminology

Examples of terms associated with modern AI technology and development were provided in the question represented in Figure 1—algorithms, deep learning, neural networks, computer-aided detection diagnosis, data mining, and over-fitting. The results demonstrate that 42.3% of diagnostic radiography and 50% of radiotherapy respondents were not confident at all in the terminology used in AI.
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FIGURE 1. Respondents' understanding of the terminology of modern AI.




Development of Skill in AI

Most of both diagnostic radiography and radiotherapy respondents indicated that they do not feel they have developed any skill in AI used in radiography (51.6 and 64.0% of total responses, respectively) (Figure 2). Out of the other options presented, the majority in both professions indicated that any skill has been developed from their own, self-directed learning (21.0%). In both professions, the fewest responses came from the “CPD in a higher education establishment” option. The “other” option was selected by 40 respondents over the two professions. The diagnostic radiography respondents indicated that they have undertaken assignments or dissertations in AI (n = 8), have read around the subject or taken online courses (n = 4), have had equipment training or in house training (n = 4), contributed to a research project conducted by someone else (n = 3), listened to presentations at conferences (n = 3), or had some form of AI training integrated into a postgraduate qualification (n = 3). The radiotherapy comments included, workplace/applications training or through current use (n = 4), knowledge from a previous career (n = 1), and one respondent stated that they work for an AI company.
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FIGURE 2. Development of skill in AI.




Confidence in Using AI in Radiography

More of the diagnostic radiography respondents indicated that they understood the term AI than the radiotherapy respondents (yes, no, unsure) (78.7 and 52.1%, respectively) (Figures 3A,B), although a slightly smaller percentage of diagnostic radiographers stated that they felt confident in using AI technologies in radiography, compared to the radiotherapy responses (28.2 and 33.8% confident or very confident, respectively) (Figure 4). Respondents from both professions indicated a moderate understanding of AI and asked to rate it using a 0 to 10 scale, with 0 representing no knowledge at all and 10 representing “expert.” A mean response of 5.5 and 4.5 (0–10 scale) was reported for diagnostic radiography and radiotherapy, respectively.


[image: Figure 3]
FIGURE 3. Respondents' perception of understanding of the term “artificial intelligence” [(A), diagnostic radiography, (B) therapeutic radiography].
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FIGURE 4. Respondents' perceived confidence in using AI technologies.





Perceived Acquired Skills in AI and Training to Support These Skills

Questions were posed to respondents regarding their perceived level of skill in AI, how they have developed this skill, the nature of any training they have received and how prepared they feel their skills or training has made them for the implementation of AI in the clinical setting.


Perception of Availability of AI Training for Radiographers (Generic)

The majority of respondents from both professions either disagree or strongly disagree with this statement, with a “disagreement” aggregate (somewhat disagree, disagree, and strongly disagree) of 77.4 and 73.9% and an agreement aggregate (somewhat agree, agree, and strongly agree) of only 6.7 and 6.1% for diagnostic and therapeutic radiography, respectively (Figure 5).


[image: Figure 5]
FIGURE 5. Perception of AI training availability for radiographers.




Perception of Adequacy of Training Provisions for AI Implementation

Both professions indicated they did not feel well-trained to implement new technologies and AI, with over half (56.5%) of diagnostic radiography respondents indicating they either disagreed or strongly disagreed with this statement. This proportion was only slightly lower for radiotherapy (49.2%) (Figure 6).


[image: Figure 6]
FIGURE 6. Perception of ‘adequacy of radiographers' AI training for clinical implementation.




Perception of Skill Acquisition in AI Clinical Applications

An aggregate of responses in the disagree categories (somewhat disagree, disagree, and strongly disagree) and agree categories (somewhat agree, agree, and strongly agree) from respondents in both professions indicate that they did not feel they had developed skill in AI, with “disagree” in diagnostic radiography being higher than “agree” (54.2 vs. 30.3%). This is similar to the radiotherapy responses (50.8 vs. 27.7%) (Figure 7).


[image: Figure 7]
FIGURE 7. Perceptions of having developed/learned some skill in AI.





Future Training Content and Format on AI-Enabled Technologies

To determine the type of training and education requirements needed in radiography, two questions were asked. One question sought to gather information on the content of any training—what topic areas radiographers felt should be included in any training delivered, and another question on how or in what format this training might be best delivered in.


Topic Areas Needed for Training

Most respondents from both professions indicated that they were interested in learning about potential applications of AI and AI technology, techniques, and terminology. Programming and computer science and AI development and entrepreneurship were not popular choices (Figure 8). The “other” option was chosen by 16 respondents from the diagnostic radiography cohort and mostly included comments suggesting uncertainty around what should be included. Two comments suggested that it is too early to consider any education in AI.


[image: Figure 8]
FIGURE 8. AI education topic preferences.




Training Format Preferences

Most respondents indicated that training would be best delivered as part of a preregistration degree programme. E-learning/webinars and study days also received a high proportion of the total responses. All options were selected by some respondents (minimum respondent frequency n = 92 counts) (Figure 9). Eight diagnostic radiography respondents selected the “other” option. Suggestions included; annual CPD days for qualified staff and summer schools for pre and post registration radiographers to allow time for this training to take place in an already busy academic year.


[image: Figure 9]
FIGURE 9. Training delivery preferences.






COMPARISONS


Ordinal vs. Ordinal Comparisons

A selection of ranked variables (ordinal data) were compared using Spearman's rho (rs) and Kendall's tau (v) to identify any correlations. The results are presented in full in Supplementary Table 2. There was only one combination of variables which produced statistically significant results in both professions i.e., the relationship between highest level of academic qualification and understanding of AI on a scale of 0–10, where a medium strength positive correlation was found in both professions (54). Sub-group analysis revealed that for both the diagnostic and therapeutic responses, there was a general downward trend in the lower rating of confidence (i.e., scoring 0–3) as level of academic qualification increased, with the reverse apparent for the higher ratings of confidence (i.e., score of 7–10), i.e., as level of highest academic achievement increased, the number of respondents reporting higher levels of confidence increased. This data is presented in full in Supplementary Tables 3–6.

In the diagnostic radiography responses, there was also a significant positive relationship between highest level of academic qualification and confidence in AI terminology (rs = 0.151, v = 0.218, n = 271, p = 0.05), but this was not the case in the radiotherapy cohort. Further analysis of the groups reveals that very few respondents across all categories are very confident, or confident enough and a general downward trend in the “not confident at all” selection, i.e., as level of highest academic qualification increased, from undergraduate to Ph.D./Ed.D./D.Prof. or equivalent, the proportion of respondents indicating that they were “not confident at all,” decreased (Supplementary Table 7).

Additionally, a significant, medium strength positive association (rs = 0.417, v = 0.313, n = 71, p = 0.01) was found in the radiotherapy responses between age and understanding of AI (scale 0–10) and respondents' years' experience and understanding of AI (scale 0–10) (rs = 0.437, v = 0.332, n = 70, p = 0.01). This was not mirrored in the data obtained from the diagnostic radiography responses (Supplementary Table 2). Visual analysis of the subgroup data indicates that, there was a general downward trend in the lower rating of confidence (i.e., scoring 0–3) as both age category and years practising increased, with the exception of the 55–65 years age group, as demonstrated fully in Supplementary Tables 8–11.

There was no significant correlation in any of the other comparisons.



Nominal vs. Ordinal Comparisons

There were no associations found between variables in the majority of tests, presented in full in Supplementary Table 12. There were four tests in diagnostic radiography and three tests in radiotherapy which showed a significant relationship between variables.

In both professions there was a statistically relationship between gender and the confidence in AI terminology, with a medium and large magnitudes in diagnostic radiography and therapeutic radiography, respectively.

Additionally, in diagnostic radiography, the “likelihood Chi-squared test” showed a significant relationship between:

(i) gender and confidence in using AI technologies a medium association strength, where male respondent report greater perceived confidence than females (Supplementary Table 12),

(ii) gender and confidence in the terminology of AI with a medium association strength, where male respondent report greater perceived confidence than females (Supplementary Table 12),

(iii) radiographers' role and their perceptions of the adequacy of training available, with a medium association strength, where perceptions of adequacy of training was lowest in the student radiographer responses (Supplementary Table 12), and

(iv) UK region and confidence in AI terminology with a small association strength, with no apparent pattern (Supplementary Table 12).

In radiotherapy, significant relationships were found to exist between:

(i) gender and understanding of AI with large association strength, where male respondent report greater perceptions of understanding than females (Supplementary Table 12),

(ii) gender and confidence in the terminology of AI, where male respondent report greater perceived confidence than females (likelihood ratio with a large association strength; Supplementary Table 12),

(iii) radiographers' role and understanding of AI with large association strength, where perceptions of understanding was lowest in the student radiographer responses (Supplementary Table 12).




DISCUSSION

The focus of this survey was to establish a “snapshot” of UK radiographers' perceived knowledge, skills and confidence in AI and to establish the specific detail of the educational need and preferences of this workforce, in line with AI radiography guidance and priorities (43). Furthermore, as an exploratory study it would help provide direction for future targeted AI research projects in the under-researched field of radiography.


Perceived Knowledge, Understanding, and Confidence

Although a large proportion of both professions indicated that they understood AI in general, further specific responses from both professions made it clear that respondents were not very confident when using AI technologies. There was also a lack of understanding of the specific terminologies used in modern AI, such as “algorithms,” “deep learning,” “data mining,” “over-fitting,” and “neural networks” (Figure 1). This may indicate that, perhaps, initial reported “confidence” was surrounding AI in general rather than AI in radiography and modern AI. Abuzaid et al. (35) surveyed radiographers and radiologists in the United Arab Emirates (UAE) and found that 40% of respondents were not familiar with AI and a further 30% had merely a basic understanding. Other studies also report that there is a general lack of understanding of AI amongst radiologists (58, 59). The knowledge and understanding of AI at this level of detail is essential when engaging with literature around modern AI (60). Many applications of AI in medicine are currently in the development stage and therefore it is imperative for all clinicians to understand the literature in order to have a critical appreciation of the “potentials, pitfalls, and risks” of proposed technology as we move into the inevitable implementation phase (6).



Level of Skill and Importance of Education and Training

A barrier to clinicians' confidence and understanding may be the dearth of education on the subject, with many radiographers in both diagnostic and therapeutic radiography stating that they do not consider themselves to have any skill in AI. Botwe et al. (36) conducted a survey of African radiographers on their perception of AI in diagnostic imaging and reported that 82.2% of 151 respondents felt that a lack of knowledge will be a significant barrier to the implementation of AI in the clinical setting. This is supported by the responses from our survey indicating that very few respondents felt that they were well-trained to implement AI and new technologies in the clinical setting and why both professions overwhelmingly agree that there is not enough education and training available in AI for radiographers (Figure 5). Abuzaid et al. (35) further support this in their survey of radiographers and radiologists in the UAEs, reporting that 74.5% of radiographers and radiologists responding to their survey had not studied AI as part of their degree, that 73.9% indicating that the availability of education and training will be a barrier to the implementation of AI and that 68.6% of clinical staff lack even a basic understanding of the technology.

As radiography is an evidence-based, applied science profession our day-to-day learning is supported formally, and informally, through our clinical placement and later on clinical roles (61). This is evidenced by the number of respondents, who reported that, despite not always having been formally trained, they did have some skill in AI, indicating that they had to seek out their own learning (Figure 2) and that AI has started to permeate radiography practise. Abuzaid et al. (35) concur, with 39.9% of respondents to their survey being self-taught in AI. Radiographers tend to learn to work with the tools which are introduced into the clinical setting, perhaps without the time or resources to fully understand the technology (62). This may have implications when newer, more complex forms of AI are introduced, which need to be approached more critically due to complex systems architectures and whose method of decision making are not so humanly interpretable (2, 15, 38). Being in position to know the theory behind the practise will enable healthcare professionals and radiographers to query, flag, escalate, and troubleshoot concerns in the functionality of AI ecosystems and intervene, as and when needed, with human intelligence, for the safety of the patients.



Suggestions for the Type and Format of AI Learning

The radiographers responding to the survey indicate they wish to have education on potential AI applications, technology (technique and terminology), patient centeredness with AI, AI ethics, AI standards (quality assurance and control), and workflow improvements. These are areas which, perhaps, the workforce foresees or even witnesses as being the most impacted by AI (63). These may also be the areas that radiographers feel they can more easily relate to, and grasp given their training at level 6 (Bachelor's level) to allow for a smoother transition into a new field. Other proposed topics included applied machine learning, programming and computer science, and AI development/entrepreneurship, although these subject choices were less popular. The above list of topics is similar to those identified in the literature as important for inclusion in AI curricula, although it is also suggested that a more flexible curriculum should be offered to best suit the students' interest and current developments in the field (64, 65). A minority (2.5%) of respondents across both professions indicated that they had received training as part of a CPD programme in a higher education setting. This could lead to some national or global disparity and variability in the type and standard of education being delivered in AI knowledge in the future (35) and could impact speed and quality of AI adoption and implementation as well as job satisfaction. The development of a standardised or recommended AI curriculum, as suggested for radiology trainees, may provide a solution for this (16, 58, 59).

The respondents indicate that the best place for any AI training was in the pre-registration setting. This aligns with the proposed changes to the HCPC Standards of Proficiency (radiographers) which highlight the necessity for all radiographers to have an awareness of both the principles of AI, and of the methods of assessment of performance of any AI algorithm (41). If accepted, these changes would make it essential that all HCPC registrants and aspiring registrants have this knowledge, and therefore this learning must be front-loaded in the radiography education, in both the pre-registration as well as post-registration stages. The Topol review (40) supports this by recommending that training in digital technologies and computer science should be integrated into undergraduate education for health care professionals. A systematic review by Schuur et al. (16) examines training opportunities in AI for radiologists and found that there was an overwhelming prevalence of short courses offered, rather than those integrated fully into curricula, with education providers only involved in a limited capacity. Interestingly this is not fully supported in the results from our study which found that, although the respondents indicated they did not receive specific training in AI, there was a statistically significant relationship between the level of highest academic qualification and understanding of AI. This suggests that the higher the level of academic qualification, the greater the perception of understanding in AI. In the absence of specific AI training, this may be simply due to the way which postgraduate students are required to develop transferable skills as fully independent learners and the encouragement of those studying for higher academic qualifications to become agents of change and therefore actively investigate current and future developments (such as AI) for clinical practise themselves (66).



Gender, Age, Qualification, and Role Correlations in Artificial Intelligence for Radiographers

The results from the analysis of the nominal data indicated that there is a relationship between gender and confidence in using AI terminology across both professions. Further exploration into the reason for this relationship were investigated from the cross tabulations of the likelihood ratios. This found that, on the whole, the observed values (responses) from the male respondents were higher than the expected values for “confident” and “very confident” and the female respondents were generally the reverse.

The reason for this is unclear, although it should be noted that there were fewer male respondents than female in both professions (approximately 1:3 male:female respondents from both professions, which is representative of the workforce gender distribution). Studies indicate that AI and computer science are male dominated fields (67), with only 18% of authors at AI conferences are considered female and that in general, females are less confident in using technology than males (68). This may be an issue for the radiography workforce, where there is a much greater proportion of females than males (57). This is in contrast to the radiology workforce demographics, where 60% of the workforce are male (69). According to the Dunner-Kruger effect (64), self-reported confidence is no measure of competence. A possible explanation for the lower confidence scores for women in our study may be due to the gender confidence gap and the tendency for women to think less favourably about their scientific reasoning ability and underestimate their performance (65).

Studies suggest that while there remains a gap in female perceived self-confidence in AI technology related terminology and tasks, there is no difference in performance or accuracy between genders (70). Kim Nilsson writes in “Forbes,” that, to mitigate service inequalities, it is essential that those professionals working in AI are representative of the population for which the AI will be used (71). There therefore, may need to be more targeted investigation into the causes for this disparity to allow timely intervention in education, training, mentorship, and representation before further integration of AI into this female-dominated clinical setting.

The Digital Natives Report (72), a multi-generational survey of over 1,000 UK business decision makers reported that AI is used in the daily lives of those born after mid-1995, so-called “Generation Z,” the youngest participants in the survey. The report also found that those in this age category have a hunger for new technology and are comfortable using it. The findings from our survey support this by the relationship found between the diagnostic radiography respondents' role and the perception of adequacy of training available in AI. The greatest discrepancy between actual and expected responses, as determined by the likelihood ratio, noted was in the student radiography cohort, with three times as many responses than predicted disagreeing with the statement “There is enough training on AI currently available for radiographers.” Additionally, there was a relationship found between role and understanding of AI (yes, no and unsure responses available). Interrogation of the responses would indicate that student therapeutic radiographers were more likely than expected, based on the likelihood ratio, to respond that they did not understand AI, and less likely to respond “yes” (Supplementary Table 12). The young professionals, and radiography students, of today are ready to embrace technology and education providers and employers should be in a position to maximise this potential.

A positive correlation between respondents' age and perceived confidence in AI and years practising and perceived confidence in AI was found in the radiotherapy responses, indicating that those in the younger age categories and those with fewer years' experience felt less confident in AI, which to some extent contradicts the literature referenced above. This may be due to progressively greater exposure to new technologies in the clinical setting over time (61). Also a positive correlation was found between confidence on AI tems and applications and highest academic degree, which suggests the need for a customised approach to AI learning provisions for different healthcare practitioners depending on the level of their prior knowledge, as expected.

Finally, a correlation was also found between diagnostic radiographers' UK region and confidence in the terminology of AI, although interrogation of the crosstabulation revealed no apparent pattern (Supplementary Table 12).




LIMITATIONS AND FUTURE RESEARCH

This exploratory study gathered responses from a diverse sample of diagnostic and therapeutic radiographers, focussing on the UK radiography workforce. The male to female ratio (1:3) and diagnostic-to-therapeutic radiographers ratio (4:1) within the survey are representative of the actual UK radiography workforce. However, given that the survey employs convenience sampling (53), the results cannot be generalisable to the wider UK radiography population. This might relate to selection bias in relation to IT literacy and interest and knowledge of AI, as the participants were invited from the professional networks of the co-authors, many of which are established academics and researchers in the AI field. In reality the results of this work may possibly underestimate the lack of knowledge, skills, and confidence about AI as the respondents may come from settings of more established AI cultures and environments. However, convenience sampling remains an inexpensive sampling method for hard-to-reach populations (53). The sample size and sampling method is also comparable with similar studies in the field of radiography in other countries (34, 35).

Limited free response information was obtained as many of the questions required Likert-scale or closed type responses. The team is planning focus groups with purposive sampling to understand in greater depth the educational need and challenges faced with the upcoming integration of clinical AI.

The study is exploratory in nature to set the basis for future studies; hence a hypothesis was not used but an explicit aim with objectives was stated alluding to workforce readiness for AI adoption.

Finally, the survey instrument used did not employ a validated knowledge, skills, confidence scale as the team wished to contextualise and customise the survey to the priorities and needs of the workforce and validated questionnaires do not offer that flexibility; instead survey questions were developed by professional experts to get the information required to inform practise change in educational provisions in the near future.

It is hoped that this study will provide some useful material for future studies to build on.



CONCLUSION

The results from this survey demonstrate that the UK radiography workforce is not yet knowledgeable, appropriately skilled, confident, or sufficiently educated for full integration of modern AI into the clinical setting. Some of the workforce are resorting to educating themselves on AI using short courses online but there is a need to prioritise formalised education and mentoring at all levels of the profession. This should not discriminate against those who do not have or do not wish to have postgraduate qualifications but also should allow flexibility by availability of postgraduate and CPD provisions for those who wish to keep abreast of technological developments after graduation. Radiographers, as integral to patient care and as direct consumers of AI technologies, need to be educated to critically embrace the emerging technologies, to ensure optimal patient care and outcomes and to be able to lead the way toward an AI-enabled future in health care.

Radiographers are usually the first and, many times, the only point of patient contact in medical imaging or radiotherapy service. Consequently, an imperative exists for all radiographers to be part of the conversation as equal members in the decision making and co-designers of any new AI technological developments in the clinical setting. In order to appropriately engage in these conversations, we need to have a workforce where all feel confident and adequately educated to be able to have a critical appreciation of the technology, its capabilities, challenges, and risks. This should come naturally for the radiography workforce, which has been traditionally trained on the interface between technological innovation and patient care. This does not mean that radiographers need to become computer science experts; but it does mean that they should be in position to safely and expertly apply AI solutions in clinical practise, be able to meaningfully appraise, interpret, and apply the evidence from literature for the benefit of their patients and collaborate in the design of new AI solutions addressing clinical challenges. With this realised, the radiographic profession would in a position to procure, use, and validate the most clinically useful AI tools for the context and patient population within which they operate, and additionally, influence the system interfaces to allow for optimal integration into current workflows.
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