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Soumitra Ghosh1, Alberto Lavelli1, Giulia Mezzanotte1 and
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This paper presents an innovative methodology for addressing the critical issue

of data scarcity in clinical research, specifically within emergency departments.

Inspired by the recent advancements in the generative abilities of Large Language

Models (LLMs), we devised an automated approach based on LLMs to extend

an existing publicly available English dataset to new languages. We constructed

a pipeline of multiple automated components which first converts an existing

annotated dataset from its complex standard format to a simpler inline annotated

format, then generates inline annotations in the target language using LLMs,

and finally converts the generated target language inline annotations to the

dataset’s standard format; a manual validation is envisaged for erroneous and

missing annotations. By automating the translation and annotation transfer

process, the method we propose significantly reduces the resource-intensive

task of collecting data andmanually annotating them, thus representing a crucial

step toward bridging the gap between the need for clinical research and the

availability of high-quality data.
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1 Introduction

Clinical research in emergency medicine is as difficult as important. It is difficult

because the large number of patients to be treated and the chronic shortage of staff make

any data collection impractical. It is important so that emergency physicians and nurses

can base their practice on evidence produced in the very special context of care in which

they work and not, as is predominantly the case today, in contexts far removed from it.

The only way to fill the gap between the need for research and the availability of data is to

extract them directly from the electronic health records (EHRs) of emergency departments

(EDs). This is a difficult task, however, because a large part of the useful information is

contained in an unstructured format, in free text notes.

Natural Language Processing (NLP) (1) addresses, among others, the task of automatic

extraction of relevant information (e.g., entities and relations among them) from free text.

Current technologies for Information Extraction (IE) (2) are based on the use of Large

Language Models (LLMs) (3), which, thanks to powerful deep-learning neural networks,

are achieving outstanding performance. However, LLMs are pre-trained on huge amounts

of general text, mostly taken from the internet, and their performance in more specialized
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areas, such as themedical domain, may not be optimal. In the paper,

we report some of the progress we are obtaining in the context

of the eCREAM project (enabling Clinical Research in Emergency

and Acute care Medicine), as far as Information Extraction from

medical documents is concerned.1

A major objective of eCREAM is to develop state-of-the-art

NLP technologies able to interpret EHR content and extract crucial

information (metadata) from them, which will then be used to

make accurate analysis and prediction of ED effectiveness. The

project’s significant leaning toward multilinguality is shown by the

fact that it addresses six European languages, i.e., English, Italian,

Greek, Polish, Slovak, and Slovenian.

Data scarcity poses significant challenges for machine learning

projects in the medical domain, particularly within emergency

departments. The primary issue is the lack of labeled data, which

is crucial for training machine learning models. Labeled data

(i.e., data where the correct annotations are provided) is essential

in machine learning for several reasons. First, it serves as the

foundation for supervised learning, where algorithms learn to

make predictions or classify data based on input-output pairs.

This process enables models to generalize from seen instances

to unseen instances, improving predictions and decision-making.

Additionally, labeled data is crucial for evaluating the performance

of machine learning models, as it provides benchmarks to qualify

the output of the machine learning algorithms. In the medical

field, obtaining high-quality, annotated datasets is often difficult

due to large patient volume [emergency departments handle a

large number of patients daily (4)], time constraints (the urgent

nature of emergency medicine means healthcare professionals have

limited time to document patient information thoroughly), privacy

concerns (patient data is highly sensitive and collecting it implies

strict regulations such as GDPR,2 UK GDPR,3 and HIPAA4),

data complexity (emergency department records often contain

complex and unstructured data, including free-text notes, varied

terminologies, and inconsistent formats), resource limitations

(emergency departments typically operate with limited resources

and staff, who are primarily focused on patient care rather than data

management and annotation), and the time-consuming process of

manually labeling data.

This problem is exacerbated in emergency departments where

the high patient volume and urgent nature of care make

systematic data collection and annotation even more impractical.

Consequently, the scarcity of labeled data hinders the development

and deployment of robust machine learning solutions that could

otherwise improve patient outcomes and operational efficiency in

emergency settings (5–7).

Annotated data are crucial for training [the process in which

a machine learning (ML) algorithm is fed with sufficient training

1 eCREAM (https://ecreamproject.eu) is a European project coordinated

by the Laboratory of Clinical Epidemiology at the Istituto di Ricerche

Farmacologiche Mario Negri IRCCS (IRFMN). It involves 11 partners in 8

countries (France, Greece, Italy, Poland, Slovakia, Slovenia, Switzerland, and

the United Kingdom).

2 General Data Protection Regulation in EU, see here.

3 UK General Data Protection Regulation here.

4 Health Insurance Portability and Accountability Act in the US, See here.

data to learn from] and fine tuning (the supervised learning process

where you use a dataset of labeled examples to update the weights

of LLM and make the model improve its ability for specific tasks)

LLMs. However, currently there are no available training data for

most of the languages addressed by eCREAM. In fact, EHRs are

being collected from EDs and annotated within the project, but

this is an ongoing activity and the data are not yet available for

experiments. For the above reasons, we diverted our attention

toward publicly available datasets for fine-tuning and testing LLMs.

Specifically, we decided to use E3C, i.e., the European Clinical Case

Corpus (8), which is available for English and Italian (besides other

languages that are outside the scope of the eCREAM project). To

the best of our knowledge, however, there are no public datasets

available for Slovenian, Slovak, Polish, and Greek.

Producing annotated datasets for a new language from

scratch is resource-intensive and time-consuming. The recent

advancements in the generative abilities of LLMs inspired us to

devise an automated approach based on LLMs to extend E3C to

a new language. Despite their strengths in various downstream

tasks, LLMs still struggle to comprehend data in complex structured

formats like the UIMA CAS XMI format used for the E3C

corpus. This limitation prevented us from directly achieving

target language annotations of E3C using prompt engineering.

Consequently, we constructed a pipeline of multiple automated

components to achieve our goal, which can be outlined as follows:

1. Convert an existing annotated dataset from its complex standard

format to a simpler inline annotated format.

2. Using the step 1 source language inline annotations, generate

inline annotations in the target language using LLM.

3. Convert the generated target language inline annotations to the

dataset’s standard format.

4. Enforce a manual revision to fix any erroneous annotations or

address any missing annotations.

The paper is structured as follows: in Section 2 we discuss

some related work, in Section 3 we describe the publicly available

annotated corpus that serves as starting point for the generation of

our new datasets, in Section 4 we describe the procedure we devised

to transfer annotations from one language to another; finally, in

Section 5 we discuss our future work.

2 Background

2.1 Data transfer across languages

The idea of reducing the effort needed to produce new datasets

in new languages by transferring semantic annotations from one

language to another is already present in the literature (9–11).

Annotation projection has often been formulated as the task of

transporting, on parallel corpora, the labels pertaining to a given

span in the source language into its corresponding span in the

target language; it is basically a task consisting of three steps,

translation, alignment and annotation transfer. Bentivogli et al.

(9) present an approach to the creation of new datasets based

on the assumption that annotations can be transferred from a

source text to a target text in a different language using word

alignment as a bridge; this approach has been used in the creation
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of the MultiSemCor corpus (10), a multilingual lexical-semantic

corpus created for research in natural language processing (NLP),

particularly for tasks such as word sense disambiguation (WSD),

machine translation, and multilingual NLP. It is an extension of

the well-known SemCor corpus, which is a semantically annotated

English corpus. In MultiSemCor, texts are aligned at the word level

and annotated with a shared inventory of senses.

More recently, García-Ferrero et al. (11) have presented an

approach for annotation projection that leverages large pre-

trained text-to-text language models and state-of-the-art machine

translation technology; their approach divides the label projection

task into two subtasks, i.e., a candidate generation step, in which

a set of projection candidates using a multilingual T5 model is

generated and a candidate selection step, in which the generated

candidates are ranked based on translation probabilities.

2.2 Large language models

Large Language Models (LLMs) are AI systems designed to

understand, generate, and manipulate human language using deep

learning techniques, particularly neural networks inspired by the

human brain (12). The development of LLMs has progressed

significantly, beginning with relatively small models capable of

basic text completion and simple translations. The introduction

of the Transformer architecture by Vaswani et al. (13), which

uses attention mechanisms to understand context, marked a

revolutionary advancement in the field. Scaling up these models

with more parameters and training data has led to significant

improvements in performance (14), resulting in powerful models

like GPT-2 (15) and GPT-3 (16) by OpenAI, and the more recent

GPT-4 (17), which excel in multiple linguistic tasks.

In addition to GPT models, other LLMs such as Llama (18, 19),

Qwen (20), and Falcon (21) have been developed. These open-

source models, while not as performant as GPT models, offer

transparency and greater control over fine-tuning and training

data, enabling tailored usage for specific needs. LLMs have shown

exceptional performance in the biomedical domain, handling tasks

such as question answering (22, 23), document classification (24,

25), sequence labeling, relation extraction (26), feature extraction

(27), and information extraction (28).

The versatility and robustness of LLMs make them valuable

across various applications, including assisting healthcare

professionals in writing and summarizing clinical notes (29),

analyzing and synthesizing medical literature (30), and enhancing

patient communication through chatbots and virtual assistants

(31). LLMs have also been widely adopted for translation

tasks, with smaller models achieving effective translation with

proper adjustments (32), although GPT-4 remains superior in

performance (33).

2.3 Language and cultural influences

Language and culture play a pivotal role in shaping the

interpretation of medical terms and influencing the diagnostic

process. The meaning of symptoms and medical conditions

can differ significantly in cultural contexts, affecting how they

are documented, communicated, and understood in medical

records. This variability presents a unique challenge for artificial

intelligence (AI) systems that use natural language processing

(NLP) to extract and interpret clinical information. Without a

nuanced understanding of language and cultural expressions,

these AI models risk misinterpretation, potentially leading to

diagnostic inaccuracies or misaligned healthcare interventions

(34–36).

2.3.1 AI and NLP in emergency departments
AI systems, particularly those utilizing NLP, are

increasingly being deployed to extract critical insights

from clinical documentation. By analyzing unstructured

text data, such as patient notes and triage notes, these

systems aim to enhance diagnostic accuracy and operational

efficiency in emergency departments (EDs). However,

their success hinges on the ability to process the complex

interplay of cultural and linguistic nuances embedded in the

data (34, 37, 38).

For example, NLP techniques have been applied to predict

patient disposition by analyzing nursing triage notes. These notes,

often composed of free text, encapsulate the clinical impressions

of nurses and reflect their linguistic and cultural background.

To ensure accurate predictions, AI models must be trained to

recognize and adapt to these variations, accommodating both the

subjective nature of clinical documentation and the diversity of the

healthcare workforce (34, 38).

2.3.2 Challenges in information extraction
The process of extracting relevant information from medical

records is further complicated by the need for explainable

AI models. Clinicians require that AI-derived insights be

transparent, traceable, and easily understandable to support

evidence-based decision-making. This requires the creation of

AI models capable not only of processing various linguistic

inputs but also of providing culturally and contextually relevant

explanations (36, 39).

In addition, the integration of AI systems into Emergency

Departments must account for the wide range of cultural

backgrounds among patients and healthcare providers. Cultural

diversity affects the way symptoms are reported and interpreted,

making it essential for AI to adapt dynamically to these

variances. AI solutions that do not consider this diversity risk

propagating biases, which could compromise patient safety and

care outcomes (40, 41).

3 E3C: European clinical case corpus

Electronic health records (EHRs) are being collected and

manually annotated within the eCREAM project, but at the time

of writing these data are not yet available so we opted for the

exploitation of publicly available datasets, such as E3C, a freely

available multilingual corpus encompassing five languages, i.e.,

Frontiers inDisaster and EmergencyMedicine 03 frontiersin.org

https://doi.org/10.3389/femer.2025.1558200
https://www.frontiersin.org/journals/disaster-and-emergency-medicine
https://www.frontiersin.org


Magnini et al. 10.3389/femer.2025.1558200

English, Italian, French, Spanish, and Basque.5 E3C contains about

25K tokens annotated for each language (plus 1M tokens not

annotated). It consists of clinical narratives annotated manually

with semantic information, thus allowing for linguistic analysis,

benchmarking, and training of information extraction systems.

A clinical case is a statement of a clinical practice focusing

on a single patient; E3C focuses on this specific type of clinical

narrative because they are rich in clinical entities as well as temporal

information, which is almost absent in other clinical documents

(e.g., radiology reports).

The E3C’s clinical cases typically start presenting the reason for

a clinical visit (i.e., the patient’s symptoms) and then describe the

assessment of the patient’s situation; physical exams and laboratory

tests play a central role in diagnosing diseases and disorders,

therefore they are reported in clinical cases and their results

meticulously documented. The final diagnosis might conclude the

text, but, more often than not, treatment, outcome, and follow-up

are present as well.

Symptoms, tests, observations, treatments, and diseases are all

marked in E3C as they are relevant events for the history of a

patient, and to understand the evolution of a patient’s health it is

relevant to place them in chronological order, so temporal relations

are also made explicit. Since precision in symptom description

and diagnosis is utterly important in the clinical field, clinical

findings, body parts, laboratory results, and measurements, etc., are

identified as well.

3.1 E3C annotations

E3C foresees two types of semantic annotations that can be used

to fine-tune a large language model:

1. clinical entities (such as pathologies and symptoms), body parts,

laboratory results (in relation to the test they refer to) and actors.

2. temporal information, i.e., events, time expressions, and

relations between them.

In both cases we have both different categories of span-based

annotations and different types of relations, i.e. links between two

span-based annotations of the same or different category. E3C’s

annotation is extremely rich in terms of attributes assigned to

the different annotation categories and in terms of relation types

(as shown in Figure 1). For the sake of simplicity, we report the

annotation categories without specific attributes (see Table 1) and

the high level classification of relations (in Table 2).

3.2 Uses of E3C

With respect to the rich set of E3C annotations, the

interest of the eCREAM project is currently directed toward two

main subtasks:

5 The European Clinical Case Corpus (E3C) is available for download from

the project’s website: https://e3c.fbk.eu/data.

• the recognition of clinical entities (i.e., disorders, pathologies,

and symptoms), and,

• the identification of PERTAINS-TO relations, holding

between an RML and the test/measurement it refers to.

It is rather intuitive that clinical entity recognition plays

a predominant role in the context of information extraction

from medical documents. Additionally, laboratory tests and

measurements, along with their results, are also crucial as they

provide essential information about a patient’s status at specific

stages of a disorder’s development. By accurately linking laboratory

tests to their results, healthcare providers can gain deeper insights

into a patient’s condition, leading to more precise diagnoses

and effective treatment plans. Additionally, implementing these

tasks in multiple languages ensures that their benefits reach

diverse linguistic regions, thereby enhancing global healthcare

standards. Despite its importance, this aspect has been relatively

neglected, one significant exception being the twin evaluation tasks,

CLinkaRT6 (42) and TESTLINK7 (43), organized in the EVALITA

2023 and IberLEF 2023 events, respectively. CLinkaRT (for Italian)

and TESTLINK (for Spanish and Basque) are both based on E3C

and focus on evaluating different systems on the task of identifying

the RMLs and the laboratory tests or measurement they refer to

(PERTAINS-TO relations).

Specifically for the CLinkaRT and TESTLINK evaluations,

the organizers of the twin tasks deployed a new version of the

Italian, Spanish and Basque sections of E3C where PERTAINS-

TO relations had been revised (this revision was performed after

releasing the fully annotated dataset). As the English section (the

base for our extensions to new languages) has not been used in

the evaluation tasks, we took up the task of performing a complete

revision of the PERTAINS-TO relations. In addition to this, given

the eCREAM’s important focus on entity detection, we also looked

for clinical entities missing annotations and added them. As a result

of this effort we can now rely on a new version8 of the English

E3C, with a full revision of PERTAINS-TO relations and a partial

revision of clinical entities.

4 Extending the E3C dataset to the
eCREAM languages

As explained in detail above, although annotated data for

training and fine tuning LLM is crucial, there are currently no

available data for a number of languages addressed by eCREAM,

i.e., Greek, Polish, Slovak, and Slovenian, so we devised a

methodology based on LLMs that allows us to automatically extend

E3C to a new language by transferring the annotations. The task

we addressed is quite challenging because concepts are expressed in

different languages with linguistic constructions that might differ at

various linguistic levels, ranging from syntax to morphology.

6 https://e3c.fbk.eu/clinkart

7 https://e3c.fbk.eu/testlinkiberlef

8 Link to the dataset is available in the ‘Data Availability Statement’ section

of this paper.
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FIGURE 1

An example of an annotated text in E3C (excerpt from document EN100017.xml) as visualized by the annotation tool WebAnno; annotations are

highlighted as follows: clinical entities in red, results and measurements (RMLs) in gray, events in blue, temporal expression in purple, and patients in

turquoise.

TABLE 1 E3C annotations based on textual spans.

Category Description Examples

CLINICAL ENTITY Disorders, pathologies,

and symptoms

“Klippel-Trenaunay

syndrome,”

“mucopurulent bloody

stool,” “epigastric

persistent pain”

BODYPART Parts of the human body “spleen"

RML (often numeric) results

and measurements

“2 mm"

ACTOR Any person or animal

mentioned in the text

“A 25 year-old man,”

“the patient”

EVENT Events “syndrome,” “presented,”

“stool,” “pain”

TIMEX3 Time expressions “2 weeks,” “march, 5th”

From the syntactic point of view, for instance, we can have

languages (such as English) where the subject of a verb is always

expressed and languages (such as Italian, for example) where a

pronominal subject can be omitted; in terms of transferring E3C

annotations, this is an interesting problem as the pronoun in

question (present in the English source text) might refer to the

patient therefore be marked as an ACTOR; in the impossibility of

finding the pronoun, the automatic system can not possibly transfer

the annotation.

Possible problems occurring at the morphological level are

represented by the cases in which a single word is translated using

a combination of words. This typically happens with lexical gaps

(i.e. cases where in the target language there is no single word

TABLE 2 E3C relations (high level classification).

Relation Source Target Examples

PERTAINS-TO RML Laboratory test

or measurement

event

“1.0 mg/dl"

pertains-to

“creatinina"

TLINK (temporal

link)

Event/TIMEX3 Event/TIMEX3 “Presented" before

“underwent,” “2

weeks" ends-on

“presented"

ALINK (aspectual

link)

Event Event “Started" initiates

“diet"

corresponding to the word in the source language); for instance,

the English word “successfully” can not be translated into Italian

with one single word, but requires a combination of words (literally

corresponding to “with success”). In many cases, however, it is just

one of the possible different ways in which a word can be translated

(for example, “gently” can be translated into Italian in different

ways, one of them being the combination of words corresponding

to “in a gentle way”). In both the examples presented above,

an adverb is translated using combinations of words belonging

to various grammatical categories (prepositions, adjectives, and

nouns), which might impact the cross lingual annotation transfer.

The procedure we have implemented for annotation transfer

consists of two main phases:

1. an automatic procedure translates the texts of E3C from

English to a new language while simultaneously transferring the

annotations as well;
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FIGURE 2

Procedure for the extension of E3C from English to new languages.

2. the erroneous annotations and those that the system has not

been able to transfer are corrected/addedmanually with the help

of a native speaker domain expert.

4.1 Automatic porting procedure

To perform the annotation transfer, we begin by using the

E3C dataset and generating inline annotations from its original

format (as illustrated in Figure 2). E3C data is initially provided in

the UIMA CAS XMI format,9 where annotations are maintained

separately from the text and linked through begin and end offsets.

This structure facilitates machine processing of annotation spans,

along with their attributes and relations, using annotation tools

(such as WebAnno in our work, see Figure 1). Our objective is to

create a parallel XMI representation in the target language based

on the source XMI, leveraging LLMs like ChatGPT. However,

achieving this is complex due to the intricate nature of XMI

(as shown in Figure 3), which encompasses diverse information

beyond annotations, complicating direct conversion. The use of

XMI is important in our study because it is the original format

of the E3C dataset, and understanding its structure is crucial for

accurate annotation transfer. It also highlights the challenge of

working with complex data serialization formats in NLP tasks

and demonstrates our approach to address it by converting

XMI to a simpler inline format, enhancing interoperability and

simplifying processing. To overcome this, we convert the source

XMI to a simpler inline annotation format (depicted in Figure 4),

omitting attributes and relations and embedding only span-based

annotations within the text using opening and closing tags. A

key difficulty lies in the E3C annotation schema’s complexity,

which includes overlapping and nested entities. We accomplish

this conversion by employing an independent Python script that

9 The Apache UIMA framework employs the XMI (eXtensible Markup

Language) within its CAS (Common Analysis Structure) format for standard

data serialization. Specifically, the CAS XMI format is a serialization of the

Common Analysis Structure (CAS), which is a data model used by UIMA

to represent unstructured information and associated metadata. It can

represent various data types, including annotations (e.g., named entities,

part-of-speech tags), type systems (definitions of annotation types and their

features), and Sofa data (the subject of analysis, such as the text itself) https://

uima.apache.org/.

transfers the span-based annotations, preserving all nested entities

without any annotation loss.

The dataset is now ready to feed a translation system based on

ChatGPT10 that has been developed to translate the clinical cases

(English texts), while simultaneously transferring the annotations

to the translated texts. To boost translation quality and teach

ChatGPT to transfer annotations, a few-shot learning approach

(44) has been employed. Consequently, the prompt used consists of

three parts, an instruction, an input, and two examples. During the

translation, the system not only keeps track of the annotations from

the source text that erroneously do not appear in the translated text,

but also includes some specific strategies (based on WordNet)11

aimed at identifying possible transfer errors; where the textual span

in the source and target languages are not exact translations of each

other, in fact, is where an error is most likely to have occurred.

The number of annotations not appearing in the translated text

and the number of non matching translations together provide an

indirect way to automatically quantify the quality of the output of

the system. We have tested ChatGPT’s ability to translate between

English and Italian, using a metric called BERTScore (46) to

evaluate the quality. BERTScore compares the original text with its

back-translation (translating from English to Italian, then back to

English) to see how well the original meaning is preserved. This

metric does not just check for word matches but also evaluates

the overall meaning and context, making it a reliable way to assess

translation quality.

To evaluate overall meaning, BERTScore uses a deep learning

model trained on vast amounts of language data. It analyzes

the relationships between words and their surrounding context,

capturing nuances like synonyms, tone, and sentence structure. For

example, it can recognize that “physician” and “doctor” mean the

same thing in context, even if the words are different. Additionally,

BERTScore assigns a similarity score to each word and phrase

by comparing their positions and roles in the sentence, ensuring

the generated text aligns with the original in both intent and

message. This method ensures that translations are judged not only

10 Here, gpt-4-0125 from Open AI platform has been employed to

translate texts.

11 WordNet is a comprehensive lexical database of the English language

developed at Princeton University, which organizes words into sets of

synonyms called synsets. Each synset represents a single concept and

includes definitions and usage examples (45).
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FIGURE 3

Example of the stand-o� XMI for clinical case EN103007.xml. For the sake of space and simplicity of understanding, the figure presents a reduced

content of the actual XMI.

FIGURE 4

Inline representation of the stand-o� XMI from Figure 3.

on surface-level accuracy but also on how well they convey the

underlying meaning.

The results showed that ChatGPT consistently produces high-

quality translations, as reflected in strong BERTScores (94/100).

This means the translations effectively preserve the original

meaning, ensuring accurate communication between the two

languages. The resultant translations from ChatGPT are the inline

annotations in the target language that need to be converted back

to the original XMI format. To achieve this, we construct the

target XMI by first extracting language-independent information

from the source XMI (such as rows that define the file’s structure,

preamble and closing tags, metadata, etc.). Next, we generate the

annotation rows in the target XMI, calculating appropriate offsets

for each annotation span based on the target language inline

Frontiers inDisaster and EmergencyMedicine 07 frontiersin.org

https://doi.org/10.3389/femer.2025.1558200
https://www.frontiersin.org/journals/disaster-and-emergency-medicine
https://www.frontiersin.org


Magnini et al. 10.3389/femer.2025.1558200

annotations. For each created annotation row in the XMI, we

also populate attributes associated with that annotation, retrieving

them from the source XMI (as this information was intentionally

removed when preparing prompts for translation). Finally, we copy

all relations from the source XMI to the newly created target XMI

files. Coherency between annotations and relations in the source

and target XMIs is maintained using unique XMI identifiers. To

facilitate manual validation (discussed in detail in the following

section), any missing or mismatched annotation information is

intuitively presented in the target XMI through additional metadata

rows (for missing cases) and suitable attributes (for mismatches).

4.2 Manual validation

The output produced by the (fully automatic) previous phase

intuitively may contain a number of erroneous annotations and

cases where the system has not been able to transfer an annotation,

which need to be revised/added manually; the person needed for

this task has to be a native speaker of the target language, needs to

be a domain expert and also be proficient in English.

The manual effort required for the revision is highly reduced

by the fact that the procedure does not require revising the whole

annotated dataset in the target language, but only the annotations

that have been previously selected as potentially transferred to the

new language with a wrong textual span.With regard to the selected

annotations, in addition, annotators accessing the target dataset

are provided with not just the English textual span but all the

information about the English source annotations. This means that,

while familiarity with the E3C annotation guidelines is still desired,

the validation task is strongly simplified as, in the case of errors

to be fixed, annotation attributes can be transferred mechanically

from the English original version.

In the end, the validation of each annotation consists of three

basic steps: checking the textual span provided by the system (this

implies comparing a portion of English text with the corresponding

portion of text in the translated document), identifying the correct

textual span andmake a correction if needed, and add the attributes

and relations where appropriate.

In a second step, annotators are required to add the missing

annotations, i.e., those that, for different reasons, the system has

not been able to transfer. In this case, the annotator can rely on

the span of the original English annotation and E3C guidelines

to correctly identify the span and on the information about the

English source annotations, i.e., its attributes and the relations in

which it is involved, to complete the annotation.

4.3 The case of Italian

For the first testing of the automatic porting procedure, we

chose Italian based on the availability of native speakers able to

do the manual revision. Task completion required a total of two

working days (in this specific case there was no need for any

training sessions). In most cases in fact (almost 35%), the candidate

problematic annotations were actually correct, and the annotator

was just required to validate them (see Table 3).

TABLE 3 Data about the revision of selected candidate errors.

Clin. ent. Event RML All categories

Actual mistakes 131 133 11 275 (34.9%)

False alarms 426 50 37 513 (65.1%)

Total checked 557 183 48 788

Candidate errors can be grouped into two main categories;

on the one hand, we have what we call linguistic errors, where

ChatGPT’s task was made more tough by (sometimes also domain-

specific) linguistic issues and on the other hand we have procedural

errors, i.e., cases where ChatGPT produced some errors in spite of

linear translations between the two languages, maybe because of

the excessive nesting of labels. In the following we will focus on

linguistic errors.

ChatGPT was able to correctly transfer the textual span even

in cases where the translation was not completely straightforward

(and therefore selected for manual revision). For instance, the

word “headache” (annotated as a clinical entity) was (correctly)

translated by means of a three-word expression (“mal di testa,”

which has a different syntactic structure) and the expression

“60 mm × 50 mm across” (marked as an RML) was translated

as “60 mm × 50 mm” (where the omission of the word

“across” is more that acceptable); in spite of this, ChatGPT had

no problems in transferring both annotations. The same holds

for even more complicated cases where we have so-called free

translations. A syntactically simple structure like “generalized

bodyache” (annotated as a clinical entity) has been translated as

“dolori diffusi in tutto il corpo” (which literally corresponds to

“pains widespread in the whole body”) and still the annotation

transfer worked out well.

In other cases, inevitably, the automatically produced output

actually required some manual intervention.12 For instance, in

“calcified masses” (translated as “masse calcificate”), we had two

distinct clinical entities (“calcified” and “masses”) but the Italian

output erroneously resulted in one single entity whose textual

span covered the whole expression; this is probably due to the

different word order in the two languages as in Italian, unlike in

English, an adjective generally comes after the noun it refers to

(and in fact “masse calcificate” literally corresponds to “masses

calcified”). The impact of this linguistic phenomenon is even more

evident with more complex (yet quite frequent) syntactic structures

encompassing entities with overlapping spans. Let’s take, as an

example, the expression “anterior and posterior capsular rupture,”

where we have two clinical entities: E1 “posterior capsular rupture”

(whose textual span is straightforward) and E2 “anterior [...]

capsular rupture” (whose extent “anterior and posterior capsular

rupture” also includes the two extra words “and posterior”).13 In the

Italian output E1 was missing, so we had to add the corresponding

12 The link to both the unrevised and revised projections of the Italian E3C

is available in the “Data Availability Statement” section of this paper.

13 According to the E3C guidelines, it is not admitted to mark

discontinuous text spans like “anterior and posterior capsular rupture;” if it

is the case, all the words between those interested by the annotation must

also be included, and the annotation is marked as “discontinuous.”
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annotation (“rottura capsulare anteriore e posteriore”),14 while

for E2, which was transferred as “rottura capsulare anteriore e

posteriore,” we had to reduce the textual span to obtain “rottura

capsulare anteriore.”

5 Conclusion

This research introduces an innovative method to address

the critical issue of data scarcity in clinical research, specifically

within emergency departments. The method involves converting

complex annotated datasets into simpler formats, using LLMs

for translation and annotation transfer, and reconverting the

annotations into standard formats. By automating the translation

and annotation transfer process, we have significantly reduced the

resource-intensive task of manually creating annotated datasets

in new languages. This methodology not only improves the

ability to perform robust information extraction in multiple

languages but also ensures that emergency medical research can

be based on accurate, context-specific data. The benefits of this

approach include improved data availability for clinical research,

improved predictive analytics in emergency medicine, and a robust

framework to extend NLP capabilities to underserved languages.

This work represents a crucial step toward bridging the gap between

the need for clinical research and the availability of high-quality

data in emergency departments.

The paper highlights the potential impact on clinical research.

Further validation through real-world applications and clinical

pilot studies would strengthen its findings. Providing evidence

of how this approach enhances decision-making in emergency

departments and integrating it with Electronic Health Records

(EHRs) would demonstrate its practical utility. Addressing

potential biases in LLM-generated annotations and ensuring high

translation accuracy across various medical terminologies will be

critical to its adoption in clinical practice.

Ongoing efforts are directed toward extending the E3C corpus

to additional European languages such as Greek, Slovak, and

Polish using the developed pipeline. This expansion aims to further

enhance the multilingual capacity and accessibility of clinical data,

facilitating broader and more inclusive research opportunities

across diverse linguistic communities.
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