[image: image1]Drug discovery and development: introduction to the general public and patient groups

		MINI REVIEW
published: 24 May 2023
doi: 10.3389/fddsv.2023.1201419


[image: image2]
Drug discovery and development: introduction to the general public and patient groups
Natesh Singh1,2†, Philippe Vayer2, Shivalika Tanwar2, Jean-Luc Poyet3, Katya Tsaioun4,5 and Bruno O. Villoutreix2,5*
1Evotec SE, Molecular Architects, Integrated Drug Discovery, Campus Curie, Toulouse, France
2NeuroDiderot Department, Inserm UMR 1141, Robert-Debré Hospital, Université Paris Cité, Paris, France
3Onco-Dermatology and Therapies, Inserm UMRS976, Hôpital Saint Louis, France Institut de Recherche Saint Louis, Université Paris Cité, Paris, France
4Johns Hopkins Bloomberg School of Public Health, Baltimore, MD, United States
5Akttyva Therapeutics, Inc., Mansfield, MA, United States
Edited by:
Vasanthanathan Poongavanam, Uppsala University, Sweden
Reviewed by:
Duc Duy Vo, Uppsala University, Sweden
Priyanka Banerjee, Charité University Medicine Berlin, Germany
* Correspondence: Bruno O. Villoutreix, Bruno.villoutreix@inserm.fr
†Present address: Natesh Singh, Evotec SE, Molecular Architects, Integrated Drug Discovery, Campus Curie, 195 Rte d’Espagne, 31100 Toulouse, France
Received: 06 April 2023
Accepted: 08 May 2023
Published: 24 May 2023
Citation: Singh N, Vayer P, Tanwar S, Poyet J-L, Tsaioun K and Villoutreix BO (2023) Drug discovery and development: introduction to the general public and patient groups. Front. Drug Discov. 3:1201419. doi: 10.3389/fddsv.2023.1201419

Finding new drugs usually consists of five main stages: 1) a pre-discovery stage in which basic research is performed to try to understand the mechanisms leading to diseases and propose possible targets (e.g., proteins); 2) the drug discovery stage, during which scientists search for molecules (two main large families, small molecules and biologics) or other therapeutic strategies that interfere or cure the investigated disease or at least alleviate the symptoms; 3) the preclinical development stage that focuses on clarifying the mode of action of the drug candidates, investigates potential toxicity, validates efficacy on various in vitro and in vivo models, and starts evaluate formulation; 4) the clinical stage that investigates the drug candidate in humans; 5) the reviewing, approval and post-market monitoring stage during which the drug is approved or not. In practice, finding new treatments is very challenging. Despite advances in the understanding of biological systems and the development of cutting-edge technologies, the process is still long, costly with a high attrition rate. New approaches, such as artificial intelligence and novel in vitro technologies, are being used in an attempt to rationalize R&D and bring new drugs to patients faster, but several obstacles remain. Our hope is that one day, it becomes possible to rapidly design inexpensive, more specific, more effective, non-toxic, and personalized drugs. This is a goal towards which all authors of this article have devoted most of their careers.
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INTRODUCTION
Drug discovery has a long history and dates back to the early days of human civilization. In those ancient times, treatments were often discovered by chance or resulted from observation of nature, typically but not exclusively, using ingredients extracted from plants/animals, and not just used for physical remedy but also for spiritual healing. Modern drug discovery research started to being performed around the early 1900s. Nowadays, the development of a new medicine usually starts when basic research, often performed in academia, identifies a macromolecule (i.e., a molecule with a large molecular weight like genes/proteins), or a dysfunctional signaling pathway or a molecular mechanism apparently linked to a disease condition (pre-discovery stage) (Figure 1; Table 1) (Hefti, 2008; Hughes et al., 2011; Mohs and Greig, 2017; Villoutreix, 2021). In general, at this stage, research teams attempt to identify the so-called therapeutic targets (often a protein) that are linked to the disease state (Gashaw et al., 2012). To be nominated therapeutic target, scientists will also have to find therapeutic agents that modify the function of the perturbed target and restore health or alleviate symptoms. Finding the right target is however extremely challenging. Further, drugs are efficient in humans because of specific actions on the intended therapeutic target but also due to interactions with other, unintended (often unknown) targets! The process continues with the search of therapeutic agents followed by a preclinical phase, during which potential drugs are tested in a battery of animal models, to demonstrate safety and select drug candidates (novel strategies to avoid animal testing are being developed, see below). Clinical studies in humans can then get started to establish safety and efficacy of the drugs in patients with the highest benefit-to-risk ratio (Kandi and Vadakedath, 2023). The studies are then submitted to regulatory agencies, which review the documents and decide about market approval. If the review is positive, the drug can then be released to the market and be administrated to patients. Once a drug has been approved, investigations continue to monitor putative side effects that could be caused, over time, by the new treatment. This last step is often referred to as pharmacovigilance studies (or real-world evidence), generally dubbed “phase 4” clinical trial. The entire drug discovery and development process involves many disciplines, years of efforts and is very expensive. It also implies the generation and use of vast amount of data usually obtained via different types of high-throughput technologies. Many of these experiments and the analysis of the results can be automated via computer-assisted methods to speed-up some steps of the process, gain knowledge and reduce mistakes.
[image: Figure 1]FIGURE 1 | Drug discovery and development. The main stages are represented in a highly simplified manner. The process varies depending on the molecular mechanisms expected to be linked to the disease and the type of therapeutic agents that needs to be developed. The approximate cost is around US $2.8 billion and the time needed to complete the entire process is around 12–15 years.
TABLE 1 | Glossary.
[image: Table 1]As mentioned above, to act on a disease, the problematic target(s) have to be modulated by a therapeutic agent (or several). There is a wide variety of agents that traditionally fits into two major classes, the so-called “small molecules” (small chemical compounds, some modified short peptides…) and the “biologics” (typically macromolecules such as recombinant proteins, antibodies, siRNAs, long peptides, cells, genes … and vaccines). There are major differences between biologics and small molecules (Figure 2; Table 2) and we will essentially focus here on small molecules. It is also important to note that gene therapy is different from the other types of therapeutic agents because it is a technique that modifies a person’s genes to treat or cure a disease. In this case, the target is a disease-causing gene which has to be modified with a healthy copy of the gene, or the disease causing gene could be inactivated. Thus, beside technical issues, there are a number of ethical questions surrounding gene therapy and genome editing strategies that are not easy to answer. Further, some therapeutic agents are not acceptable to some parts of the population, as seen during the COVID-19 crisis and vaccine hesitancy. This is often due to misunderstanding of the biological processes and misinformation, resulting in fears, but yet this has to be considered. Also, about 5%–10% of the population are non-responders and have to receive other medications than vaccines. The division into small molecules and biologics is far from being perfect as some therapeutic agents combine a small molecule grafted onto a biologic (e.g., tisotumab vedotin is an antibody-drug conjugate used to treat cervical cancer). Therapeutic agents can be administrated to patients via different routes, called “routes of administration”. Small molecules can in general be administrated orally (the most convenient route for patients), while biologics usually need to be injected. The choice of a route of administration is also governed by the patient’s condition, for instance, in acute situations in hospitals, drugs are most often given intravenously. Other critical medical interventions that will not be discussed here are surgery, radiotherapy and psychological support.
[image: Figure 2]FIGURE 2 | Small molecules, peptides and biologics. The properties and sizes of the therapeutic agents vary greatly. Three molecules are presented at the same scale, these involve rivaroxaban, a small chemical molecule used to treat thrombosis and pulmonary embolism, cyclosporine, a short immunosuppressive cyclic peptide (11 amino-acids, a biologic that still resembles to a certain extent to a small molecule) used to treat post-transplant organ rejection and a biologic, pembrolizumab (antibody, over 1300 amino-acids), used to treat various types of cancer.
TABLE 2 | General characteristics of small molecule drugs and biologics.
[image: Table 2]DRUG DISCOVERY AND DEVELOPMENT: OVERVIEW OF THE PROCESS
There are several stages in the drug discovery process that require numerous skills and the use of various advanced technological platforms (often a combination of computational and experimental approaches) to validate targets and search for therapeutic agents. When initial experimental compounds have been sufficiently optimized to be selective, potent and safe in preliminary in vitro experiments and animal models, they can be nominated as drug candidates. At this stage, the project focus shifts from drug discovery to drug development to enable human clinical trials. If the therapeutic agent is successful in all three phases of the clinical trials, it goes through regulatory registration and the drug can be marketed (Hefti, 2008; Hughes et al., 2011; Mohs and Greig, 2017).
Now, we will take a closer look at the process with the discovery of small molecules as an example. The process usually begins by focusing on a disease and the search of possible targets, often proteins, that can be modulated by small compounds (Hughes et al., 2011) (Figure 1). These compounds are expected to interfere or prevent the disease or at least limit the development of symptoms. These targets can be identified using cellular assays, genomic studies, proteomic studies, among many others. Then, thousands (to millions or even billions when using computer-aided drug design approaches prior to vitro assays) of small molecules have to be tested in various types of assays and a few promising molecules are then evaluated in animal models (and in alternative in vitro models) of human diseases. It is worth mentioning here that animal models can be misleading (e.g., a drug found toxic in animal models may not be toxic to humans or the opposite) (Pognan et al., 2023). At the same time, absorption, distribution and elimination studies (ADME) are conducted. After years of research, a few compounds will hopefully be safe and effective enough to take forward to trials in patients. The different stages can have different names in the scientific literature, often they are referred to as: the pre-discovery and basic research stage (around 5–6 years) in which targets and modifying small molecules are searched in silico (i.e., using a computer), in vitro (i.e., in the test tube), ex vivo (e.g., on tissues or organs) and in vivo using simple animal models (i.e., in a living organism, typically rats or mice) and a preclinical stage (2–3 years) during which the best small molecules are selected using various in silico, in vitro and in vivo experiments. In general, after all these steps, only a few compounds progress to the next stage. Toxicity is investigated further on at least two animal models [one rodent (e.g., rat) and one non-rodent (e.g., dogs, mini-pigs)] often using different administration routes before they become nominated clinical candidates and get a regulatory permission to proceed to human clinical trials. Prior to starting clinical trials, a so-called Investigational New Drug (IND) application is submitted to regulatory agencies (e.g., the Food and Drug Administration in the United States). Such documents, at least up to now (see below), usually include animal efficacy data and toxicity (Good Laboratory Practice (GLP)-compliant animal toxicology data are performed supporting the dose, dosing schedule, administration), manufacturing information, clinical protocols (e.g., patient population, number of patients, duration of the study) proposed for the clinical trials and information about the investigators of the study.
If the IND is approved, then clinical trials start (4–7 years) (Kandi and Vadakedath, 2023). In some specific cases such as cancer, a so-called phase 0 may get started, which involves the use of very small doses of the new drug in a limited number of people and sometimes in patients. This is an exploratory study with the goal of quickly exploring if and how the drug may work. In Phase I, the safety, and tolerability of the therapeutic agent (usually a single dose at first and then short-term multi-dose studies) is tested in a small number of healthy individuals (e.g., 20–80 people). Other parameters are investigated including the dose. Phase II typically involves 100–500 patients and the study can take place in several hospitals located in different countries. The study is designed to determine whether or not the therapeutic agent provides the desired therapeutic effect. Safety studies continue through the phase II trials. In the first part of phase II, referred to as phase IIa, the goal is to further refine the dose required to provide the desired therapeutic impact or monitored endpoints for the clinical candidate. Once the proper dose levels are determined, phase IIb studies can be initiated. The goal of the phase IIb is to determine the overall efficacy of the candidate drugs in a limited population of subjects. Numerous drug candidates fail in phase II due to safety issues or lack of efficacy. In phase III, the efficacy of the drug candidate is evaluated in a larger patient population. These studies are typically randomized and involve 1,000–5,000 patients at multiple clinical trial centers and are designed to determine the efficacy of the candidate compound relative to the current standard of care or a placebo, possible interactions with other medications and re-assess different doses (optimal dose is important for medication effectiveness). When neither the clinicians nor the patients know which of the treatments the patient is getting, the study is said to be double-blind. The cost and time associated with this phase can vary dramatically depending on the disease and the clinical endpoint under investigation. Phase III clinical trials are the most expensive part of drug discovery and development as it has a complex design and requires a large number of patients. Last but not least, formulation and stability studies are performed during the development stage to characterize the impurities present (either in batches or during storage conditions worldwide), and to determine the best formulation. Upon completion of the phase III trial, a New Drug Application (NDA) is submitted to the regulatory agencies to demonstrate drug safety and efficacy. Regulatory reviews can lead to requests for additional information, or even additional clinical trials to further establish either safety or efficacy. Ideally, these reviews lead to regulatory approval, including labelling requirements, and approval to market (review and approval ∼1–2 years). For approval, the drug must have adequate pharmaceutical quality, therapeutic effectiveness, and safety. It has to have a favorable “risk-benefit ratio”. Drugs offering important advances in treatment of a condition are given priority. Approval of regulatory bodies does not, however, signal the end of clinical trials. In many cases, regulatory agencies will require additional follow-up studies, often referred to as phase IV or post-marketing surveillance (“real-world evidence” trials) with infinite duration. In general, these studies are designed to detect rare adverse effects across a much larger population of patients or long-term adverse effects. The impact of phase IV studies can include alterations to labelling based on safety observations, contraindications for use of the new drug in combination with other medications, or even the withdrawal of marketing approval if the findings are severe enough.
DRUG REPURPOSING: CHALLENGES AND OPPORTUNITIES
Drug repurposing or repositioning aims to take a drug (approved or in advanced clinical stages or even a drug that has been withdrawn from the market, most of the time it involves small molecules but biologics like antibodies are also explored), thus a molecule that has undergone extensive safety and efficacy testing, and use it for an additional or unrelated indication (van den Berg et al., 2021; Roessler et al., 2021; Schipper et al., 2022). In some situations, even a withdrawn drug can be repurposed like thalidomide, originally intended as a sedative and then used for treating a wide range of other conditions, including morning sickness in pregnant women. Thalidomide was then withdrawn due to causing birth defects but then was approved to treat leprosy (in 1998) and multiple myeloma (in 2006) (Begley et al., 2021). Drug repurposing approach can be very valuable in most cases including emergency situation like a pandemic, for rare and neglected diseases [for which specific drug developments are in general missing in pharmaceutical companies (Scherman and Fetro, 2020; Roessler et al., 2021)]. This strategy is promoted as a cost- and time-effective approach for providing novel medicines. It is often claimed that repurposing drugs can be faster, more economical, less risky, and carry higher success rates as compared to traditional approaches, primarily because it is in theory possible to bypass early stages of development such as establishing drug safety. Other benefits that come with this approach include readily available products and manufacturing supply chains. Drug repurposing can be very profitable as in the case of fenfluramine (in 2022, acquisition of Zogenix by UCB Pharma for about US$ 1.9 billion, https://www.ucb.com/stories-media/Press-Releases/article/UCB-Completes-Acquisition-of-Zogenix-Inc), a drug initially developed for weight loss, withdrawn and now used in several countries for the treatment of some forms of epilepsy (Odi et al., 2021). Yet, despite advantages, drug repurposing suffers from several issues. One problem is that there are no possibilities for optimization of the therapeutic molecule without losing the repurposing potential because any small change in the structure of the therapeutic agent means a new full manufacture process validation and preclinical safety development. Identifying an optimal dosage and formulation for the new disease indication can also be time consuming and requires novel investigations while side effects can indeed arise due to the new indication or in cases doses need to be changed. Also, assessing the patent status of the drug to repurpose requires very specific skills. The molecules that are investigated for repurposing are either patented or off-patent, and in some cases the intellectual property protection for the new indication may not be strong enough to engage in such project. Overall, while drug repurposing is intuitively attractive as it offers shorter routes to the clinic, challenges throughout the entire process are usually substantial. Investigating molecular mechanisms behind repurposing can however be very valuable as it can help identifying novel targets and as the repurposed drugs could be considered as starting point for the development of novel compounds (e.g., lenalidomide and pomalidomide are superior molecules derived from thalidomide) and as such emerge as breakthrough innovation in a reduced amount of time and still reduced cost compared to starting from scratch. It could also be of interest to combine several approved drugs (in some cases with a newer drug) to increase effectiveness.
ARTIFICIAL INTELLIGENCE: TRUST, BUT VERIFY
Providing efficient and safe drug to patients is a long and complex process. The amount of data generated during this process or that can be collected from various sources is massive. It is thus necessary to integrate as much as possible quality data so as to be able to make decision in real time. Artificial Intelligence (AI or indeed, most of the time, machine learning) can definitely contribute here as it involves the use of powerful computers and efficient program algorithms to integrate large volume of data to train expert systems to perform a complex task (Brogi and Calderone, 2021; Ruffolo et al., 2021; Jayatunga et al., 2022; Sadybekov and Katritch, 2023). During the early discovery phases, AI is used to rationalize processes, and to assist in project management (e.g., definition of a target product profile that allows to locate each compound with regard to the expected final drug specifications in a complex multi-dimensional space), to summarize information, to understand better complex biological systems (e.g., using for instance system biology and chemogenomics approaches), or to propose original compounds or biologics (e.g., small molecules, peptides) generated by the machine under various types of constraints (e.g., ADMET constraints or affinity to the target) (Lambert, 2010; Gupta et al., 2021; Paul et al., 2021; Kontoyianni, 2022; Vijayan, et al., 2022). Most of the well-known success stories of AI have been in image recognition (e.g., in the early days, the approach was trained to for instance recognize cat and dog images, but today the method can be used to analyze biopsies or guide surgery) while also advertised in reducing time to reach phase I clinical trial. In the latter case, one can site the story of compound DSP-1181, developed by Exscientia and Sumitomo Dainippon Pharma, intended to treat obsessive compulsive disorder where time from first screening to the development stage was 4 time faster than using a conventional approach (although, unfortunately, the molecule failed in phase I, for numerous reasons including a difficult target while it was also observed that the molecules generated by AI were not novel) (Santa Maria Jr et al., 2023) (https://www.science.org/content/blog-post/another-ai-generated-drug; https://www.cas.org/resources/cas-insights/drug-discovery/ai-designed-drug-candidates). Similar observations have been posted by hundreds of financial analysts and research scientists about results obtained by other AI companies. In other words, the AI predictions are not perfect and indeed cannot be perfect at present (Bajorath, 2021; Bender and Cortés-Ciriano, 2021). This situation reflects the dependency of AI/machine learning to quality, size and diversity of the data used to train the mathematical models. There are millions of compounds (most will never be a drug) tested via standard experiments available in various databases, but there are only a few thousand approved in humans that are annotated on which to learn from, highlighting the so-called data gap (i.e., there are billions of pictures of dogs and cats to learn from, but a limited amount of quality data is available in the field of drug discovery despite the use of numerous the high-throughput approaches). The predictions can thus be misleading, because we do not have enough quality data as input and/or because we do not understand enough the complexity of the biological systems (Moingeon et al., 2022). During the drug development phases, in human, AI is associated to data-mining to for instance model some properties (e.g., PB/PK, PK/PD or population-based simulations and analysis, prediction of drug-drug interactions …). At this stage, these computer approaches can also be used to select the most informative population profile to be included in clinical trials or to explain the variability of effects, or provide « virtual » patients or populations, and applied to, for example, pediatric formulation using as input data collected on adults (Lang et al., 2021). Related to these, the concept of digital twins (which has been around for a while in other areas of research), now starts to be explored in the context of drug discovery and development. The overall idea would be to collect data about a particular disease, how it progresses, about the current treatments, about specific patients, and about a whole population, encapsulate all these data into a computer model so as to create a digital representation of a biological system or of a person and be able to simulate, for example, what might happen if one were to take a novel drug. While the concept is attractive, there are still major challenges and obstacles ahead but progresses are being made (An and Cockrell, 2022). Overall, AI, in the field of drug discovery and development, is still in the infancy stage and it will take time to fully integrate the technology into the R&D process (Hillisch et al., 2015). AI-discovered drugs do not guarantee success in clinical trials. The understanding of the data used as well as the critical mind of the scientists are key points that lead to the success or failure of AI-assisted drug research and development processes. The technology, in some circumstances, can make the process faster and more cost-effective, however, AI needs quality data to produce meaningful results and still today requires significant experimental validation. As such, it is important to trust AI, but verify the predictions (Schneider et al., 2020; Bajorath, 2021).
RISING COST: FROM DRUG DISCOVERY TO NEW TREATMENTS
Analyses across all therapeutic areas indicate that the development of a new medicine, from target identification through approval for marketing, takes around 12–15 years and often longer. The cost to develop a new drug is very high, in part because failure is endemic in drug discovery, and success is rare. While various numbers have been reported, the latest formal assessment is around US $2.8 billion (DiMasi, 2020). There are many factors that contribute to this situation: the lack of understanding of what causes the disease can lead to the selection of the wrong therapeutic target; the impossibility of reaching the target with a sufficient concentration of drug in vivo without leading to adverse effects; no formulation compatible with the use of the drug in human; the therapeutic agent developed during years is found in phase III to have very low efficacy; the therapeutic agents or a metabolite (e.g., case of a small molecule) can interacts, specifically or not, with other drugs or with hundreds of molecules in the body, these interactions are usually not known in details and can lead to numerous adverse effects; animal experiments that are used to evaluate potency, selectivity, and toxicity during the different stages of the process can be highly misleading; stricter regulatory guidelines; duration of patents; the identified therapeutic molecule can be toxic in some patients but this could not be anticipated during the clinical trials due to the relatively small number of patients treated. Next and related to the cost of R&D, comes the cost of the treatments. Although there is a very complex protocol to determine the price tag of a drug (it varies from country to country, it can consider the insurance system, whether the drug is curative and represents a major advance to both patients and the health system or it has a minor effect on the disease), but in the end, biologics are generally much more expensive than small molecules, in part due to the complex manufacturing process. Studies suggest that on average, the daily dose of biologics costs 22 times more than a small molecule (Makurvet, 2021). It is important to keep in mind that the healthcare systems, in many countries, are about to collapse and that about half of the world population cannot get access to basic treatments (Ozawa et al., 2019). Biologics have been here for several decades already and are becoming increasingly important in several therapeutic areas. For example, cancer checkpoint inhibitors (e.g., the antibody ipilimumab and about 4–5 others at the time of writing) have received considerable and broad interest because of their ability to generate responses in many hitherto intractable malignant tumors. Yet, many recent studies suggest that such molecules lead to responses in less than 10%–15% of patients with cancer. Clearly, such molecules offer hope but also rise many questions (Fojo et al., 2014; Kantarjian and Rajkumar, 2015). That is, in some cases, biologics are real innovative breakthroughs, but in other situations, the strategy is pursued only for commercial reasons and alternative molecules such as small molecules are not even considered. These questions are, in theory, investigated by regulatory agencies [The United States Food and Drug Administration (FDA), European Medicines Agency (EMA), Pharmaceuticals and Medical Devices Agency (PMDA)] so as to try to avoid speculative drugs but more transparent processes would certainly be beneficial to patients and the general population. Although finding new treatments is very difficult, it is a profitable market, with global drug sales expected to grow to US$ 1.9 trillion by 2027 (Mullard, 2023).
INNOVATION IN REGULATORY SCIENCE AND METHODOLOGIES
It is important to note that, in step with the scientific progress in human tissue models research in the past decades, in the US, new medicines may not have to be tested in animals, according to legislation signed by the President Joe Biden in late December 2022 (“Text–S.5002–117th Congress (2021–2022): FDA Modernization Act 2.0.” 29 September 2022. https://www.congress.gov/bill/117th-congress/senate-bill/5002/text). Accordingly, US FDA is already accepting data from in vitro studies as part of the formal submission to the Agency (Wadman, 2023). Additionally, at the same time, following the leadership of some academic researchers (e.g., Guzelian et al., 2005; Hoffmann and Hartung, 2006), major European and US agencies started using evidence-based methodologies, such as systematic reviews and systematic maps, in toxicological assessment. These methodologies were developed and tested over the last 40 years in clinical research, spearheaded by Cochrane Collaboration (www.Cochrane.org) to compare the effectiveness of treatments, and have been applied to toxicological assessment of data-rich substances by the European Food Safety Authority (EFSA, 2017) and US Environmental Protection Agency’s (US EPA, https://cfpub.epa.gov/ncea/iris_drafts/recordisplay.cfm?deid=356370). While some of the aspects of these methodologies are not entirely applicable to drug-discovery because of the proprietary nature of the work, the main principles of evidence-based approaches, which encourage pre-publishing the methodologies before the research is conducted, comprehensiveness and transparency in data selection, minimization of bias (or systematic error), are in line with basic principles of the scientific method, and are applicable to drug discovery. Programs and drug candidates are all too frequently selected based on a biased opinion of a few scientists who are bound by similar training, scientific methodologies and beliefs. Opening-up drug discovery to scrutiny by other scientists with different training and opinions may lead to more failures in the earlier discovery stage, but less failures in the clinic, resulting in enhanced efficiency and more successes, benefiting the patients who need new treatments, first and foremost.
CONCLUDING REMARKS
Drug discovery and development is a long and difficult endeavor; all novel ideas and strategies that can improve the process are valuable to explore. It is interesting to note that despite the steady increase in research and development expenditure, and major scientific advances in proteomics and genomics, the discovery of new drugs either seems to be drying-up some years or to remain essentially stable (Laermann-Nguyen and Backfisch, 2021). This situation has various origins (e.g., many diseases with no treatment are extremely difficult to study), while, certainly, industry scientists would benefit from greater exposure to new ideas from public research and public researchers would benefit from the private sector to move beyond exploration of molecular mechanisms towards the end goal of efficient development of candidate therapeutic agents. Along these lines, some countries like the United States and United Kingdom have been working extensively at improving academic drug discovery (e.g., all the skills and platforms connected via open research networks with rational protocols) but in the others, the process is fragmented (no coordination, no intent, duplication of efforts and inefficient investments …) and, thus, not capable of producing desired results compared to the time, energy and money spent. A first step could be to develop strong academic drug discovery networks in countries where this type of activity is not coordinated or not considered. Strong collaborations between the private sector, academia and not-for-profit institutions are clearly of major importance and have led to some successes in the past but such partnerships can be difficult to maintain over a long period of time (Yildirim et al., 2016; Takebe et al., 2018). The rationale being that open interconnections between the different scientific disciplines involved in drug research allow a “cross-fertilization”, each of them benefiting from the advances of the other fields. Obviously, such collaborations tend to be easier when academic and private research teams are located on the same campus, with possibilities of sharing ideas or technologies. Other types of collaboration imply building consortia, often for around 4–5 years, with research teams located in different cities or countries (unfortunately, most of the time, when the consortia have been built, they function as closed systems not allowing new scientists or novel research teams to join). Therefore, novel strategies need to be pursued, and among the novel public-private models that are being investigated, open science partnerships, could be of interest, if correctly implemented (e.g., the system must be open to all interested scientists, teams and relevant disciplines) (Gold and Edwards, 2022). Open science projects (Chodera et al., 2020), like the consortia models discussed above, are built on the differential expertise of the various partners, with generally academic and governmental partners taking on a larger role in the earlier stages and big pharmas leading in the later stages (e.g., advanced preclinical investigations, product development, manufacturing, and distribution). But in open science projects, results, publications, data, tools, and materials are open without regard for intellectual property. At some points, the various partners are free to use the results and develop their own proprietary products if deemed appropriate.
Next, novel technologies including AI could be a game changer in the years to come, even more so once we get past the hype stage. Novel approaches to replace animal models by more efficient, ethical, human-biology-based in vitro approaches could also play a significant role this next decade. Indeed, new tools and understanding, in, for instance, the area of investigative toxicology, are continually being implemented to reduce safety-related attrition in drug development (Aleo et al., 2020). Combining all these strategies, methods and know-how should definitively facilitate the design of more specific, effective, non-toxic, and patient-tailored drugs, thereby, providing a more optimistic outlook to the field. As a last note, we encourage the general public and patients to become more curious about the process of finding novel therapies, from the pre-discovery to the post-marketing stages. Further, crowd-funded citizen science initiatives are emerging in various areas of drug discovery and development (e.g.,https://www.clinicaltrialsarena.com/news/citizen-science-as-an-open-trials-tool-for-post-marketing-and-drug-repurposing-5909331-2/; see also the CTSA program at NIH), these projects are definitively valuable to the field.
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Property Small molecules logics
Size Low molecular weight (around 80-100 atoms) High molecular weight (hundreds to several thousand atoms)
Stability | Usually stable at room temperature Usually unstable at room temperature (need to be stored in refrigerators and freezers)
‘Three-dimensional structure Relatively simple ‘ Complex
Route of administration Often oral Typically, via injection or infusion
Cell membrane permeability High Low
Tissue distribution | Easily distributed via circulation Limited distribution via circulation and lymphatics
Immunogenicity Limited Possible
Treatment cost Relatively low Relatively high
Attrition (business aspect) Relatively high Relatively low

Competition (business aspect) = Very high (after patent expiration or before) Less severe competition (after patent expiration or before)
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A therapeutic target is in general a macromolecule (typically a protein), which may cause or be associated with a
particular disease, that can be modulated by a therapeutic agent in a measurable way

Genes are macromolecules, made up of deoxynucleic acid (DNA) bases. In humans, genes vary in size from a few
hundred DNA bases to more than 2 million bases and about 20,000 to 25,000 genes have been identified

Proteomics is the process of separation and characterization of all the proteins of a biological system. Target
identification with proteomics can be performed by comparing the protein expression levels in normal and discased
tissues

Diverse molecules from biological origins that include, nucleic-acids, various (recombinant) proteins, antibodies .. .
some types of peptides. Biologics typically have a high molecular weight

Proteins are large biomolecules (up to thousands of atoms) that comprise one or more chains of amino acids.
Proteins perform a vast array of functions within organisms, often through interactions with other macromolecules.
Proteins are products of genes; they generally fold into a specific three-dimensional (3D) structure that determines
their activities. There are different types of proteins with different functions and locations in the body

Peptides are short chains of amino acids. They can be modified to include non-natural amino acids (up to hundreds
of atoms). Some peptides belong to the category of glycopeptide or lipopeptide, among others. Very short and
modified peptides can behave like small molecules while longer peptides (eg. insulin which is used to manage
diabetes) fit in the category of biologics. At present, there are very few approved peptides that can be given by oral
route but important work is ongoing in this field to enable oral delivery

Any organic compound with around 80-100 atoms. Most are made synthetically (aspirin), while others can be
derived from natural product (e.g. morphine, which is used to relieve moderate to severe pain)

A molecule suitable for clinical testing. The molecule is expected to bind selectively to a target involved in the disease
process, to elicit the desired functional responses in vivo, often in animal models of the human disease, to have
adequate bioavailability and bio-distribution within the body to reach the intended target and to pass formal toxicity
evaluation in various in vitro and animal models

Bioinformatics s a branch of molecular biology that involves extensive analysis of biological data using computers

Chemoinformatics is a feld that attempts to solve chemical problems on the computer, including chemical structure
coding, properties modeling and development of databases

Artificial Intelligence (AD), as used today (the so-called weak-AI), combines computer sciences and mathematics and
uses (large) datasets to enable problem-solving. It includes various learning approaches, natural language processing,
knowledge representation and reasoning, among others

Absorption, distribution, metabolism, excretion, and toxicity. A drug has to reach the intended target(s), elicit the
desired functional response with no or limited toxicity and be eliminated from the body (typically via the liver or
kidneys). These are critical properties of the drug candidates that are commonly investigated at various stages of the
process

Physiologically-based pharmacokinetic modeling and simulation (PB/PK) is a computer modeling approach that
incorporates blood flow and tissue composition of organs to define the pharmacokinetics (PK) of drug candidates

Pharmacokinetics (PK) is the time-concentration profile of drugs administered in vivo to living organisms. PK
parameters include clearance, volume of distribution, peak plasma concentration .. . PK is sometimes described as
“what the body does to a drug”

Pharmacodynamics (PD) refers to the relationship between drug concentration at the ste of action and the resulting
effect, including the time course and intensity of therapeutic and adverse effects. PD parameters include minimum
effective concentration, maximum safe concentration, onset of action, therapeutic range and therapeutic index. PD
describes how biological processes in the body respond to or are impacted by a drug

Relationship of the drug effect (pharmacodynamics) to the drug concentrations in the body compartments (e.g.,
blood, organs) as a function of time after drug administration

Action of a drug on targets other than the intended biological target. Such events commonly contribute to adverse
effects or toxicity, however, in some cases, off-target activity can be valuable for therapeutic purposes

A drug is usually designed to interact with its intended target. In some situations, the drug induces exaggerated and
adverse pharmacological effects at the target of interest. This is commonly referred in the literature to as on target
toxicity

Unintended pharmacological effects that occur when a medication is administered correctly. There are different
types of reactions (mild, moderate or severe) that can be dose-dependent or not

Secondary unwanted effects that occurs due to the drug therapy. Side effects are usually known and patients are
informed about such effects

Preclinical studies are a stage of research that precedes clinical trials (testing in humans). The therapeutic agents are
tested in animal models of human diseases or in systems that simulate human diseases. The main goals are to
determine a starting, safe dose for first-in-human study and assess potential toxicity. Research into carly
formulations (e, tablet, capsule, intramuscular injection, intravenous, sublingual....) is also performed

Research studies performed in humans aiming at evaluating the efficacy (does the drug cure or slow the progression
of a discase?) and safety (does the drug cause undesired effects, or toxicity?) of drug candidates. Human clinical
researchis tightly regulated by authorities around the world (e, US Food and drug Administration or US FDA and
European Medicines Agency or EMA). Pharmaceutical companies and other organizations developing drugs have to
conduct extensive preclinical evaluations, propose the design of clinical trials and formally submit these data and a
clinical plan to regulatory authorities. If regulatory authorities approve the proposed strategy, Phase I (first-in-
humans) clinical trial can start. Each study has its own pre-defined rules about which patients can or cannot
participate, which is called eligibility

Aka “first-in-humans” trial. Test on 20-80 healthy volunteers to assess the safety and pharmacokinetics, absorption,
metabolism, and climination, actions on the body, as well as possible side effects, formulation, and dose. In some
cases, a placebo can be used. For some drugs, a phase 0 can be sometime performed before phase I to evaluate some
properties of the drug on few patients or on healthy individuals

Assesses drug safety and efficacy on about 100-500 patients (suffering from a specific disease), some of which may
receive a placebo or an approved drug for that disease, called “standard of care”. Analysis of optimal dose is
performed while adverse events and risks are recorded

Phase 111 enrolls numerous patients (e.g, 1,000-5,000), enabling medication labeling and instructions for proper
drug use. Efficacy, dose, and toxicity are observed and adjustments to the final medication label are being made based
on such information

Following drug approval and manufacturing, regulatory agencies require companics to monitor the safety of the
approved drug. Drug makers, health professionals, hospitals and patients report adverse events occurring when
taking the approved drug

‘The dosage (a range of concentrations) of a drug that provides efficacious therapy and is safe (without serious side
effects)

The process in which the therapeutic agent is combined with different substances to produce a final medicinal
product (e.g. a tablet, infusion solution, etc.). Formulation optimization is ongoing throughout pre-clinical and
clinical stages. It ensures drugs are absorbed into the body and delivered to the proper organ at the right timeand in
the right amount

A patent is an exclusive right granted by the governments for an invention. Patents give an inventor (academic group
ora private company) the exclusive right to prevent others from making, using, selling, or importing a product or
process based on the patented invention without the inventor's prior permission, such as through a patent license.
Patent protection is limited to the country or region where it was issued and limited in time, typically 20 years from
the date of patent application filing. Pharmaceutical patents can be extended for new indications or novel
formulations
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