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When developing predictive models, model simplicity and performance often

need to be balanced. We propose a novel methodology to put the performance

of bleeding risk prediction models ORBIT, ATRIA, HAS-BLED, CHADS2, and

CHA2DS2-VASc into perspective. Instead of comparing the existing models’

performance against the 0.5–1 AUROC scale, we suggest estimating a

prediction task specific AUROC scale, lower bound AUROC (lbAUROC) and

upper bound AUROC (ubAUROC), to help assess the balance between model

simplicity and performance and determine whether more complex models

could significantly improve the ability to predict the outcome. We validate the

existing bleeding risk prediction models by applying them to a cohort of new

users of warfarin and a cohort of new users of direct oral anticoagulants

(DOACs) separately, across a set of four observational databases. Then, we

develop the lbAUROC-ubAUROC scale by using the validation data to train

regularized logistic regression models. The internal validation AUROC of the

model that includes only age and gender variables was used to estimate the

lbAUROC. The internal validation AUROC of the model that includes thousands

of candidate variables was used to estimate the ubAUROC. The age and gender

only models achieved AUROCs between 0.50 and 0.56 (lower bound) and the

large-scale models achieved AUROCs between 0.67 and 0.72 and between

0.70 and 0.77 (upper bound) within the target cohorts of warfarin new users and

DOACs new users, respectively. The AUROC of existing bleeding risk prediction

models fall between the upper-bound and lower-bound of predictive models.

Our study showed that this context of the predictability of the outcome is

essential when evaluating risk prediction models to be administered in actual

practice.
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1 Introduction

Atrial fibrillation (AF) is the most common cardiac

arrhythmia. Without proper anticoagulant management,

patients with AF have an increased risk of stroke by 5-fold

(Mant and Edwards, 2010). Vitamin K antagonists (e.g.,

warfarin) have been the mainstream of prophylactic therapy

in reducing the risk of stroke among patients with AF for many

decades. While warfarin is highly efficacious, achieving the

desired therapeutic effect in routine clinical practice remains

challenging because of its highly variable dose response among

individuals, drug-drug interactions, and narrow therapeutic

window which requires frequent monitoring of coagulation

tests (INR) (Lee and Klein, 2013). These challenges in part led

to the development of new antithrombotic therapies, also known

as direct oral anticoagulants (DOACs).

Based on the pharmacologic mechanism of action,

antithrombotic therapies are associated with increased risk of

bleeding. In the contemporary clinical trials that investigated

DOACs versus warfarin for stroke prevention in patients with

AF, the rates of major bleeding (MB) for patients treated with

warfarin ranged from 3.1 to 3.4 per 100 person years whereas the

rates of MB for patients treated with DOACs therapies had a

wider range from 1.6 to 3.6 per 100 person-years, which may be

in part due to the difference in patient population and

therapeutic dose level (Connolly et al., 2009; Granger et al.,

2011; Patel et al., 2011; Giugliano et al., 2013). Several score

systems have been developed to predict a patient’s risk of

bleeding after anticoagulant use, including ORBIT, ATRIA,

and HAS-BLED, with HAS-BLED widely recommended for

use in clinical practice (Pisters et al., 2010; Fang et al., 2011;

O’Brien et al., 2015). In addition, studies have shown that the

CHADS2 and CHA2DS2-VASc score systems, originally used to

predict risk of stroke, are also predictive of risk ofMB (Gage et al.,

2001; Lip et al., 2011). These existing bleeding risk score systems

are simple algorithms containing 5–10 predictors, easily

implemented in a clinical setting. Higher scores are associated

with a higher risk of future bleeding.

A predictive score’s performance is typically assessed by its

discriminative ability and calibration. Discrimination is commonly

determined by measuring the area under the receiver operating

characteristic (AUROC) curve, a value between 0.5 and 1, where

0.5 corresponds to no discrimination (i.e., a model that randomly

predicts risk) and a value of 1 corresponds to perfect

discrimination (i.e., a model that assigns a higher score to all

patients who subsequently experience the outcome compared to

those who do not). Calibration is a metric that determines how

accurate the model’s predicted risks are. For example, if a correctly

calibrated model predicts a risk of 10% for an outcome of interest,

we would expect one out of 10 persons will experience the

outcome.

When developing predictive models, simplicity and

performance often need to be balanced. The existing bleeding

risk scores are relatively simple models with limited numbers of

predictors. These models have been evaluated across various

patient populations and the AUROCs values were moderate,

ranging from 0.60–0.69 (Lip et al., 2011; Goodman et al., 2014;

O’Brien et al., 2015; Yao et al., 2017). It is unclear whether the

models’ simplicity limited the discriminative ability of these

scores and if more complex models, though harder to

implement into clinical practice, would significantly improve

discriminative ability.

In this study we applied a novel methodology to put the

performance of the bleeding risk prediction models into

perspective. Instead of comparing the existing models’

discriminations against the 0.5–1 AUROC scale, we estimated

a prediction task specific AUROC scale, lower-bound AUROC

(lbAUROC) and upper-bound AUROC (ubAUROC), to help

assess the balance between model simplicity and discrimination

and determine whether the development of more complex

models could significantly improve the ability to predict the

outcome. We examined whether this novel methodology can be

used in validation of predictive models for stroke outcome

among patients treated with warfarin and DOACS.

2 Materials and methods

We first validated the existing bleeding risk prediction

models by applying them to a set of four databases as listed

in Section 2.1. We then estimated the lbAUROC by using the

validation data to train a regularized logistic regression that

includes only age and gender variables, with the internal

validation AUROC becoming the lbAUROC. Similarly, the

ubAUROC is estimated by using the validation data to train a

regularized logistic regression that includes thousands of

candidate variables. If the models’ AUROCs are closer to the

ubAUROC than the lbAUROC, it indicates a more performant

model in terms of discrimination.

2.1 Datasets

The databases used in this study are described in Table 1.

All four databases have been standardized into

the Observational Medical Outcomes Partnership (OMOP)

Common Data Model (CDM), which includes a standard

representation of health care experiences (such as

information related to drug utilization and condition

occurrence), as well as common vocabularies for

coding clinical concepts and enables consistent application

of analyses across multiple disparate data source (Voss et al.,

2015; OMOP, 2021). Complete specifications for the

extract, transform, and load (ETL) process for each

database is available at: https://ohdsi.github.io/ETL-

LambdaBuilder/.
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The use of IBMMarketScan andOptumdatabases was reviewed

by the New England Institutional Review Board (IRB) and were

determined to be exempt from study-specific IRB approval.

2.2 Prediction task

The aim of all predictive models in this study is to identify,

among new users of warfarin or new users of DOACs with prior

history of AF, the patients who will develop a MB event within

1–365 days after the first recorded dispensing of the medication

of interest (i.e., the index date) (see Figure 1).

2.2.1 Target populations
The target populations used in this study consist of patients with

a prior diagnosis of AF and no prior history of mitral valve stenosis.

Target population 1 is new users of warfarin, including

patients aged 18 years and older with new exposure to warfarin

(1st date of dispensing was considered the index date) and at least

365 days database observation time prior to the index date, at

tion 2 are provided as supplementary material and thee

index date. The codes used for defining target population 1

are provided as supplementary material and theattrition tables

are shown attrition tables are shown in Table A1.

Target population 2 is new users of DOACs, including patients

aged 18 years and older with new exposure to a DOAC (1st date of

dispensing was considered index date) and at least 365 days database

observation time prior to the index date, at least one prior diagnosis

of AF, no prior mitral valve stenosis, and no exposure to warfarin all

time prior to index date. The codes used for defining target

population 2 are provided as supplementary material and the

attrition tables are shown in Table A2.

2.2.2 Outcome definition
Major bleeding (MB) is the outcome of interest for this study;

a clinical event of MB was mainly ascertained based on the

Cunningham algorithm, which has been widely used in previous

works (Cunningham et al., 2011; Graham et al., 2015). Briefly,

occurrence of a MB event was defined as.

1) a primary condition occurrence of definite bleeding during an

inpatient visit, OR.

2) a primary condition occurrence of excessive and frequent

menstruation during an inpatient visit with a secondary

TABLE 1 Description of databases used in the study of AF patients.

Name Country Population
age
range

Provenance Start date—End
date

Number
of
patients

IBM® MarketScan® Commercial Claims and Encounters
(CCAE)

United States <64 years Employer-sponsored
commercial claims

Jan 2000—December
2019

173 M

IBM® MarketScan® Medicare Supplemental Database
(MDCR)

United States ≥ 65 years Employer-sponsored
Medicare claims

Jan 2000—December
2019

11 M

IBM® MarketScan® Multi-State Medicaid Database
(MDCD)

United States 0–90 years Medicaid claims Jan 2006—June 2019 43 M

Optum© De-Identified Clinformatics® Data Mart
Database—Date of Death (Optum DOD)

United States 0–90 years Commercial claims May 2000—March
2020

108 M

FIGURE 1
Diagram depicting the prediction of major bleeding events 1–365 days after index in patients with prior AF.
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condition occurrence of anemia or syncope during the same

visit, OR.

3) a primary condition occurrence of possible bleeding during

an inpatient visit

With a secondary condition occurrence of definite bleeding

during the same visit.

Upon identifying potential qualifying events, they must also

comply with the following criteria to be considered outcome

events:

1) no trauma conditions, procedures, or observations during the

same visit as the initial event. AND.

2) have one of the following:

a Death within 7 days following the index date,

b At least 1 condition occurrence of a bleeding at a critical site

during the same visit as the initial event

c Any transfusion code during the same visit as the initial event

The time-at-risk for MB events was from 1 day until 365 days

after the new exposure to either warfarin (in target population 1)

or a DOAC (in target population 2).

2.3 Validation of existing major bleeding
prediction models

In the current study, we first evaluated 5 existing MB

prediction models: ORBIT, ATRIA, HAS-BLED, CHADS2,

and CHA2DS2-VASc using the databases described in Section 2.1.

The existing models all include a limited number of

covariates, summarized in Table 2. Although the internal

validation AUROC for some of the models was as high as 0.8,

previous external validation of these models tends to achieve an

AUROC between 0.6 and 0.7.

The complete definitions for each variable (sets of SNOMED-

CT or RxNorm codes) are provided in the study package

TABLE 2 Existing models for predicting major bleeding risk.

ORBIT ATRIA HAS-BLED CHADS2 CHA2DS2VASc

Type of Data Registry Electronic Health Records Clinical Trial Registry Registry

Cohort Size 7,411 13,559 7,329 1,733 1,577

Variables

Age 65+ x x

Age 75+ x x x x

Female x

Anemia x x x x

CHF x

Prior Hemorrhage x x x x x

Hypertension x x x x

eGFR<45 or ESRD x x

Vascular disease x

CHF or LV disease x

Diabetes

Prior Stroke x

Chronic renal disease x x

Chronic liver disease x

Treatment with antiplatelets x

Labile INR x

Alcohol abuse x

Antiplatelet or NSAID use x

Internal AUROC 0.67 0.74 0.72 0.82 (Stroke) 0.61 (TE)

External AUROCs

ORBIT 0.66 0.64

ROCKET-AF 0.62 0.60 0.59

Lip, et al 0.65

Yao, et al 0.67 0.66 0.66 0.65 (MB) 0.68 (MB)
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available on GitHub (https://github.com/ohdsi-studies/

validationInContext).

2.4 Development of models used for
upper and lower-bound AUROC
estimation

We applied the Observational Healthcare and Data Science

Informatics (OHDSI) Patient Level Prediction framework to

develop and validate the age/gender only models (hypothetical

lower-bound AUROC) and large-scale LASSO regularized

regression models with thousands of candidate predictors

(hypothetical upper bound AUROC) (Reps et al., 2018). The

framework is available as an open-source R package and

implements a process for developing patient-level prediction

models while addressing existing best practices towards

ensuring models are clinically useful and transparent.

The benchmark age/gender models (hypothetical lower-

bound AUROC) only used the covariates age (in 5-years

groups) and sex.

The large-scale models (hypothetical upper-bound AUROC)

are comprised of more than 30-thousand baseline covariates,

including.

Age in 5-years groups (e.g., 0–5, 5–10).

Sex.

Conditions (grouped using vocabulary hierarchy).

Drugs (grouped into ingredients),

Procedures.

Measurements.

Observations,

And use of Devices all-time prior to the index date. The

models’ calibration-in-the-large values are presented in Table A3.

None of the existing models were well calibrated.

Models were trained on each of the four databases, which

was split into a training set (75% of the data) and a testing set

(25% of the data) to perform internal validation. Two models

were created per database, one for each target population

(warfarin new users or DOACs new users), resulting in a

total of 8 models: 2 target cohorts x 4 databases. The chosen

classifier was a regularized logistic regression with Least

Absolute Shrinkage and Selection Operator (LASSO)

regularization and the hyper-parameter controlling the

amount of regularization. Models were developed an

adaptive search and 10-fold cross validation on the training

set (Suchard et al., 2013).

To internally evaluate the models, the model discrimination

on the test set was assessed using the AUROC and the model

calibration was assessed by inspecting a calibration plot

generated by binning the patients into 10 groups based on

their predicted MB risk and comparing the observed fraction

of the group with a MB record by the end of observation vs. the

mean predicted MB risk for the group.

All code used to develop and train all models in this study are

provided in the study package available on GitHub (https://

github.com/ohdsi-studies/validationInContext).

3 Results

The discriminative ability of the five existing models, the

large-scale models, and age/gender only models on predicting the

MB events across the four datasets are presented in Table 3. For

both cohorts of warfarin new users andDOACs new users, within

any database investigated, the performance of all existing models

did not differ substantially. The existing models achieved

AUROC values between 0.6–0.7 across databases, generally on

the lower end, though the values varied by database. The large-

scale models performed better than the existing models with

AUROCs in the low 0.7 s and the age/gender only models

performed the worst, only predicting slightly better than

random guessing (with all AUROC <0.6). The best

performing existing models, based on AUROC, differed across

databases. Compared to other models, CHADS2 and

CHA2DS2VASc performed relatively better in CCAE

(AUROCs 0.65–0.67) but worse in MDCD (AUROCs

0.54–0.61). In MDCR and Optum DOD, the existing models

performed similarly. The ROC plots for the large-scale models

(hypothetical upper bound AUROC), the existing models, and

age/gender only models (hypothetical lower bound AUROC) are

presented in Figure 2. As expected, the existing models’

performance fell somewhere between the hypothetical upper

and lower bounds AUROC.

The models’ calibration-in-the-large values are presented in

Table A2. None of the existing models were well calibrated.

4 Discussion

In this study, we developed benchmark models with age and

gender only and large-scale regularized logistic regression models

in 4 observational databases. These models are developed to

predict the risk of aMB event within 1–365 days after the first use

of warfarin or DOACs in patients with AF. We also externally

validated the ORBIT, ATRIA, HAS-BLED, CHADS2, and

CHA2DS2-VASc scores in the same databases and compared

the results of the validation to the upper bound (large-scale

regularized logistic regression) and lower bound (age and gender

only) of prediction models AUROC. All the existing models’

performance fell somewhere between the hypothetical upper and

lower bounds of AUROC.

In the development of patient-level prediction models, the

discriminative capability of a model is typically compared to the

theoretical maximum AUROC of 1 (those who ultimately

experience the outcome always have a higher predicted risk

than those who do not experience the outcome) and the
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theoretical minimum AUROC of 0.5 (those who experience the

outcome have the same predicted risk as those who do not

experience the outcome). Generally, the higher the C-statistic or

AUROC of the model, the more predictive and potentially useful

it is to physicians for individual patient management and to

sponsors for potential new drug development for high-risk

population.

One challenge in predictive model development is the

tradeoff between simplicity and predictive performance. The

complex, more discriminative models tend to have many

covariates, and thus are inherently difficult to implement in

actual practice, whereas the simple models (such as ATRIA,

ORBIT, HAS-BLED, CHADS2, and CHA2DS2-VASc) are less

discriminative but relatively easier to use. A risk score with an

AUROC of 0.66 may be used more often than the model with an

AUROC of 0.75 because it is much easier to evaluate 7 risk factors

rather than 107 comorbid conditions in a patient. What is

interesting to note is that both the simple and complex

models are typically compared against the theoretical 0.5 to

1 AUROC range to determine their discriminative ability.

However, some outcomes are less predictable, particularly in

observational health databases, because not all predictive risk

factors can be fully captured. In other words, there is only a

certain level of risk we can predict based on the covariates

available in the data. When a large number of covariates are

required to achieve an AUROC of 0.75, it could be argued that

some portion of the outcome cannot be predicted with the

limited data at hand. In such cases, we should consider the

discriminative capability of the large-scale regularized regression

model as the upper-bound for how predictable the outcome is,

rather than the theoretical AUROC of 1. Similarly, a model

generated using only the age and gender of the person to predict

the outcome can be used as the lower-bound of the predictability

of the outcome rather than the theoretical AUROC of 0.5.

TABLE 3 Discriminative ability of the five existing bleeding risk prediction models, the LASSO logistic regression models, and age/gender model
across four databases. * indicates that no covariates were picked in the model resulting in everyone being assigned the same risk.

Target population Model CCAE AUROC
(95% CI)

MDCD
AUROC
(95% CI)

MDCR
AUROC
(95% CI)

Optum
DOD
AUROC
(95%CI)

T1: New users of warfarin with prior atrial
fibrillation

Large-scale model trained on
database

0.72 (0.683–0.751) 0.71 (0.664–0.755) 0.67 (0.653–0.693) 0.70
(0.687–0.718)

ORBIT 0.60 (0.589–0.621) 0.61 (0.588–0.638) 0.60 (0.589–0.609) 0.63
(0.622–0.638)

ATRIA 0.61 (0.597–0.630) 0.61 (0.583–0.63) 0.60 (0.589–0.608) 0.63
(0.619–0.635)

HAS-BLED 0.65 (0.635–0.671) 0.61 (0.588–0.640) 0.61 (0.600–0.620) 0.64
(0.628–0.644)

CHADS2 0.66 (0.644–0.679) 0.56 (0.532–0.583) 0.60 (0.590–0.610) 0.63
(0.623–0.638)

CHA2DS2VASc 0.66 (0.646–0.680) 0.54 (0.513–0.565) 0.61 (0.600–620) 0.63
(0.624–0.639)

Age/gender benchmark trained on
database

0.56 (0.521–0.590) 0.5* 0.55 (0.530–0.570) 0.55
(0.536–0.569)

T2: New users of DOACs with prior atrial
fibrillation

Large-scale model trained on
database

0.77 (0.726–0.819) 0.71 (0.639–0.779) 0.70 (0.669–0.730) 0.74
(0.722–0.759)

ORBIT 0.61 (0.581–0.631) 0.65 (0.618–0.687) 0.62 (0.599–0.631) 0.65
(0.643–0.663)

ATRIA 0.63 (0.599–0.652) 0.65 (0.615–0.683) 0.61 (0.598–0.629) 0.65
(0.641–0.660)

HAS-BLED 0.62 (0.592–0.651) 0.65 (0.614–0.688) 0.59 (0.578–0.610) 0.63
(0.624–0.644)

CHADS2 0.65 (0.62–0.677) 0.61 (0.570–0.642) 0.62 (0.601–0.633) 0.64
(0.633–0.653)

CHA2DS2VASc 0.67 (0.647–0.702) 0.59 (0.557–0.630) 0.62 (0.602–0.634) 0.66
(0.645–0.664)

Age/gender benchmark trained on
database

0.57 (0.520–625) 0.50* 0.539 (0.504–0.573) 0.58
(0.561–0.601)
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The age and gender only models were not very discriminative

when predictingMB in new users of warfarin orDOACs. This is well

expected, because even though age is associated with many disease

outcomes, other risk factors have not been captured by this single

measure. The large-scale models all achieved AUROCs around 0.7,

outperforming the age and gender only models by about 20%,

findings with align with the results of the Yao, et al. study. In

comparison, the existing bleeding risk prediction models performed

only moderately worse than the large-scale models. Upon

investigation of the covariates chosen by the LASSO logistic

regression, there were no specific covariates that presented a

highly predictive value outside of what was already included in

ORBIT, ATRIA, HAS-BLED, CHADS2, and CHA2DS2-VASc.

4.1 Limitations

This study has several limitations; it is inherently difficult to

exactly replicate existing models as many studies do not publish

full specifications of variable definitions and code lists. We used

the existing model’s variable definitions where available but

developed our own alternative definitions for those that were

unavailable. Additionally, it is impossible to fully validate each

prediction model in each of the databases included. This is due to

the heterogeneity in the underlying populations and the

availability of data points in each database, with the latter

particularly relevant because the nature and availability of

data could be substantially different across clinical trials,

prospective registries, and retrospective observational

databases. Some databases may not contain the information

needed to identify the patients of interest (e.g., if the target

cohort required specific measurements such as vital signs and lab

results) or there may not be sufficient observation time

(longitudinal data) to capture the outcomes during long-term

follow-up. Notably, all databases used in this analysis are

United States administrative claims that often do not

represent the nuance of a patient’s chart as seen in the EHR

record, which could explain the covariates availability and the

performance of the models. In addition, the treatment duration

among these patients are relatively short, which may not reflect

chronic prophylactic therapy required for the condition.

4.2 Strengths

This analysis was conducted across four large databases, which

lends credibility to the outcome as they all agree in terms of the

performance of the existing risk scores in comparison with the age

and gender only models and the large-scale models. Unlike some

prior modeling research that might have focused on a limited or

preselected set of covariates, the use of the LASSO-logistic regression

technique also reduced the injection of bias into the study. This

technique returns to the investigator the most predictive covariates

rather than the conventional approach of investigator choosing a

FIGURE 2
ROC plots for the large-scale model (bold green), simple existing models (red) and age/gender benchmark model (bold orange).
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predetermined list of covariates to include in the risk prediction

model. Furthermore, the study code is fully and freely available

which makes this study highly repeatable and reproducible. Finally,

our approach using testing and validating, as well as application

across multiple databases made our findings more robust than other

studies.

5 Conclusion

Findings from this study suggest that, for validation of existing

risk prediction models or development of new predictive models, it

is important to put the model performance into context by

calculating the lower and upper bounds of potential prediction

performance in a comparable clinical setting. Comparing against the

theoretical 0.5–1 AUROC range may not provide a reasonable

assessment to the model. Low discriminative performance may

be due to the limited data availability or difficulty in outcome

ascertainment rather than the design of the model. We recommend

as a best practice that age/gender onlymodels and large-scalemodels

are developed to estimate the lower and upper bounds of possible

predictive model performance, which allows more objective

evaluation of the risk prediction models.
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Appendix

TABLE A1 Target Population 1: Patients aged 18 years and older with new exposure to warfarin (1st date of dispensing was considered index date), at
least one prior diagnosis of atrial fibrillation, no prior mitral valve stenosis, no exposure to DOACs all time prior to index date and at least 365 days
database observation time prior to the index date.

CCAE MDCD MDCR Optum
DOD

Persons aged≥18 years with a new exposure to DOACs and at least 365 days of continuous observation prior to
exposure

345,507 88,662 252,878 539,385

At least one occurrence of atrial fibrillation prior to exposure 127,976 31,157 176,558 321,337

No mitral valve stenosis prior to exposure 114,270 25,673 154,485 257,230

No exposure to warfarin prior to index 87,973 17,830 97,864 189,095

TABLE A2 Target population 2: Patients aged 18 years and older with new exposure to a DOAC (1st date of dispensing was considered index date), at
least one prior diagnosis of atrial fibrillation, no prior mitral valve stenosis, no exposure to warfarin all time prior to index date and at least
365 days database observation time prior to the index date.

CCAE MDCD MDCR Optum
DOD

Persons aged≥18 years with a new exposure to warfarin and at least 365 days of continuous observation prior to
exposure

503,782 75,933 469,087 565,789

No mitral valve stenosis prior to exposure 479,764 70,700 445,171 525,606

At least one occurrence of atrial fibrillation prior to exposure 96,489 17,715 199,454 201,924

No exposure to DOACs prior to index 92,377 16,797 192,714 190,207
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TABLE A3 Calibration-in-the-large using the intercept with the gradient set to 1 for the existing bleeding risk prediction models, large-scale models,
and the age/gender model.

Target population Model CCAE MDCD MDCR Optum
DOD

T1: New users of warfarin with prior atrial fibrillation. (Total N: 92,395; Bleed N
(%): 930 (Mant and Edwards, 2010) )

Large-scale model trained on
database

−0.003 0.006 −0.000 0.006

ORBIT −1.134 −0.578 −0.985 −0.622

ATRIA −0.352 −0.077 −0.405 −0.103

HAS-BLED −1.504 −1.004 −1.489 −1.074

CHADS2 −1.405 −1.07 −1.563 −1.116

CHA2DS2VASc −1.195 −1.224 −1.787 −1.298

Age/gender benchmark trained
on database

−0.002 NA −0.002 0.000

T2: New users of DOACs with prior atrial fibrillation (Total N: 198,636; Bleed N
(%): 2578 (1.3) )

Large-scale model trained on
database

−0.006 −0.006 −0.013 −0.006

ORBIT −2.063 −1.491 −1.414 −1.243

ATRIA −1.264 −0.932 −0.869 −0.708

HAS-BLED −2.541 −2.001 −1.950 −1.751

CHADS2 −2.319 −1.912 −1.957 −1.689

CHA2DS2VASc −2.100 −2.029 −2.157 −1.880

Age/gender benchmark trained
on database

−0.012 NA −0.006 0.002
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