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The factors controlling the preparation of volcanic eruptions in monogenetic fields are still poorly understood. The fact that in monogenetic volcanism each eruption has a different vent suggests that volcanic susceptibility has a high degree of randomness, so that accurate forecasting is subjected to a very high uncertainty. Recent studies on monogenetic volcanism reveal how sensitive magma migration is to the existence of changes in the stress field caused by regional and/or local tectonics or rheological contrasts (stratigraphic discontinuities). These stress variations may induce changes in the pattern of further movements of magma, thus conditioning the location of future eruptions. This implies that a precise knowledge of the stress configuration and distribution of rheological and structural discontinuities at crustal level of such volcanic systems would aid in forecasting monogenetic volcanism. This contribution reviews several basic concepts relative to the stress controls of magma transport into the brittle lithosphere, and uses this information to explain how magma migrates inside monogenetic volcanic systems and how it prepares to trigger a new eruption.
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INTRODUCTION

Monogenetic volcanism is the most extended type of volcanic activity on Earth (Walker, 2000). It is commonly represented by volcanic fields containing tens to thousands of small volcanoes, each being the product of a single eruptive episode, in which different phases or pulses may occur (Walker, 2000; Valentine and Gregg, 2008; Németh, 2010; Németh and Kereszturi, 2015). Monogenetic fields may be active for several millions of years with eruption recurrences ranging from several tens to tens of thousands of years. They are usually mafic in composition and generate relatively small volume eruptions that produce cinder cones and lava flows, as well as occasional phreatomagmatic deposits when interaction between magma and surface water occurs (Lorenz, 1986; Valentine and Gregg, 2008). The distribution of volcanic cones in basaltic monogenetic fields is clearly controlled by regional and local tectonics (Wood, 1980; Pasquarè et al., 1988; Connor, 1990; Connor et al., 1992; Tibaldi, 1995; Walker, 2000; Valentine and Perry, 2007; Le Corvec et al., 2013b). The great variety of eruptive styles, edifice morphologies and deposits in monogenetic volcanoes is the result of a complex combination of internal (magma composition, gas content, rheology, volume) and external (regional and local stress fields, stratigraphic and rheological contrasts in substrate rock, hydrogeology) parameters that characterize each volcanic system (Tibaldi and Lagmay, 2006; Valentine and Gregg, 2008; Németh, 2010; Martí et al., 2011). Monogenetic volcanoes may also occur as flank eruptions in association with polygenetic volcanoes (e.g., El Teide, Martí et al., 2008; Etna, Cappello et al., 2012).

Central or composite volcanoes are characterized by the presence of a magma chamber located a few kilometers below the surface, which exerts a stress field on its surroundings that is superimposed on the regional stress field, thereby controlling potential pathways for magma to the surface (Pinel and Jaupart, 2004; Gudmundsson and Brenner, 2005; Martí and Geyer, 2009, Figure 1). On the contrary, in a monogenetic volcanic systems magma does not accumulate in such shallow reservoirs or chambers and tends to rise to the surface from greater depths, usually from intermediate reservoirs located deep in the crust, or even from the source region or shallower levels in the mantle. Thus, the stress field controlling the magma ascent will depend on the stress distribution inside the lithosphere and in particular, on the regional stress field and local stress barriers corresponding to rheological and/or structural discontinuities (Menand, 2008, 2011; Maccaferri et al., 2010, 2011; Gudmundsson, 2011a,b; Bolós et al., 2015). Knowing how these structural controls work and how they may change from one eruption to the next one is crucial to understand why in monogenetic eruptive vents produced under the same regional stress field (i.e., same age period) will tend to cluster in the same area. These volcanic clusters may have lifetimes of hundreds of thousands of years, so there is always a chance that a new volcano will come up in the same place than an old one, just out of random chance, not necessarily implying the initiation of a polygenetic behavior.
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FIGURE 1. Differences between central and monogenetic volcanic systems (not to scale; see text for more explanation).



An important consequence of these different stress controls between central and monogenetic volcanoes is the accuracy in forecasting new eruptions. While in central volcanoes it is generally assumed that future eruptions will occur through the same vents that have been active in the past, in monogenetic systems forecasting the position of new vents is much more challenging due to this lack of a permanent shallow stress configuration. Spatial analysis addressed to infer the location of future vents (volcanic susceptibility, see Martí and Felpeto, 2010) in monogenetic volcanism generally assumes that the next eruption will occur close to the location of the previous ones (Connor, 1990; Connor et al., 1992, 2000; Ho, 1992, 1995; Martin et al., 1994; Ho and Smith, 1998; Connor and Conway, 2000; Alberico et al., 2002; Martí and Felpeto, 2010; Bebbington and Cronin, 2011; Cappello et al., 2012; Selva et al., 2012; Bartolini et al., 2013; Becerril et al., 2013a; Le Corvec et al., 2013a; Bevilacqua et al., 2015). The reason to make this assumption is based on the fact that in last eruptive episodes volcanoes had formed near previous ones (forming a cluster), so we assume that this behavior will continue. However, this does not necessarily mean they will not occur outside a cluster, just that the probability is weighted by the existence of the cluster.

The transport of magma occurs mostly through sheet intrusions and the conditions of flow in such magma-filled cracks will be governed by rock and fluid mechanics (Pollard, 1969, 1973; Pollard and Muller, 1976; Delaney and Pollard, 1981, 1982; Delaney et al., 1986; Pollard and Segall, 1987; Rubin, 1993a,b, 1995; Dahm, 2000; Gudmundsson, 2011a). Studies on monogenetic volcanism reveal how sensitive magma migration is to the existence of changes in the stress field produced by regional and/or local tectonics or rheological contrasts (stratigraphic discontinuities, sheet intrusions, tectonic fractures, Delaney et al., 1986; Dahm, 2000; Gudmundsson and Philipp, 2006; Gaffney et al., 2007; Menand, 2008, 2011; Taisne and Jaupart, 2009; Maccaferri et al., 2010, 2011; Taisne et al., 2011; Gudmundsson, 2011b; Le Corvec et al., 2013b,c; Rivalta et al., 2015). The presence of such stress barriers may induce stress rotation and, consequently, changes in the direction of emplacement of magma. Therefore, knowledge of rock stress is crucial to understand how magma will move from its source regions up to the Earth's surface, and to forecast future eruptions.

In this review we will concentrate on the main concepts related to stress controls on magma transport in monogenetic fields, in order to offer a comprehensive picture on the paths that magma may follow inside the volcanic system and on why an eruption will occur from a particular point.

We do not pretend to discuss the different stress constraints that characterize monogenetic versus polygenetic volcanic systems, which would require a different approach. We basically concentrate on some important aspects of magma migration into the brittle lithosphere that certainly apply to monogenetic volcanism, and for which we include simple models specifically designed to understand magma migration in such volcanic systems. However, this does not exclude (for what concern the basic physics) that some of the considerations included here can also be aplicable to central volcanoes. Therefore, we will first review some basic concepts on rock stress, then we will focus our attention on the main physical controls on magma transport in monogenetic fields and, finally, we will discuss on the implications of the stress field on volcanic susceptibility and the forecast of monogenetic eruptions.

STRESS IN THE LITHOSPHERE

In the literature there are excellent experimental and theoretical approaches on magma transport and on the mechanics and fluid-dynamics of magma-filled cracks (e.g., Pollard, 1969, 1973; Pollard and Muller, 1976; Delaney and Pollard, 1981, 1982; Delaney et al., 1986; Pollard and Segall, 1987; Takada, 1989; Gudmundsson, 1990, 2011a,b; Lister and Kerr, 1991; Rubin, 1993a,b; Rubin, 1995; Dahm, 2000; Muller et al., 2001; Roman and Heron, 2007; Menand, 2008, 2011; Taisne and Jaupart, 2009; Maccaferri et al., 2010, 2011; Menand et al., 2010; Taisne et al., 2011; Gudmundsson, 2012; Le Corvec et al., 2013c; Rivalta et al., 2015), as well as on rock stress (e.g., Zang and Stephansson, 2010), and we address the reader to these contributions. In this section we only provide a basic background necessary to follow the rest of this review.

Knowledge of the state of stresses in the Earth's lithosphere is fundamental to understand how magma will migrate and accumulate inside it and, eventually, erupt at the Earth's surface. Stress in the lithosphere may have different origins: tectonic, gravitational, thermal, residual or fluid overpressure (Park, 1988; Zoback, 1992; Zoback and Zoback, 2002; Zang and Stephansson, 2010; Fossen, 2016). Tectonic stresses derive from the relative motion between mantle flow and plate motion, and may be subdivided into first order (plate scale), second order (regional scale), or third order (local scale), depending on the volume in which a stress component is supposed to be uniform in magnitude and orientation (Zoback, 1992; Heidbach et al., 2007; Zang and Stephansson, 2010). Gravitational (loading) stresses correspond to the overlaying rock mass; they increase with depth in the Earth's crust and consider also the stress resulting from Earth's topography near the surface (Zang and Stephansson, 2010). Thermal stresses result from temperature changes in crustal rocks when they are buried, uplifted or exposed to local heat sources (e.g., magma, Turcotte and Schubert, 1982; Fossen, 2016). Residual stresses are those preserved in crustal rocks after the external force or stress field has been changed or removed (e.g., metamorphic transformations, cooling of magmatic intrusions, Fossen, 2016). Finally, we must also consider those stresses that can be imposed on crustal rocks by fluid overpressure, like when fluid is present in porous rocks trapped between non-permeable layers or due to magmatic intrusions (Gudmundsson, 2011a)

All these types of stresses will become components of the stress field that will characterize any point in the Earth's crust, the magnitude and orientation of which will depend on the spatial and temporal scales of observation and the corresponding relative value of each stress component. In a broad sense, it is important to know that first order tectonic stresses (plate scale stresses) are assumed to be constant in the whole thickness of the tectonic plate. Second order tectonic stresses (regional or intraplate scale) may vary over short distances depending on the relative position of the reference point inside a plate and the location of main geological structures, such as regional fault systems, mountain belts, or upwelling mantle plumes, or even the presence of collapse calderas, volcanic edifices or rift systems. Local tectonic stresses are also known as structural stresses (Jaeger and Cook, 1979) and correspond to stress field variations caused by active faults, local inclusions, magmatic intrusions, detachment horizons, and density and rheological contrasts. These forces act as major controls on the stress field orientations when the magnitudes of the horizontal stresses are close to isotropic (Heidbach et al., 2007).

Gravitational or loading stresses may also show significant variations depending on the spatial scale we are considering. At a regional scale it is considered that gravitational stresses increase progressively with depth, and that at a certain depth there are distributed more or less isotropically, thus giving rise to a stress state called lithostatic. However, at more local scales and much shallower depths gravitational stresses may differ significantly from one point to another depending on lateral stratigraphic changes and abrupt variations in topography (Muller et al., 2001; Gudmundsson, 2012). Thermal stresses at regional scales derive from the rheological changes that are produced on crustal rocks due to temperature variations caused by burial or uplift processes in sedimentary basins and orogens, as well as those caused by mantle upwelling in intraplate environments (Turcotte and Schubert, 1982; Schrank et al, 2012). At more local scale, these stresses may be significant around magma intrusions. Residual stresses appear in a rock if elastic strain remains after the external stress field is removed, as it may happen in cementation caused by overburden, metamorphic transformations, or tectonic deformation (Fossen, 2016). Finally, crustal stresses derived from fluid overpressure will appear in relation to fluid filled porous rocks, geothermal fields or magma intrusions (Gudmundsson, 2011a; Shapiro, 2015).

When evaluating the importance of each component on the stress field we should also consider the time scale at which they act or at which they may have a significant role. Stresses and the strain they may produce on the crustal rocks are time dependent, so when estimating the state of stress of a certain point we need to consider also the duration of the stresses acting on that point. For example, while first and second order tectonic stresses and gravitational stresses are more or less constant with regard to time, residual and thermal stresses will only be effective at long-term time scales (thousands to millions of years). In a similar way, fluid overpressure stresses may be effective in very short time scales (e.g., magma intrusions, pore-fluids in surface rock) or at longer time-scales when corresponding to buried fluid-saturated rock (e.g., oil reservoirs). Therefore, to understand how crustal stresses act on a specific point we will need to consider the spatial and temporal scales at which each stress component may operate.

Special attention is required for the local tectonic or structural stresses. These will depend on the mechanical characteristics of the rock mass we are considering. This may be classified as: (1) homogeneous, when the rock mass does not show rheological variations or structural discontinuities; (2) anisotropic, when rock properties vary with direction (i.e., there are rheological variations in the rock mass considered), and (3) heterogeneous, when inclusions of different rocks and/or structural discontinuities are present in the rock mass (Zang and Stephansson, 2010). The consequence of considering different rock mass characteristics is that the configuration of stresses in each of them may differ considerably from one to the other (Figure 2). Compared to homogenous rock masses in which the trajectories of the principal stresses will define a regular orthogonal pattern, anisotropic rocks formed by alternating stiff and soft materials will show a pattern oriented toward preferred anisotropy, as soft materials will accumulate higher strain while the stiff ones will attract higher stresses (Zang and Stephansson, 2010). In addition to anisotropies, crustal rock masses may show different scale heterogeneities caused by the presence of structural discontinuities.
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FIGURE 2. Sketch of the stress field and stress trajectories (solid bars) in homogeneous (left), anisotropic (center), and heterogeneous (right) rocks (adapted from Zang and Stephansson, 2010).



MAGMA MOTION

Magma motion in the lithosphere will be basically controlled by the overpressure of magma over that of rock. How this magma overpressure is achieved will be discussed latter. Now it is sufficient to assume that magma is over-pressurized, so it will migrate through the lithosphere controlled by the regional and local stresses that act on it (Takada, 1994; Traversa et al., 2010).

In the source region, magma transport will be dominated by porous flow through a deformable and partially molten matrix, from which it will segregate by compaction of the mantle unmelted residuum (Spera, 1980; McKenzie, 1984, 1985; Rubin, 1993c, 1998). At such depths and when a sufficient volume of magma has been accumulated, thus becoming gravitationally unstable, it will tend to continue ascending in order to equilibrate its excess pressure. It has been assumed that basaltic magma in the mantle may ascent as buoyant diapirs when rocks surrounding magma may deform plastically due to their relative low viscosity (Spera, 1980; Rubin, 1998). This ascending movement of magma will continue until the rocks above behaves as a brittle solid, in moment magma will ascent through fractures in the host rock. The transition from porous flow to flow through magma driven cracks is not only a function of the temperature of the host rock, but also of the rate of strain and the stresses involved (Rubin, 1993c, 1998). The brittle-ductile transition in the crust may be located higher than initiation of dyke propagation, which may occur much deeper, even into the upper mantle. This is not because of the temperature differences in the host rock, but because the timescale of deformation around a dyke is small compared to the viscous relaxation time scale of the medium, so brittle behavior occurs (Rubin, 1993c, 1998). Magma ascent will be halted if the host rock does not fracture in response to the pushing action of magma (Turcotte and Schubert, 1982; Maaloe, 1985; Middleton and Wilcock, 1994). However, if magma overpressure exceeds the cohesive and confining stresses of host rock, this will be broken apart forming a fracture through which magma may intrude and continue its emplacement to shallower levels (Jaeger and Cook, 1979; Spera, 1980; Maaloe, 1985; Rubin, 1993c, 1998; Menand, 2011). This is the most effective mechanism of magma transport in the lithosphere, particularly in the crust, in comparison with the diapiric ascent. In fact, seismic evidence indicates that magma-filled cracks may start to form at depth of 40–50 km or even greater, as it is suggested by the existence of earthquakes generated at these depths and by the presence of ophiolite peridotite bodies and other mantle inclusions erupted onto surface (Maaloe, 1985).

Magma-filled fractures or cracks are known as sheets intrusions, being named dykes when they cut across bedding or foliation/fabric in the host material, and sills when they are concordant with that. However, for the purposes of this paper, we will refer vertical or subvertical cases as dykes, and horizontal as sills, with the understanding that in detail it depends on the cross cutting relationships (Figure 3). The formation of sheet intrusions is regarded in the framework of hydraulic fracturing. In this context, a hydrofracture is a tension fracture in which the driving tensile stress is the fluid overpressure, so, in our case, the magma overpressure (see Gudmundsson, 2011a). Therefore, to start a sheet intrusion it will require to achieve the conditions for rupture of the rock and hydrofracture initiation (Jaeger and Cook, 1979; Gudmundsson et al., 1999; Gudmundsson, 2011a):
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where pm is the total magma pressure, σ3 is the minor principal compressive stress, and T is the local in situ tensile strength of the rock.
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FIGURE 3. Stress conditions compatible with dyke and sill intrusions. Dykes: Total magma pressure (pm) must be greater than the principal horizontal stress (σh) plus the tensile strength of the rock tested in extension parallel to the bedding (T//). Sill: pm is greater than the principal vertical stress (σv) plus the tensile strength of the rock tested in extension perpendicular to the bedding plane (T⊥) (adapted from Price et al., 1990).



Magma migration will be controlled by the regional tectonics and the gravitational stresses but also by local stress barriers defined by crustal heterogeneities such as local tectonic structures and rheological changes in crustal rocks. This means that it will tend to follow a path normal to the minimum compressive stress. If in its ascent to the surface magma finds a rheological or structural contrast between rocks, magma may become arrested or intrude laterally forming a sill (Pasquarè and Tibaldi, 2007; Tibaldi and Pasquarè, 2008; Tibaldi et al., 2008; Maccaferri et al., 2010; Menand, 2011; Gudmundsson, 2011b).

As we see in Figure 3, the propagation of a sheet intrusion as a dyke or a sill in an anisotropic medium will depend on the stress configuration at the front of the intrusion. If the total magma pressure (pm) is greater than the principal horizontal stress (σh), which may coincide with σ3, plus the tensile strength of the rock tested in extension parallel to the bedding (T//), the intrusion will propagate as a dyke. However, if pm is greater than the principal vertical stress (σv) plus the tensile strength of the rock tested in extension perpendicular to the bedding plane (T⊥) the intrusion will propagate as a sill (Price et al., 1990). If the sill is fed by a dyke, as it is illustrated in Figure 3, both conditions must be satisfied simultaneously at the junction of the feeder dyke and the sill. Therefore, it follows that (Price et al., 1990):
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The tensile strength of a pile of stratified rocks will be determined by the strength of the individual bedding planes, so T⊥ will be approximately zero (Price et al., 1990; Gudmundsson, 2011a,b). On the other hand, the tensile strength of most unjoined or unfractured rocks is of the order of 10 MPa or considerably smaller if the rock contains joints or fractures (Touloukian et al., 1989; Price et al., 1990; Gudmundsson, 2011a,b). So, we can deduce that a sill will only occur when the differences in magnitude between the horizontal and vertical stresses are very small (Pollard, 1973; Price et al., 1990). In many situations, if a sill is fed from a perfectly vertical dyke it will favor propagation laterally at both sides of the plane of weakness, while if the feeder dykes is inclined (i.e., oblique to the strata) the sill will tend to propagate only toward the side opposite to the dyke dip (see Figure 4). This generalized behavior, however, may change under particular stress configurations and rock rheology contrasts (e.g., Tibaldi and Pasquarè, 2008).
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FIGURE 4. Schematic representation of a discontinuity plane, corresponding to a rheological contrast between two rock beds, in advance of a developing vertical (A) and inclined (B) dyke enabling it to form a symmetric (A) and an asymmetric (B) sill, respectively (adapted from Pollard, 1969, in Price et al., 1990).



The orientation of the stress field may change (i.e., may rotate with respect to a reference position) depending on the exact contribution of each stress component at each point (Pollard and Muller, 1976; Pollard and Segall, 1987). At the time scale of magma propagation through a fracture (days to months) the near-tip stress field will be essentially controlled by the first and second order stresses, structural and gravitational stresses, the stresses associated with the magma overpressure, which will depend on the fracture geometry and total volume of magma, and occasionally by thermal stresses generated by thermal variations in the magma during emplacement (Turcotte and Schubert, 1982). To predict the direction of propagation of a magma-driven fracture and the possible location of the next monogenetic eruption it is important to understand how these stresses, or the resulting stress field, change with depth.

SHEET INTRUSIONS AND MAGMA OVERPRESSURE

The plumbing system of a monogenetic volcanic field (Figure 1) may include a source zone, where magma generates and migrates upwards by gravitationally-induced porous flow, and a series of intermediate reservoirs where magma may stop and differentiate for a while before continuing its ascent to the surface. This is clearly indicated by the petrology and geochemistry of magmas from monogenetic eruptions, which evidence certain degree of differentiation in most cases and occasional assimilation of crustal rocks that occurred at different depths (Thirlwall et al., 2000; Klügel et al., 2005; Stroncik et al., 2009; Valentine and Hirano, 2010; Brenna et al., 2011; Rowe et al., 2011; Hernando et al., 2014; Albert et al., 2015, 2016; Klugel et al., 2015). These intermediate reservoir zones, which will normally be located at rheological or structural discontinuities inside the lithosphere, do not need to be stable or permanent along the whole history of the volcanic field. Also, there is evidence that in some cases magma erupts directly from the source region, without suffering any differentiation in its journey to the surface (Bacon et al., 1995; Garcia et al., 1995). The reasons magma will either stop at different depths before reaching the surface or will ascend straight from the source region or a deep reservoir, depend on the magma overpressure and the state of stresses inside the lithosphere. This balance between magma pressure and lithospheric stresses will decide whether magma will be able to follow a straight path to the surface or will stop at certain depth, arresting its ascent or continuing it until internal pressure conditions are favorable again. Also, it will control the exact path that magma will follow and, finally, the location of the new vent in case magma has been able to reach the surface. In fact, the proportion of magmatic intrusions that become feeder dykes is minimum compared to the total number of dykes that may be generated during the whole life of a volcanic system (Gudmundsson et al., 1999). So, in order to know if a magma intrusion will reach the surface and cause an eruption we need to ask: (1) will magma have sufficient driving force (magma overpressure) to reach the surface)?, and (2) what is the path it will follow?

To answer the first question we need to understand which is the driving force of magma intrusions. It is obvious that for the same magma driving force, a different stress distribution may either reduce or enhance the possibilities for this magma to reach the surface. Figure 5 illustrates the concepts of total magma pressure (pm), magma excess pressure (pe) and magma overpressure or driving pressure (po), which are fundamental to understand magma migration (see Dahm, 2000; Gudmundsson, 2012). We consider a lithostatic reference state, which is the simplest stress model for the interior of the lithosphere, so there is no differential stress at depth (σ1 = σ3). In such situation and in equilibrium the total pressure of a deep magma reservoir will be equal to the lithostatic pressure (ρrgh). If a new injection of magma from the source region (or from a deeper reservoir) enters into the magma reservoir, it will increase the total magma pressure (pm = pl + pe) (see Blake, 1981). We assume that the resident and the new magmas are under-saturated in volatiles, so no free gas phase is present, which is a good assumption for basaltic magmas at depths of several tens of kilometers. The increase of magma pressure (excess pressure, pe) inside the reservoir will force the volume of the reservoir to increase. Depending on the rigidity of the surrounding rocks they will be able to deform elastically to a certain limit, so the reservoir will expand a little bit. If the volume increase permitted by elastic expansion of the host rock is sufficient to accommodate the pressure increase, the situation will return to equilibrium until a new intrusion of magma arrives. However, if the elasticity the host rock is exceeded it will fracture due to the tensile stresses, which are generated around the reservoir walls, and magma will be injected into the host rock. Previous calculations have indicated that volume fractions of new injected magma of approximately 0.1% of the volume of the reservoir in the absence of any gas phase are sufficient to produce the excess pressure necessary to trigger a magma injection (Blake, 1981). This volume fraction may increase to approximately 1% of the volume of the reservoir when a gas phase is present in the resident magma (i.e., at much shallower depths) due to the higher compressibility of the resident magma (Bower and Woods, 1997; Folch and Martí, 1998).
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FIGURE 5. Sketch illustrating the concepts of total magma pressure (pm), magma excess pressure (pe) and magma overpressure or driving pressure (po), as defined in the text. We consider a lithostatic reference state, which is the simplest stress model for the interior of the lithosphere, so there is no differential stress at depth (σ1 = σ3) (see text for more explanation).



The progression of a magma-driven fracture will depend on the total magma pressure, as indicated by Equation (1), which at the moment of the reservoir rupture can be rewritten as (Gudmundsson et al., 1999; Gudmundsson, 2012):
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where pl is the lithostatic pressure and pe is the excess pressure above the lithostatic necessary to initiate the rupture of the reservoir walls. At the moment in which magma starts to abandon the reservoir intruding the rock, and because at these depths magma tends to be less dense than the host rock, a buoyancy force (pb) resulting from the difference between the average densities of the host rock and magma, will be added to the initial magma excess pressure to help driving the sheet intrusion, so the resulting overpressure will be (Gudmundsson et al., 1999; Gudmundsson, 2012):
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where ρr is the average host-rock density, ρm is the average magma density, g is acceleration due to gravity, h is the depth of the source, and σd is the differential stress (σd = σ1 − σ3), which in the case of an isotropic (lithostatic) situation will be 0. To continue the intrusion, magma overpressure must be large enough to fracture the rock and to overcome the viscous forces of resistance opposing to flow (Middleton and Wilcock, 1994). And this will be achieved if a sufficient volume of magma is available at the reservoir from which the intrusion is being pumped up. However, for simplification we have not considered in our calculations the viscous pressure dissipation along the length of the dyke due to magma flow. The exact volume of magma needed to ensure that an intrusion will reach the surface will depend on each case on the physical characteristic of magma and host rock (see Traversa et al., 2010, Equations 15 and 38). Also, magma intrusion must occur at sufficient high rate in order to avoid much cooling of magma that could increase its viscosity in excess, halting motion. If magma intrusion progresses enough to reach shallower levels, it may start degassing due to the decrease of lithostatic pressure. If this gas is retained at the tip of the sheet intrusion it will represent an additional increase of pressure at the interior of the intrusion, but if it escapes through the rock porosity, pressure will decrease as magma density will increase.

As indicated before, to know the exact path a magma intrusion will follow and where it will intersect the surface, we have to consider how the orientation of the stress field may change all along the magma pathway. This requires to know the internal structure of the system, including the location and size of stratigraphic, lithological, rheological and structural discontinuities, lateral and vertical extent of major tectonic features, horizontal distribution of deviatoric stresses, and distribution of loading stresses due to complex topographies. Obviously, this is not an easy task. In fact, in comparison with classical sedimentary basins, the internal geometry of volcanic systems is much more complex due to the irregular stratigraphic relationships shown by volcanic materials, their contrasting lithologies, their affectation by active tectonics, and the numerous magmatic intrusions that may be present. Imaging the interior of volcanic systems at lithospheric or crustal scales with geophysical methods does not provide models sufficiently detailed to detect dykes or sills. In recent years, the application of high resolution shallow geophysical methods has opened a new window to visualize in great detail the internal geology of volcanic systems (e.g., Mrlina et al., 2009; Cassidy and Locke, 2010; Bolós et al., 2012; Barde-Cabusson et al., 2013; Blaikie et al., 2014), but their resolution does not penetrate deeper than a few hundreds of meters. Therefore, obtaining a precise picture of the interior of a volcanic system and how a new injection of magma may cross it to reach the surface is, by now, still difficult. However, having a minimum knowledge at a lithospheric and crustal scale of the main stratigraphic units, the distribution of the main tectonic structures, the orientation of the current regional stress field, and the topography of the area, we can infer the main stress constraints that sheet intrusions may have.

DYNAMICS AND MECHANICS OF SHEETS INTRUSIONS IN THE LITHOSPHERE

We will start examining the conditions to drive a sheet intrusion (dyke) to the surface from four different reservoirs located at different depths, in an isotropic and homogeneous lithosphere. Each reservoir is recharged from below in order to cause the excess pressure necessary to initiate the sheet intrusion (Figure 6). The conditions for pm, pe, and po are as explained above and in Figure 5. For each case, we will study the critical influence of the magma reservoir size on eruption likelihood, quantifying the volume required for the creation and growth of a dyke from the reservoir to the Earth's surface, and the magma overpressure achieved in each case inside the dyke. In all cases, we will assume that the geometry of the reservoir allows tensile stresses to concentrate at the center of its upper part, so the sheet intrusion will propagate vertically toward the surface.
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FIGURE 6. Sketch illustrating a sheet intrusion in a homogeneous and isotropic lithosphere, as described in text.



To compute the critical volume required for the creation and growth of a dyke we use the mathematical approximation performed by Traversa et al. (2010), which relates the magma reservoir volume, Vr, and the reservoir excess pressure variations due to dyke propagation:
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where ΔVr is the variation (decrease) in reservoir volume produced by the magma injected in the dyke, ΔPrvar is the corresponding decrease of the reservoir excess pressure, and G and K are the shear and bulk moduli of the host rock.

Combining Equation (5) with Equation (4), which gives us the magma overpressure in the dyke, po, and assuming that the decrease of reservoir overpressure is (mainly) caused by the dyke propagation up to the surface, we may establish the approximation:

[image: image]

With this relation we can calculate the minimum reservoir volume, Vr, required for a dyke injection, ΔVr, for different reservoir depths and density contrast (ρr − ρm) scenarios. Figure 7 shows the results of model calculations for each scenario. We show different plots with the evolution of the magma overpressure at the dyke tip (in blue) propagating up from the reservoir roof (at 5, 15, 25, and 40 km depth) through the crust. Using Equations (4) and (5) we have calculated the corresponding minimum size of the reservoir at different heights of the dyke (in red) for a common priori magma injection ΔVr = 1.0 × 108 m3, which represents the maximum value of intrusions associated with the historical eruptions in the Canary Islands (Becerril et al., 2013b). As excess pressure, pe, at the time of hydrofracturing formation is normally equal to the tensile strength of the rock (Gudmundsson, 2012), we used a constant = 3 MPa, that represents the most common value of the crustal rocks tensile strength (Gudmundsson, 2012). To estimate the magma overpressure at the dyke tip, po, we have also considered the contribution of magma buoyancy, pb, as indicated in Equation (3). The results obtained applying this simple model (i.e., isotropic and homogeneous lithosphere) show that, depending on where it starts inside the lithosphere, any sheet intrusion will require a specific available volume of magma and a critical overpressure to ensure that it will arrive at the Earth's surface (Figure 7). A more realistic approach, even assuming an isotropic and homogeneous lithosphere, would have required considering the exact rheological behavior of the host rock (elastic or rigid) in front of the pressure changes in the reservoir, the rheological changes of magma due to pressure and temperature changes during dyke emplacement, and also the pressure drop due to viscous flow of the magma (see Turcotte and Schubert, 1982; Gudmundsson, 2011a). However, our model offers a first order approach that we consider valid for the purpose of this review. The implications derived from this model will not change in the case of a more realistic heterogeneous and anisotropic lithosphere. However, it will be necessary to know the exact distribution of potential stress barriers inside the lithosphere to be able to predict a magma path. In such cases, any stress barrier caused by a density or rheological contrast, presence of a tectonic structure, or existence of a differential stresses may induce stress rotation and make the sheet intrusion divert from the direction it was propagating, or even to arrest it in case the overpressure required to surpass that obstacle is not achieved. This may explain how dykes may divert into sills forming new magma reservoirs (Menand et al., 2010; Gudmundsson, 2011a), or how dykes or sills may propagate for tens of kilometers inside the crust before becoming vertical again and erupting at surface (e.g., Martí et al., 2013) or stopping before it reaches it (e.g., Wright et al., 2006; Ayele et al, 2007).
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FIGURE 7. Graph plots showing results concerning magma overpressures and magma volumes required in each scenario of Figure 5. We show different plots with the evolution of the magma overpressure at the dyke tip (in blue) propagating up from the reservoir roof (at 5, 15, 25 and 40 km depth) thought the crust, and the minimum size of the reservoir at different heights of the dyke (in red) for a common priori magma injection ΔVr = 1.0 × 108 m3. We have considered three possible cases of positive, null and negative density contrast between the magma and the host rock, with 2.55 × 103 kg/m3 for a mean value of the magma density range (Murase and Mcbirney, 1973) and 3.0 × 103, 2.55 × 103 and 2.0 × 103 kg/m3 for host rock, assuming that most crustal rock densities are in that range (Gudmundsson, 2012). We used K = 1.0 × 109 Pa for the bulk modulus and G = 1.13 × 109 Pa for the shear modulus.



Assuming similar conditions to the previous case for the magma reservoir, we consider now an heterogeneous and anisotropic lithosphere with rheological differences (layers with different color, Figure 8) or presence of faults or cracks (black bars, Figure 8), each one representing a different stress component in the total stress field. We also include an intermediate stop with the formation of a new intermediate reservoir for calculating what is needed in that case, first to stop magma migration for a while, and second to initiate and sustain a new sheet intrusion from that shallower position, assuming a continuous connection with the deeper reservoir. We assume that rock rheological contrasts hinder magma migration and that the presence of faults and fractures facilitate it (see Delaney et al., 1986; Gaffney et al., 2007; Le Corvec et al., 2013c).
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FIGURE 8. Sketch illustrating the progression of a sheet intrusion in a heterogeneous and anisotropic lithosphere. We include an intermediate stop with the formation of a new intermediate reservoir for calculating what is needed in that case, first to stop magma migration for a while, and second to initiate and sustain a new sheet intrusion from that shallower position, assuming a continuous connection with the deeper reservoir. We assume that rock rheological contrasts hinder magma migration and that the presence of faults and fractures facilitate it. We also indicate the mechanical constraints at each contact between layers of different rheologies, the stress conditions at the tip of the sheet intrusion at different steps of its propagation to the surface, and the magma overpressure in the sheet intrusion at any moment of its emplacement (see text for more explanation).



With regard to structural discontinuities we have to differentiate between faults (discontinuity in an homogeneous rock mass that has undergone some relative shear displacement and that is assumed to have material toughness in fracture mode I (extension) equal or close to 0), and fissures, joints or cracks that would represent tensional pre-existing or newly formed rock rupture zones that present a considerable toughness. In other words, it is assumed that faults are already open while joints or cracks will offer a variable resistance to open and propagate under tensile stress depending on the material they form in.

Therefore, for a dyke to open a pre-existing fault magma pressure has to overcome the compressive normal stress on the fault (that keeps the fault closed). Once magma opens the fault, it will starts flowing inside and magma intrusion will continue through the fault plane while the mechanical conditions along it do not change. However, if the fault plane is intersected by other fractures, particularly in the hanging wall, these may capture magma if the pressure required to propagate any of the hanging fractures is less than the pressure required to open and flow along the fault plane (Gaffney et al., 2007). Gaffney et al. (2007), proposed an analytical solution to approximate the conditions under which magma will flow either along the fault or upwards into the hanging wall.

In a heterogeneous rock that contain faults and joints, magma will open a pre-existent fault if magma overpressure is:

[image: image]

and will open a tensile fracture if magma overpressure is greater than the sum of the normal stress in the fracture, plus the material toughness ΓI in fracture mode I (an extension fracture). For a fracture length, a, in an infinite or semi-infinite medium with a stress-intensity factor at the fracture tip due to magma pressure inside the fracture, KI, the condition can be written as follows:

[image: image]

where the coefficient β accounts for the geometry of the fracture, being in the simplest form (uniform pressurized elliptical flat crack of radius, a, at the edge of a semi-infinite plane), β = 1.12 (Dundurs, 1969; Rice, 1980; Gaffney et al., 2007).

If the fault has a dip angle, α, the stress normal to the fault will be:

[image: image]

Assuming that the vertical stress is gravitational, σv = ρgd (ρ the density of the rock, g the gravity acceleration and d the depth) and that the horizontal stress, σh, (positive compressive, negative tensile) is proportional to the vertical stress (σh = k.σv), the minimum fracture length required for a dyke to propagate vertically in a medium where the normal stress on the fracture plane is approximated by the far-field stress, σ = σh, is:

[image: image]

and the critical depth, dc, for a given fracture length, a, greater the total depth, d, the dyke will propagate vertically:

[image: image]

Figure 9 shows the results of these second calculations. These results are in good agreement with those obtained by Gaffney et al. (2007). Both show that the minimum length of a vertically-oriented hanging-wall fracture needed to divert magma from a fault plane diminishes considerably with depth. Therefore, for a dyke to be captured by a pre-existing fault that it intersects, the fault will need to be either relatively high-angle, and/or the intersection will be at shallow depths (<3 km). In other words, it is not straightforward for magma to enter a fault in the first place. Once that has happened, then the analysis shown in Figure 9 applies to the magma subsequently being diverted upward from the fault plane. Therefore, for magma to propagate horizontally at great depth, it will require specific structural and/or mechanical conditions that will force such type of movement instead of migrating vertically toward shallower levels. Another implication of the results shown in Figure 9 is that, as earthquake magnitude is proportional to the fracture length, the smaller magnitude earthquakes (that would correspond to small fractures opening at the hanging wall) would be observed from very deep to close to the surface, while the greater magnitude earthquakes will only occur closer to the surface (Figure 9D).
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FIGURE 9. Graph plots showing the results from the scenario illustrated in Figure 8. (A) the minimum length of a vertically-oriented hanging-wall fracture needed to divert magma from a fault plane with normal stress σn (B) the critical depth for different fault dip angles, α = [0°, 15°, 30°, 45°, 60°, 75°, and 85°], according to the model shown in (C). We have used a fracture toughness typical of basalts, ΓI = 4 MPa m1/2, β = 1.12 and k = 1/3. In (D) we summarize (A,B) results: the critical fracture length decreases with depth and for the same depth it is shorter for lower fault dip angles. This means that in the presence of a fractured media, except close to the surface, it will be improbable that a dyke propagates along low angle fault planes (red arrows). However, propagation along long angle fault planes will be facilitated (green arrows) at much lower depths (or much lower σv values).



In the case of a dyke intersecting a stratigraphic discontinuity that represents a rheological contrast between two rock layers, the dyke may become arrested, penetrate the contact, or be deflected along it (He and Hutchison, 1989; He et al., 1994; Gudmundsson, 2011a,b). The general stress conditions for the dyke to continue its propagation or to become a sill have been analyzed before (see Figures 3, 4, and Equation 2). We will examine here the influence of different mechanical properties at both sides of the rheological contact. Following the formulation presented by He and Hutchison (1989) and He et al. (1994) for the case of a dyke crossing a mechanical discontinuity, the condition for penetrating it depends on the rate of the strain energy release associated with dyke penetration:

[image: image]

and the strain energy rate associated with deflection (sill formation):
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where, KI, is the mode I (tensile) stress-intensity factor, KII, the model II (shear) stress-intensity factor, which depends on the magma pressure inside the dyke and on the geometrical properties of the contact, and υ and μ area the Poisson's ratio and shear modulus, respectively, corresponding to layer 1 (upper) and layer 2 (lower), when the dyke in layer 2 tries to penetrate into layer 1.

The dyke is likely to continue its vertical path penetrating into layer 1 if:

[image: image]

where Γ1 is the layer 1 mode I toughness and ΓD is the toughness on layer 2 for the combined models I and II.

For a given dyke-segment length a, reaching the contact, the rate Gd/Gp depends only on the relation of the mechanical properties of both layers and not on the magma pressure, so an increase in magma pressure will imply a longer distance reached by the sheet intrusion but will not influence the direction of emplacement. He and Hutchison (1989) showed that a dyke becomes deflected between two layers of contrasted mechanical properties only if the material toughness of layer 2 is less that 26% of the material toughness of layer 1. So, a dyke will deflect into a sill when ΓD < 0.26 Γ1 and will continue as a dyke crossing the rheological contact when ΓD > 0.26 Γ1. Moreover, when the stiffness (Young modulus, E) of the layer 1 (upper) is less that the stiffness of layer 2, there is generally much less tendency for deflection of a dyke into a sill (Gudmundsson, 2011b), and conversely, being improbable the dyke to penetrate in layer 1 when E1 >> E2.

Therefore, despite magma overpressure being the driving force for magma to move upwards, it will not control whether a dyke will be deflected into a sill at a rheological contrast or will continue straight. This will be determined by the mechanical contrast between the two rocks. This is an important concept, as higher magma overpressures will only represent longer emplacement distances but not necessarily higher capacities to cross heterogeneous lithologies and to reach the surface. This is particularly applicable to unfractured media. If an ascending dyke intersects a much stronger layer, it is still more likely to continue vertically if there are any vertical/subvertical fractures in that stronger layer, particularly if this occurs at depth as previously indicated by Gaffney et al. (2007), and now in this study (Figure 9). Faults and fractures may facilitate paths for magma ascent, as they represent zones of more favorable stress conditions for magma to penetrate into the host rock with lesser energy consumption, as it seems to be confirmed by the structural control in the location of vents observed in most of the monogenetic volcanic fields (e.g., Le Corvec et al., 2013b). However, the effectiveness of structural features to direct magma migration depends on the depth and dip angle of each structure, the pre-existing normal or transtensional faults being very effective in transporting magma at very shallow depths.

DISCUSSION

In this review we have considered the main aspects that govern magma migration in monogenetic volcanic systems. We have tried to offer a comprehensive review of what happens in the plumbing systems of such type of volcanoes and how they prepare for new eruptions. We have not intended to provide a complete review of monogenetic volcanism, for which there are already excellent studies (e.g., Wood, 1980; Tibaldi, 1995; Connor and Conway, 2000; Walker, 2000; Valentine and Gregg, 2008; Németh, 2010; Le Corvec et al., 2013b; Németh and Kereszturi, 2015), but we have tried to clarify the most relevant concepts that need to be understood when conducting hazard assessment in such volcanic fields and, in particular, during the probabilistic analysis of analysis of vent opening (volcanic susceptibility). In this sense, we have concentrated our attention on dyke ascent processes in response to the surrounding environment (stress fields, structures, etc.), but have not considered specifically the potential effect of magma flux and magmatism-induced stresses on the ambient ones. This effect was studied by Valentine and Perry (2007) and Le Corvec et al. (2013c), among others. We have considered it as a long term effect that will determine whether the magmatism responsible for the formation of the volcanic field will respond passively to or will actively overwhelm ambient tectonism, so its potential contribution should be added to the stress field. However, it will not significantly modify the stress configuration that governs sheet intrusion.

The reason why magma will erupt at one specific point and not at any other on the volcanic field depends on how the magma driving force will act against the stresses configuration inside the lithosphere, and not only at surface. This 3D stress configuration results from a combination of regional and local stress components that define for each point a resultant stress field that will determine whether magma will continue or halt its migration, and the path it will follow in the first case. Through the definition of a series of basic concepts and the application of two very simple models, we have tried to explain the first order physical requirements for magma to migrate inside the host rock and why that migration will follow a certain path or direction and not any other.

Monogenetic volcanic fields are well distributed all around the world and in most geodynamic environments. This implies that the geodynamic constraints (i.e., the regional tectonic stresses) do not determine whether or not such type of volcanism will be present in a specific tectonic setting, but contribute to the distribution and extent of monogenetic volcanic fields. A quantitative comparison of a large number of volcanic fields in different settings was provided by Le Corvec et al. (2013b). Monogenetic fields present different characteristics, including eruption frequency, total erupted volumes, or long term magma fluxes, and may correspond to different tectonic settings. However, magma migration processes are basically the same in all cases and differences in location of volcanic vents, extension of the volcanic fields, eruptive recurrence, or temporal and spatial evolution of vent clustering, may be easily interpreted as due to the different regional stresses (tectonics) governing each of them, as a consequence of the different geodynamic settings where they are located.

We have analyzed how magma acquires the necessary overpressure to cause a hydraulic fracture and migrate through it to shallower levels. We have assumed in all cases a scenario defined by the presence of a reservoir over-pressurized by intrusion of new magma from below, and it being this excess pressure that is the driving force to initiate and drive magma intrusion. Fracture propagation is then controlled by the magma overpressure that results from the excess pressure at the source reservoir and the buoyancy component derived from the density differences between magma and host rock. In this scenario there is always a connection between the source reservoir and the propagating sheet intrusion, so the overpressure required to ensure magma propagation is always depending on the source reservoir minimum volume. We have calculated this minimum volume and the resulting magma overpressures for different host rock configurations, and the results obtained show how shallower reservoirs require larger minimum volumes than deeper reservoirs to acquire the necessary magma overpressures to sustain sheet intrusion up to the surface. This is due to the fact that the buoyancy component of the magma overpressure is less effective at shallow depths, so the magma excess pressure (i.e., volume) in the reservoir needs to be higher. From these results it is also important to note the role of the density contrast between magma and host rock, as this also determines the magma excess pressure that will be necessary to ensure effective magma migration and, consequently, will determine the minimum volume the source reservoir will need to have. Magma migration through sheet intrusions in an anisotropic and heterogeneous host rock will be governed by the same principles but requiring higher overpressures to surpass stress barriers that may inhibit magma movement. This will normally imply changes in the direction of the intrusion, so making its paths toward shallower levels unpredictable, except the exact position of such stress barriers at the interior of the volcanic systems is well known. In a similar way, magma migration can change direction when finding structural discontinuities such as normal faults or tensional fractures that may trap magma facilitating its ascent toward shallower levels.

The scenario for magma intrusion that we have considered contrasts with other accepted models of magma propagation through fissures in which the sheet intrusion disconnects from its source as it migrates. In this case (see Rubin, 1995; Valentine and Gregg, 2008) it is assumed that the exsolved gas concentrates at the dyke tip and exerts the maximum overpressure, thus reducing the pressure at the base of the magma column causing the wall rocks to squeeze inward and push the magma upward. However, geophysical monitoring data recorded during recent eruptions (e.g., El Hierro, Martí et al., 2013; Bardarbunga, Gudmundsson et al., 2014; Sigmundsson et al, 2015) confirm that, at least in these cases, there was a continuous connection between the advancing sheet intrusion and an overpressure source during the whole event.

In this conceptualization of how magma migrates inside the host rock, we should not confuse the capacity for magma to create hydraulic fractures (i.e., magma overpressure) with the orientation that these fractures will have (determined by the external stress field components). From the models presented here we can deduce that only at very shallow depth (<3 km) magma overpressure will be the main component of the local stress field. This is an essential concept when dealing with volcano monitoring and eruption forecasting. Most volcanic models or methods that have been developed (Connor, 1990; Connor et al., 1992, 2000; Ho, 1992, 1995; Martin et al., 1994; Ho and Smith, 1998; Connor and Conway, 2000; Alberico et al., 2002; Martí and Felpeto, 2010; Cappello et al., 2012; Selva et al., 2012; Bartolini et al., 2013; Becerril et al., 2013a; Bevilacqua et al., 2015) consider the observable tectonic structures (eruptive fissures, joints, faults, dykes, sills, lineations, vent location) as indicators of paleostresses, so when they are combined with the age at which they formed we can obtain a picture of the stress evolution with time at surface. In this sense, the youngest structures will indicate the most recent stress configuration, and will define the areas with higher probabilities of hosting new vents. According to this assumption and regardless of the interpolation method used to estimate the spatial probabilities, the areas including the most recent structures will receive higher susceptibility values. And this would be a good approach and a reliable result if magma would ascent vertically from the source. However, none of these models consider the regional stress field or the variations of stress with depth. This implies that the result obtained may not be sufficiently precise according to the level of uncertainty that is acceptable in a hazard assessment. In fact, well monitored recent eruptions (e.g., Bardarbunga, El Hierro), even if they do not perfectly represent pure monogenetic eruptions, showed how magma may migrate horizontally for long distances inside the volcanic system, thus making the short term estimate of volcanic susceptibility (i.e., considering monitoring information, see Sobradelo and Martí, 2015) very challenging. Also, previous studies (e.g., Maccaferri et al., 2011; Menand, 2011; Taisne et al., 2011; Gudmundsson, 2011b) and the models presented here indicate how an ascending magma path may be diverted or arrested in a heterogeneous and anisotropic lithosphere, depending on how regional and local stress components will be distributed. Moreover, it is worth mentioning that each new intrusion episode (ending or not with an eruption) may induce changes in the local stress distribution creating new stress barriers that did not exist before and that may affect magma movement in further intrusions.

Therefore, one of the aims of this review has been to add some basic physics to the geological record based hazard models that are being used in monogenetic volcanism, in order to help understanding how they work and the uncertainly that their results may have associated with them. In fact, if volcanoes are clustered or aligned, it is reasonable to use that information to weight spatial probabilities for future events, but it is also important to know that the conditions for such particular distribution of vents depend on how stresses distribute inside the volcanic system and not only at surface. Unfortunately, the uncertainty in the deep subsurface processes and material properties is quite large and largely irreducible. The very basic dyke models we have provided in this review may not help to reduce the uncertainty in forecasting monogenetic eruptions, but we hope they will help to better understand which is the source of that uncertainty.

Of course, if no changes occur in the distribution of regional and gravitation stresses in the area between two successive eruptions, we may consider that magma migration will follow a similar path in both if it starts from a source located in a similar position. So, consequently, the next eruption may occur close to the previous one. The difference in the final position of the new vent may be caused by the influence of very shallow stress barriers created by the intrusion(s) remaining from the last eruptive event. However, the occurrence of clusters of vents of different location and age suggests the existence of significant stress changes at a timescale longer than the eruptive recurrence of the system. Therefore, eruptions occurring under the same regional stress configuration will tend to vent one close to the other, but when tectonic changes have occurred the location of vents will probably change, clustering in another sector of the volcanic field, as it is observed in many monogenetic fields. So, if the time scale for a hazard forecast is short compared to the time scale for changes in the ambient stresses and material properties and magma generation at depth, then a hazard forecast based on a sufficient portion of the history of the volcanic field is reasonable. Anyway, it will be also necessary to assess whether the behavior of the volcanic field has changed over long time scales, and whether there is evidence for sufficient change in a very recent time scale that is not yet reflected in the pattern of volcanism (e.g., Connor et al., 2000, 2009, and references herein).

As we have explained before, when we conduct long term hazard assessment one of the first actions we have to undertake is the evaluation of spatial probability of vent opening. This task will essentially be undertaken based on structural indicators such as position of vents, eruptive fissures, fractures, faults, and dykes, which will be computationally weighted according to their relative age. It will be also important to consider the current configuration of regional horizontal stresses and gravitational stresses in case of abrupt topographies. However, in a volcanic crisis we will need to systematically update this information in real time as soon as monitoring information arrives (see Sobradelo and Martí, 2015; Bartolini et al., 2016), as the evolution in the position of magma at depth and its potential arrival at surface may change with respect to what was predicted in the long-term susceptibility analysis. Anticipating possible changes of the unrest activity and, consequently, of the potential location of a future vent, will depend on the characteristics of our monitoring network, but also on the knowledge we may have of the internal structure of the volcanic system. The better this is, the more accurate (i.e., less uncertainty) will result our forecasting of the possible eruption.

FINAL REMARKS

Monogenetic volcanic fields are not easy to forecast due to the apparent random character of magma migration inside them. Even during unrest episodes, in which we have real time monitoring data, it is not an easy task to forecast well in advance where the new vent will form, as drastic changes in the direction of magma propagation may occur due the presence of unforeseen stress barriers at the interior of the volcanic system. This review has intended to clarify some basic aspects of magma transport in monogenetic fields, in order to help understanding the sources of uncertainty associated with eruption forecasting in such systems. It is obvious that the more information we will be able to provide on the internal structure of monogenetic fields, the better will be the interpretation of unrest episodes and the anticipation to future eruptions. Unfortunately, it is not easy to know how crustal stresses change with depth and where significant stress barriers may be located in such volcanic systems. Therefore, it is worth insisting on the need to combine geological studies, aimed at characterizing the nature and age of the main structural features observable at surface, together with geophysical studies (e.g., seismic, magnetotelluric, and electric tomographies, high resolution gravimetry, etc) imaging the interior of the volcanic systems, as well as with geodynamic models on regional stresses, to better characterize vents distribution in monogenetic fields. Moreover, the information provided by such multidisciplinary studies should be incorporated and computed into the long and short term susceptibility analysis of such volcanic systems in order to get more precise hazard assessments and, thus, to be able to forecast more accurately what may happen in case of new eruptions.
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