
feart-07-00201 August 20, 2019 Time: 15:33 # 1

ORIGINAL RESEARCH
published: 21 August 2019

doi: 10.3389/feart.2019.00201

Edited by:
Michael Lehning,

École Polytechnique Fédérale
de Lausanne, Switzerland

Reviewed by:
Vincent Vionnet,

University of Saskatchewan, Canada
Ruzica Dadic,

Victoria University of Wellington,
New Zealand

Stuart John Bartlett,
California Institute of Technology,

United States

*Correspondence:
Stephen A. Drake

stephendrake@unr.edu

Specialty section:
This article was submitted to

Cryospheric Sciences,
a section of the journal

Frontiers in Earth Science

Received: 16 December 2018
Accepted: 23 July 2019

Published: 21 August 2019

Citation:
Drake SA, Selker JS and

Higgins CW (2019) Pressure-Driven
Vapor Exchange With Surface Snow.

Front. Earth Sci. 7:201.
doi: 10.3389/feart.2019.00201
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Atmospheric pressure changes ranging from high-amplitude, low-frequency events
caused by synoptic weather systems to smaller amplitude, high-frequency events
caused by turbulence penetrate permeable snow surfaces. Fluxes driven by these
pressure changes augment non-radiative processes that filter atmospheric aerosols
and drive near-surface vapor flux by sublimation, condensation and deposition. We
report on field experiments in which we measured the amplitude of mid-to-high
frequency pressure changes as they varied with depth in a seasonal snowpack
and on two empirical models that distinguish conditions that promote pressure-
driven vapor exchange. We found that the standard deviation of pressure changes
poorly characterizes pressure perturbation amplitudes that drive vapor exchange
because many low amplitude perturbations mask the influence of less common
but more consequential high amplitude perturbations. Spectral analysis of pressure
perturbation energy at different snow depths revealed an empirical formula that
quantifies perturbation pressure attenuation as a function of frequency and depth
in snow. Model results indicated that sublimation enhancement is maximized for
perturbation pressure periods between 0.2 and 10 s.

Keywords: snow, vapor, exchange, sublimation, pressure, perturbation, fluctuation, frequency

INTRODUCTION

Wintertime sublimation diminishes the capacity of alpine regions to supply runoff during the
following dry season. Sublimation rates may be high for windblown snow (Pomeroy et al., 1999;
MacDonald et al., 2010) and for canopy-captured snow (Schmidt, 1991) but these environs
typically represent a small fraction of seasonal snowpack mass. The midwinter sublimation rate of
stationary surface snow is considerably lower than suspended snow (Strasser et al., 2008; Zwaaftink
et al., 2013), but it comprises the vast majority of snow susceptible to phase change (Déry and
Yau, 2002; Zwaaftink et al., 2011; Ayala et al., 2017). Mass loss by surface snow sublimation
may therefore exceed mass loss by higher rate processes seasonally on a basin-wide basis even
at a reduced sublimation rate (Troendle and King, 1985). Meteorology, orography, aspect and
vegetation type are among the factors that modulate the partitioning of sublimation between
suspended, canopy-captured and surface snow (Molotch et al., 2007; Vionnet et al., 2014; Sexstone
et al., 2018). Sublimation is particularly relevant for dry climates (Marchant and Head, 2007) but
can also be important during low snowfall years for regions that climatologically receive ample
snowfall (Harpold et al., 2012; Reba et al., 2012). For example, during the 2014–2015 winter in the
Cascade Range of the Pacific Northwest (United States), sublimation loss at high elevations during
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prolonged midwinter dry periods exacerbated water loss from
an already diminished snowpack and contributed to historically
warm and low autumn stream flow in the Willamette basin
(Ficklin et al., 2015; House, 2015).

Vapor exchange between snow and the atmosphere is
enhanced by solar radiation (Elder et al., 1991; Gustafson et al.,
2010). Nevertheless, net sublimation can occur in lieu of direct
solar radiation (Pomeroy and Brun, 2001). Snow will sublimate
into subsaturated air until equilibrium between sublimation
and deposition is established. In a controlled laboratory study
Neumann et al. (2009) found that sublimation rate is not energy
limited but rather limited by vapor diffusion into pore space,
which, in turn, depends on ventilation rate and the vapor pressure
deficit of interstitial air. The melting point of ice serves as a
limiting factor for the saturation vapor pressure of air in contact
with snow and thereby constrains sublimation potential.

Snow is a porous medium and air can pass between interstitial
pore space and the atmosphere. As illustrated in Figure 1,
increased air pressure pushes atmospheric air into the snow and
decreased air pressure relaxes the air column causing saturated
air to translate out of the snow. This physical process is referred
to as “wind pumping” or “pressure pumping” (Clarke et al.,
1987; Colbeck, 1989 (hereafter referred to as CB89); Albert, 1993;
Cunningham and Waddington, 1993; Waddington et al., 1996;
Li and Pomeroy, 1997; Massman et al., 1997; Lehning et al.,
2002; Takle et al., 2004; Bartlett and Lehning, 2011; Bowling and
Massman, 2011; Drake et al., 2016). If the air that is pushed
into the snow is subsaturated w.r.t. temperature of the interstitial
air then one cycle of inward and outward air generates an
upward vapor flux.

Large amplitude pressure changes caused by synoptic weather
patterns are too infrequent to significantly impact vapor flux
by bulk air displacement. However, wind flow over surface
rugosities and turbulence generate pressure changes at high
enough frequencies to impact vapor exchange if their amplitude

FIGURE 1 | Increasing pressure compresses atmospheric air into the
snowpack and decreasing pressure allows saturated air (denoted in blue) near
the snow surface to translate into the atmosphere. Successive pulses of influx
and efflux generate an upward flux of water vapor if the air above the snow is
subsaturated. As shown, the horizontal axis is spatial but could rather be
temporal.

is sufficient. CB89 and Albert (2002) theorized that wind blowing
over roughness elements stimulates local pressure gradients
that cause alternating zones of preferential sublimation and
deposition. The potential for turbulence to generate pressure
changes with sufficient amplitude to enhance sublimation
remains an open question. The basis for neglecting high-
frequency (>0.1 Hz) pressure changes as a process that can
enhance sublimation has relied on pressure measurements
collected over an agricultural field (Elliot, 1972) rather than
snow. Using Elliot’s (1972) results, CB89 developed an empirical
formula to diagnose perturbation pressure as a function of
wind speed:

p′ = 0.0327e0.383M (1)

where M is wind speed (m s−1) at 5 m height and p′ is the
amplitude of a wind-induced pressure perturbation (Pa). In
this paper, we investigate the potential for pressure pumping
to enhance surface snow sublimation and thereby contribute to
snow water equivalent (SWE) loss. Our methodology includes
field experiments and empirical modeling. First, we test the
validity of Eq. (1) with measured values obtained in field
experiments. Next, we examine the attenuation of pressure
fluctuations with depth in snow by spectral methods. We
then apply two empirical models to test the hypothesis that
atmospheric pressure changes enhance upward vapor exchange
in the presence of wind and a vapor pressure deficit above
the snow surface.

MATERIALS AND METHODS

We deployed the field experiment at three sites: Santiam Pass,
OR, United States (1468 m elevation), Dutchman Flat Sno-Park
(sic), Oregon (1905 m elevation) and Storm Peak Lab, CO,
United States (3220 m elevation) to obtain measurements across
a range of snow regimes. The Santiam Pass site was a relatively
flat 1/4 ha meadow in sparsely wooded terrain; the Dutchman
Flat site was a 13 ha, open (nearly unvegetated) site; Storm Peak
Lab was a high-altitude site with gently sloped terrain toward
the windward direction during the field campaign. Proximity
of trees at the Santiam Pass site, orography at the Storm Peak
Lab site, and differences in microtopography between all three
sites influenced turbulence intensity and perturbation pressure
amplitude. Generally smooth snow cover was investigated in
this experiment although we cannot preclude the possibility that
topography and surface rugosities were consequential instigators
of pressure fluctuations. The thrust of this experiment is to
determine the role of pressure changes for vapor transport
rather than quantifying the relative impact of different factors
that generate these pressure changes. The highest winds in this
experiment were recorded at Storm Peak Lab, however, these high
winds were accompanied by blowing snow that invalidated sonic
anemometer measurements and are thus not included in the
presented results. Deployments are organized as cases in Table 1.

The experimental setup (see Figure 2) can be deployed
within an hour, minimizing the likelihood that site conditions,
such as surface snow characteristics, evolve during the data
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TABLE 1 | Case numbers, associated dates and sensor heights relative to the snow surface for each deployment.

Case Date Time
span (h)

1-m Average Wind
Speed (m s−1)

1-m Standard
Deviation (m s−1)

TI SD
(kg m−3)

SGS (mm) PT1 (cm) PT2 (cm) PT3 (cm) PT4 (cm)

(1) Feb ruary 21, 2014 1.4 1.82 0.69 0.38 296 0.1–0.4 crsg −60 −40 −20 0

(2) March 1, 2014 2.1 1.36 0.83 0.61 332 0.2–0.6 crsg + 105 0 −6 −6

(3) March 8, 2014 5.3 1.64 0.86 0.52 445 0.2–0.4 crsg 0 −3 −5 −45

(4) March 14, 2014 4.4 2.51 1.27 0.51 436 0.2–0.8 crsg −40 −2 −4 0

(5) March 24, 2014 3.8 0.65 0.42 0.65 340 0.2–0.8 crsg −1 −2 −5 −10

(6) April 3, 2014 13.0 2.16 1.25 0.58 249 0.4–1.0 crsg −4 −8 −15 −30

(7) Apr 4, 2014 3.9 2.68 1.30 0.49 268 0.4–1.0 crsg 0 −3 −6 −12

(8) March 23, 2015 13.8 4.90 2.12 0.43 ice lens variable −21 −19 −16 −17

(9) March 24, 2015 23.0 4.05 1.40 0.34 ice lens variable −4 −9 −14 −24

(10) March 26, 2015 23.0 3.68 1.04 0.28 227 0.6–1.2 fp 0 −2 −7 −12

(11) March 27, 2015 13.9 3.50 0.92 0.26 245 0.6–1.2 fp 0 −2 −7 −12

Rows are shaded by experiment site with gray = Santiam Pass, blue = Dutchman Flat, red = Storm Peak Lab. TI = turbulence intensity; SD = average layer snow density;
SGS = layer predominant snow grain size, crsg = clustered rounded snow grain, fp = fresh powder.

FIGURE 2 | Schematic of the experimental setup. Pressure sensors measure
at 4 depths in the snow through flexible tubing. A Campbell Scientific Irgason
mounted ∼ 1 m above the snow measures 3D wind components at 20 Hz.
Data are stored on a CR-3000 logger mounted on the low-profile tower.

acquisition period. A Campbell Scientific Irgason (Logan, UT,
United States) was mounted on a low-profile tower by means
of a boom attached nominally 1 m above the snow surface. The
Irgason transducer head was oriented into the prevailing wind
1.5 m upwind of the tower and leveled. 3-D wind speed and
direction as well as CO2 and water vapor concentrations were
logged at 20 Hz on a Campbell Scientific CR-3000 logger. This
logger was time-synchronized with a second CR-3000 logger by
means of a Campbell Scientific model GPS16X-HVS antenna
and synchronizing software running on each logger. Precision
in timing of the two loggers was approximately 10 µs according
to the GPS antenna manual, well above the data acquisition
frequency of 20 Hz.

The second CR-3000 logged pressure measurements from
four Paroscientific Model 216B pressure sensors. These pressure
sensors operated over a 300 hPa (800 hPa to 1100 hPa) range with
0.0001% resolution resulting in 0.03 Pa precision (Paroscientific
Inc., 2013). In a previous pressure pumping study, Drake et al.

(2016), referred to as D16, used Setra Model 264 relative pressure
sensors for in-snow pressure measurements. Relative pressure
sensors require a low-pass pressure sink to avoid pressure changes
that exceed instrument capacity. By design, a pressure sink
gradually leaks air so an increasing fraction of low-frequency
energy was not captured as averaging timescale increased for the
D16 study. In contrast, the absolute pressure sensors used in the
present study did not require a pressure sink so low-pressure
energy (the extent of which is defined by the time series length)
is fully captured allowing pressure variance measurements over
a broader range of frequencies. We note that high elevation site
Storm Peak Lab exceeded the advertised lower bound for the
Paroscientific pressure sensors used for this study. Paroscientific
staff verified that the precision of our measurements was valid
over the measured pressure range.

As will be described in the section “Model Calculations”
we coded two empirical models in MATLAB to obtain order
of magnitude estimates of pressure-enhanced sublimation rate
based on pressure and wind measurements. The first model,
named the simplified Monin-Obukhov (M-O) model, essentially
counts water vapor molecules that have sufficient displacement to
exceed the aerodynamic roughness length and become candidates
for scouring by the atmosphere. An efficiency factor accounts for
the stochastic nature of near-surface mixing. The second model,
named the Gaussian model, approximates enhanced sublimation
from statistical considerations (developed in the manuscript) and
is also initialized by field-based measurements.

RESULTS FROM FIELD OBSERVATIONS

Amplitude of Pressure Changes as a
Function of Wind Speed
We formalize definitions for pressure “perturbations” and
“fluctuations” as deviations from a defined mean and we refer
to successive pressure changes as “excursions” in this paper. As
such, “pressure perturbations” refer to a collection of individual
pressure fluctuations and “perturbation pressure” is the time-
integrated influence of these individual pressure changes. In
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FIGURE 3 | Panel (A) shows the in-snow (12 cm depth) pressure fluctuations to wind forcing at 1.2 m shown in the bottom panel (B) for March 26, 2017 at Storm
Peak Lab (case 10). In panel (A), the blue line delineates 10 s perturbations from 1-min averages (ρ10

60), the orange line delineates 20 Hz perturbations from 1 s
averages (ρ0.05

1 ) and the black line delineates the theoretical prediction from Eq. 1.

panel (A) of Figure 3, pressure fluctuations correspond to wind
speeds shown in panel (B). Pressure measurement depth was
12 cm in 227 kg-m−3 density snow (case 10). We minimized
dynamic pressure effects due to wind blowing directly across
the open end of the tubing by using subsurface pressure
measurements for comparison with Eq. (1). Comparing panels
(A) and (B) it is evident that higher wind speeds correlate with
greater variability in pressure, consistent with D16. In panel (A),
20 Hz pressure fluctuations are relative to a 1-s block-averaged
mean (orange) and 10 s fluctuations are relative to a 1-min
block-averaged mean (blue). Here, we introduce a notation that
describes the pressure data acquisition interval in superscript
and the time averaging interval in subscript, both with units of
seconds. For example, ρ0.05

1 , refers to pressures acquired at 20 Hz
(0.05 s interval) relative to a 1-s time average. Comparing ρ0.05

1 ,
fluctuations (orange) with ρ10

60, fluctuations (blue) in Figure 3A, it
is evident that lower frequencies tend to have greater amplitudes
and longer timescales, consistent with findings in D16. This result
is expected over the inertial subrange, the energy range for which
larger scale eddies sustain smaller scale eddies and which contains
the bulk of turbulent kinetic energy (Stull, 2012).

The black line in panel (A) corresponds to values computed
using Colbeck’s empirical formula Eq. (1) with wind speed
logarithmically corrected from 1.2 to 5 m for a neutrally stable
surface layer and assuming a 0.24 mm roughness length (from
Gromke et al., 2011). Eq. (1) was developed using 10 Hz data
above a rough surface (agricultural field) so the black line should
exhibit greater amplitude than the 20 Hz (orange) line yet it is
notably smaller. The difference between the Eq. (1) result and the
ρ0.05

1 result is further underscored by noting that the ρ0.05
1 curve

represents a subset of measured perturbation pressure whereas
the Eq. (1) prediction represents the expected perturbation

pressure integrated over a broader range of frequencies. For this
case, Eq. (1) under-predicts the amplitude of surface perturbation
pressure even though the pressure measurements are at 12 cm
depth. This result was repeated for all cases and indicates that
Eq. (1) mischaracterizes and underestimates the influence of
perturbation pressure as a function of wind speed over snow.
In the section “Materials and Methods,” CB89 does not indicate
whether a pressure change is computed as a perturbation from
a mean or as an excursion from the previous measurement.
If they are excursions, then Eq. (1) underestimates pressure
fluctuations by an even greater amount than shown in Figure 3,
as will be discussed in the section “Spectral Dependence of
Perturbation Pressure Attenuation.” It is also possible that Eq.
(1) was developed from the standard deviation of pressure as
a function of wind speed, in which case it still mischaracterizes
observed measurements.

We summarize bin-averaged ρ0.05
1 in-snow pressure

perturbations vs. bin-averaged 20 Hz wind speed for cases
2 through 11 in Figure 4A. The timeseries for case 1 was
too short to include in this analysis. Data are shown for the
topmost (closest to snow surface) pressure measurement for
the remaining cases (see Table 1). ρ0.05

1 magnitude is much
smaller than Figure 3 suggests because, for very short time scales,
many perturbations are nearly zero whereas Figure 3 visually
emphasizes large magnitude perturbations. The ρ0.05

1 measure
represents a small fraction of the total pressure perturbation field
but it provides insight into the relationship between wind forcing
and pressure response for different field deployments because the
large number of measurements increases statistical significance.
Comparing cases 6 and 7, and cases 10 and 11 in Figure 4A,
we find that, for given snow properties and site, the in-snow
pressure response to wind forcing is repeatable. Correspondence
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FIGURE 4 | Ranges for ρ0.05
1 pressure fluctuation vs. bin-averaged wind speed for deployments color-coded by site with an inset for wind speeds below 3 m-s-1

(panel A). Panel (B) shows a similarity relationship between the standard deviation of perturbation pressure with the product of snow density, wind speed and the
standard deviation of wind speed.

of cases 2 and 5 show that at low wind speed snow properties
regulate perturbation pressure response. Increased perturbation
pressure at a given wind speed for cases 8 and 9 indicate that ice
lenses do not inhibit pressure perturbation at shallow depth but
may actually enhance them by constraining the airspace available
to relieve a given pressure gradient.

Rather than performing a curve fit between wind forcing
and perturbation pressure response for each case we seek a
similarity relationship that produces a generalized curve fit that is
valid across cases. Based on Buckingham Pi dimensional analysis
(Bertrand, 1878), we find one possible similarity relationship that
relates wind speed, a length scale (such as depth, D), and the
specific surface area of snow (SSAM that forms a dimensionally
correct relationship:

σp′(v) ∼ A(v)
MσM

D SSAM
∼ A′(v)ρMσM (2)

Where σp′(v) is the standard deviation of perturbation pressure
at a given frequency, σMis the standard deviation of wind speed,
ρ is snow density, M is wind speed, and A(v) and A′(v) are
frequency-dependent functions that are not yet determined. We
experimented with permutations of (dimensionally equivalent)
M and σM and found the correlation between the product of wind
speed and the standard deviation of wind speed with the standard
deviation of perturbation pressure was optimized compared
with either M2 or σ2

M. We hypothesize that the correlation
between perturbation pressure and the product of M and σM
is greater than the correlation between perturbation pressure
and either M2 or σ2

M because the perturbation pressure field
is influenced by both near and far-field wind velocity changes.
The standard deviation of wind speed better expresses near-field
perturbation pressure generation and M expresses both near and
farther field perturbation pressure generation. This hypothesis is
consistent with findings by Monin and Yaglom (1975) as quoted
by Albertson et al. (1998):

“it is possible that comparatively far regions of the flow make non-
negligible contributions to the pressure fluctuations at a point.”

Eq. (2) is supported on physical grounds by the Bernoulli
equation, which relates pressure changes to the square of the
fluid velocity and theoretically by Eq. (15) in Katul et al.
(1996), which relates σp′ to the square of friction velocity.
There may be other relevant variables that we have not
identified in Eq. (2). If so, the influence of these variables
is incorporated into A′(v). Since Eq. (2) is derived from
dimensional analysis we denote an approximate equivalence
between the lhs and rhs rather than equality. Lacking direct
measures of SSAM we note that snow density is proportional to
a negative power of SSAM (Matzl and Schneebeli, 2006; Domine
et al., 2007) although with significant variability. Substituting
the inverse of the snow density into Eq. (2) preserves the
influence of SSAM on perturbation pressure response and
dimensional integrity. Figure 4B shows the result of this
approximation to Eq. (2), excluding cases with ice lenses (8
and 9) as well as case 2. For case 2 we noted an anomalous
increase in σM as wind speed increased, which we attribute
to the close proximity of the pressure sensor shield (that was
present only for case 2 relative to the sonic anemometer.
The coefficient of determination between the remaining cases
was 0.957. As shown by the smooth curve for case 2 in
Figure 4A, the presence of the pressure shield did not unduly
influence measured wind speed. We computed A′(v) from
the slope of Figure 4B by block averaging 20 Hz data over
incrementally larger blocks so that we could use A′(v) to
estimate σp′(v) in the section “Discussion of Field Observations”
of this manuscript. The magnitude of A′(v) was 0.0006 at
2 Hz (10 data points acquired at 20 Hz) and increased with
decreasing frequency, plateauing at 0.029 Hz with a value
of 0.0015. Below 0.029 Hz, σp′(v) can be estimated from a
4th order polynomial with coefficients (−0.03, 0.06, −0.021,
0.053, 1.4)× 10−3.

Frontiers in Earth Science | www.frontiersin.org 5 August 2019 | Volume 7 | Article 201

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-07-00201 August 20, 2019 Time: 15:33 # 6

Drake et al. Pressure-Driven Vapor Exchange

Spectral Dependence of Perturbation
Pressure Attenuation
We next employ spectral analysis to investigate how pressure
perturbation energy varies with pressure change frequency. For
each case we performed spectral analysis for each pressure
sensor to gauge spectral attenuation of pressure gradients. When
performing spectral analysis, missing data were gap-filled with
data randomly chosen from nearby points in the time series
(Falge et al., 2001). Missing data comprised no more than 0.02%
of the data record so our results should be insensitive to the
choice of gap-filling algorithm. Inspecting the resultant spectra
and noting that it did not unduly introduce artifacts such as
spectral ringing verified this gap-filling method for missing data.

Figure 5A shows the pressure spectra for case 2. These
spectra were generated by averaging 2048-point FFTs of de-
trended 20 Hz pressure data resulting in a spectral bandwidth
of 1.7 (∼2) min. We applied a Hann window to reduce spectral
leakage (Chelton, 2015). As expected, there was greater pressure
variance at all frequencies 1 m above the snow (blue line)
than at 6 cm depth (green and gold lines) in Figure 5A. Two
independent measurements at 6 cm depth suggest reproducibility
in spectral attenuation at frequencies below 4 Hz. Consistent with
Elliot (1972), pressure spectra logarithmically decreased with
increasing frequency so the magnitude of the integrated pressure
variance is dominated by low frequencies.

For the range of snow densities (227–445 kg m−3) and
regardless of surface snow topographical differences between
cases, relative pressure attenuation below 0.2 Hz was insignificant
(Figure 5B). This∼0.2 Hz transition frequency compares closely
with the 0.1 Hz result based on numerical simulations in
Albert (1993) and measurements in D16. These results do
not necessarily mean that high frequency pressure changes are
inconsequential because it is possible that pressure changes with
frequency > 0.2 Hz generate sufficient vertical displacement
to enhance vapor exchange with the atmosphere, even with
attenuation. Therefore, we next determine the attenuation of
perturbation pressure with depth in snow.

D16 found a decay of high-frequency spectral energy
with depth, consistent with the observations presented here.
We ascribe the difference in spectral attenuation with depth
between D16 and this study to differences in snow layers in
D16 that we largely avoided by design in this experiment.
Consistent decay of high-frequency pressure perturbations with
depth in an approximately homogenous snow layer enabled
computation of spectral attenuation of pressure variance with
depth. Acoustic attenuation at frequencies below 200 Hz is
small and decreases with decreasing frequency (Maysenhölder
et al., 2012). Nevertheless, we employ an equation that describes
acoustic attenuation as a power law (Szabo, 1994):

ln
[

p′(v)
p′0(v)

]
= −α(v)1z (3)

where v is perturbation pressure frequency, p′(v) is perturbation
pressure amplitude at a given snow depth (1z), p′0(v) is
perturbation pressure amplitude at the snow surface and α(v)
is the attenuation coefficient. Eq. (2) states that attenuation of

pressure waves in snow increases with pressure perturbation
frequency and/or depth in snow.

To estimate the spectral attenuation of pressure fluctuations
with depth in snow we subset the pressure spectra in Figure 5B
to the data delineated by the dashed lines. Pressure spectra
with power less than 10−7 Pa2-Hz−1 flatten out at the noise
floor of the pressure sensors. At frequencies greater than
∼0.4 Hz aliasing and poor reproducibility manifest (as shown
in Figure 5A) so we pruned these data from subsequent
analysis. We analyzed cases that had a pressure measurement
at the snow surface to provide a consistent baseline. For each
pressure sensor we calculated the spectral slope by bin-averaging
perturbation pressure in frequency space so that each frequency
bin contributed equivalently to the linear correlation (Figure 6A).
We then plotted spectral slope as a function of depth in snow
in Figure 6B. The linear regression in Figure 6B is the average
change in spectral slope with depth for analyzed cases. Spectra
for case 8 were not sufficiently linear and were thus excluded from
spectral slope comparison.

For cases with a surface pressure measurement, we found an
average spectral slope (S as a function of depth in snow:

S = −2.54− 3.571zPa2 Hz−2 (4)

where 1z is measurement depth in snow in meters. The
correlation coefficient was 0.72 and included one data point (see
arrow in Figure 6B) that had greater absolute magnitude in
spectral slope than the measurement below it. We note the best
correlations were found for the two lowest density cases (227 kg-
m−3 and 245 kg-m−3) and attribute this strong correlation to
homogeneity in snow matrix characteristics through the snow
layer. Eq. (4) is an empirical expression for estimating spectral
attenuation of pressure perturbations in seasonal snow as a
function of depth and could be employed in a model with
appropriate consideration of the limits and assumptions that
were used to derive it. The average spectral slope of surface
pressure measurements was −2.35 ± 0.05, which is smaller in
magnitude than the calculated value of−2.54 based on the linear
correlation. So, there is a slight bias in the slope in Eq. (4) due
to a step change in spectral slope at the snow interface. This step
change in spectral slope was noted for snow layers in D16 and
we similarly interpret this spectral slope step change at the snow
surface as an impedance signature.

The empirical formula in Eq. (4) describes the slope of
pressure variance due to frequency-dependent attenuation with
depth in snow. We integrate Eq. (4) to derive an equation for
spectral power as a function of depth in snow:

P(v) = 10log10 p0−1z(2.54+1z3.57) (5)

where P(v) is spectral power at a given frequency and p0 is a
reference spectral power. For example, referring to Figures 5B,
6B and using Eq. (5) the spectral power at 2 Hz is:

P(2Hz) = 10−3−(log10 2−log10 0.2)(2.54−0)

= 2.88× 10−6Pa2 Hz−1 (6)
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FIGURE 5 | Pressure spectra at 1 m above the snow (blue) and 6 cm below the snow surface (green and gold) for case 2 (panel A), and at each depth for
representative cases (panel B, see Table 1). Duplicate measurement depths in panel (A) delineate perturbation pressure reproducibility at frequencies below 4 Hz.
The dashed line in panel (B) delineates the extent of frequencies and spectral energy that were used to analyze spectral power attenuation. For a homogenous layer,
spectral energy measurements at a given depth (6 cm for case 2) are repeatable (panel A).

FIGURE 6 | Computation of spectral slope for the 20 cm depth pressure sensor for Case 1 (panel A). The change in spectral slope with depth can be precisely
computed only with cases for which spectral slope have R2 values greater than 0.9. For each snow layer we compute the spectral slope relative to the sensor at the
snow surface (panel B). Results show a linear increase in the absolute value of spectral slope with depth. The average spectral slope is –2.54 to –3.57d for depth (d)
in the snow. The arrow in panel (B) points to an anomalous data point that has a larger absolute magnitude of slope than the data point below it.

where we have used 10−3Pa2 Hz−1 as the spectral power at the
0.2 Hz reference frequency. At 1 cm depth the power at 2 Hz is
8% smaller. In the section “ Model Calculations” we will use Eq.
(5) to estimate the attenuation of perturbation pressure at each
frequency with depth in snow.

Massman et al. (1997) attributed high frequency attenuation
to spatial averaging over the extent of the hose they used
to acquire pressure measurements. We observe a similar high
frequency attenuation although our measurement apparatus has
very small (7.5 mm) extent. D16 noted that high-frequency
attenuation of pressure variance is greater than predicted by
1-dimensional models, a result that is consistent with the
Clarke and Waddington (1991) (hereafter referenced as CW91)
hypothesis that high-frequency pressure energy is distributed
amongst three dimensions rather than fully attenuated in a single

dimension. Spherical divergence therefore accounts for the bulk
of apparent attenuation with depth. This hypothesis is consistent
with the physical constraints that large-scale pressure changes are
more hydrostatic (planar) and small-scale pressure changes are
more isotropic (spherical). Additionally, the relative magnitude
of the return to isotropy term in the TKE budget equation
increases as the spatial scale decreases (Stull, 2012).

DISCUSSION OF FIELD OBSERVATIONS

Implications of Power Law Spectral
Attenuation
Our experimental results as well as those presented in CW91 and
D16 show that a power law function describes attenuation of
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pressure perturbations with frequency and depth. We therefore
reconsider the discrepancy between these experimental results
and the theoretical prediction of exponential decay that was
addressed in CW91. The authors attributed this discrepancy to
either localized pressure disturbance caused by the measurement
setup or an over-reliance on Taylor’s Hypothesis. We conclude it
is unlikely that a given measurement setup would produce this
systematic difference for different snow permeability and over a
range of depths spanning up to 60 cm. If, as CW91 suggest, the
experimental apparatus artificially produces spectral attenuation
that follows power law behavior rather than exponential
decay, then we would expect high-frequency attenuation would
approach exponential decay with increasing depth and snow
density, where disturbance due to the experimental apparatus
declines. Our experimental results do not show this tendency.
Neither do the results in D16 using a different experimental
design and different pressure sensors. This lack of a systematic
change in power law behavior with changes in snow depth and
density also rules out the theory that an over-reliance on Taylor’s
hypothesis has skewed the experimental results. We suggest
a third alternative: that the fundamental assumption of the
equation that describes the attenuation of pressure perturbations
(CW91, Eq. 1) should be modified such that it has a solution
that describes attenuation as a power law rather than exponential
decay with frequency and depth.

Estimate for Perturbation Pressure
Distribution
Since Eq. (1) underestimates perturbation pressure and also fails
to describe the distribution of pressure fluctuations, we seek
an alternative formulation that reproduces the observation that
perturbation distribution broadens both with increasing wind
speed and averaging time scale. The tails of this distribution
would then capture the influence of infrequent, large amplitude
pressure fluctuations. We model the range of perturbation
pressure as a Gaussian distribution (Borisov et al., 2007)
recognizing that a Gaussian velocity profile can produce a
Gaussian pressure fluctuation profile with exponential tails
(Holzer and Siggia, 1993):

f (p) =
1√

2πσ2
p′

exp(
−p′2

2σ2
p′
) (7)

for which the peak width is a function of averaging time
scale and wind speed. A Gaussian distribution may not be
representative for a turbulent regime (Borisov et al., 2007) and
perturbation pressure distributions in this study exhibited a
truncated Gaussian shape that was most pronounced for short
time averaging intervals (not shown). However, we assume
a normal distribution as a starting point with the noted
qualifications. With Eq. (2), one can use wind speed to estimate
the standard deviation of pressure perturbations as a function
of wind forcing. Assuming a normal distribution, the Bienaymé-
Chebyshev inequality provides an estimate for the fraction of
pressure perturbations that exceed a given value based on the

standard deviation of the data set:

Pr(
∣∣p′ − µ

∣∣ ≥ kσp′) ≤
1
k2 (8)

where k is the number of standard deviations from the mean.
For example, the maximum fraction of values greater than 10
standard deviations from the mean is ≤ 0.01. With Eq. (8)
one can estimate an upper limit for the fraction of pressure
perturbations that exceed a critical value. We reserve further
discussion of this Gaussian model for an application of it in the
section “Model Calculations”. An advantage of using a statistical
model rather than an equation having the form of Eq. (1) is that it
computes a distribution of perturbation pressure, which is more
realistic than a mono-valued relationship between wind forcing
and perturbation pressure response.

Impact of Pressure Change on Vapor
Exchange
A realistic approximation for sublimation rate enhancement
accounts for the atmospheric capture efficiency based on
frequency and vapor pressure deficit. We propose the following
relationship to describe the integrated sublimation rate
enhancement as a function of surface area, vapor pressure
deficit and vapor capture efficiency:

S = φN
(qs − q)

qs

x
∈(v,m) SvdM_dv (9)

where S is the integrated enhancement to sublimation rate for all
relevant frequencies, φNis snow porosity, ∈(v,m) is the efficiency
by which water vapor is captured by the wind at speed M
for pressure changes at frequency v, and Sv is the maximum
theoretical sublimation rate for that frequency. The quantity
(qs − q) is the normalized vapor pressure deficit and equals zero
when air above the snow is saturated.

In Monin-Obukhov (M-O) boundary layer theory,
displacement length is the height above the surface at which
a logarithmic wind profile initiates. Typical applications of
displacement length are for winds above uniform agricultural
crops and dense forests. Clifton et al. (2008) found evidence of
in-snow ventilation due to wind and hypothesized a negative
displacement length. M-O theory utilizes the notion of an
aerodynamic roughness length (z0), which is defined as the
height above the surface where wind speed is zero. We apply
M-O boundary layer theory to approximate the convolution
of frequency and amplitude and consider middle frequencies
for which it may be possible that pressure perturbations have
sufficient magnitude and frequency to enhance sublimation.

Model Calculations
Now that we have an estimate for the distribution, magnitude and
attenuation of pressure perturbations as a function of frequency
we can attempt to model the wind pumping process. To facilitate
comparison between cases we assume a constant vapor pressure
deficit of 1% for all cases, which is representative of air very near
the snow surface. We approximate the exchange efficiency in Eq.
(9), ∈(v,m), as an exponential decay function below z0. The actual
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values of ∈(v,m) are not known. For the model simulations we
used an equation of the form:

∈= α exp(−βv), (10)

where we arbitrarily assume coefficients α = 10−6 and β = 1.
Unknown coefficients α and β constrain our ability to assign
absolute sublimation rates to model results and is a potential
topic for future study. This approximation formalizes the
M-O assumption that water vapor molecules must traverse the
roughness layer to be candidates for capture by the atmosphere.
The aerodynamic roughness length stochastically describes the
mixing influence of ephemeral turbulent eddies rather than
describing the height of a “lid” of air above the snow. For
model simulations, we utilize an aerodynamic roughness length
of 0.24 mm for fresh snow from Gromke et al. (2011).

Model Pressure Perturbation Estimates
Simplified M-O model
We implemented a surface exchange model to test the
functional relationship between perturbation pressure frequency
and vapor exchange rate. In this model, vapor exchange
caused by turbulent eddies is approximated by hydrostatic
pressure changes relative to the aerodynamic roughness length.
At each frequency we computed pressure deviations between
successive measurements. If the hydrostatic height change
exceeded the aerodynamic roughness length then we computed
the displacement length above z0. We then computed water
vapor flux as a function of the vapor pressure deficit and
perturbation pressure frequency. Before summing the flux for
each frequency we applied the frequency-dependent efficiency
factor described in Eq. (10). We note that the efficiency factor
adjusted the magnitude of the vapor exchange rate but the
coefficients were tuned such that they did not change the
functional shape or the frequency of maximum vapor exchange
of the resultant curve.

Gaussian model
We also implemented an empirical model utilizing Eqs. (2,
7, and 8) to obtain a distribution of pressure perturbations
as a function of wind forcing and snow density. For a given
wind speed and for each perturbation pressure frequency
we use Eq. 2 to compute σp. As with the simplified M-O
model we determine the high frequency attenuation (Eq. 5)
for subsurface pressure sensors. We then use the Bienaymé-
Chebyshev inequality (Eq. 8) to determine the subset of water
molecules that could have sufficient amplitude to generate a
hydrostatic adjustment equal to or greater than z0, assuming a
normal distribution. We then subdivide pressure perturbations
into many narrow ranges of time scale averages and integrate
the vapor exchange rate for each frequency and apply the
efficiency factor, ∈(v,m) (Eq. 10). In summary, this Gaussian
model requires as input the wind speed, snow density,
aerodynamic roughness length, vapor pressure deficit and an
estimate of the efficiency factor to generate an estimation
of surface snow sublimation rate. Clearly, many other state
variables are important including snow grain characteristics,
temperature, stability, turbulence intensity, etc. To some degree,

the influence of these factors are represented in the A′(v) term
in Eq. 2, however, the relative importance of these factors
are not yet known.

Model Results
We plotted pressure-induced sublimation rate as a function of
pressure change period in Figure 7A for cases 2, 7, and 10. The
average wind speed for these three cases span a representative
range of average wind speed for all cases. At 20 Hz, displacement
length for these cases was insufficient to exceed the aerodynamic
roughness length and vapor exchange was negligible. For cases
2 and 7 sublimation enhancement was vanishingly small at
all frequencies. For case 10, pressure fluctuations generated
vertical displacements that exceeded the aerodynamic roughness
length with sufficient frequency to enhance sublimation. As the
time-averaging interval increased, pressure fluctuation amplitude
increased and the vapor exchange rate increased to a maximum
at ∼0.5 s period length for case 10. At longer periods the
vapor exchange rate decreased with increasing oscillation period
as the influence of decreasing frequency prevailed over the
increasing amplitude of pressure fluctuations. Sensitivity analysis
of case 10 using vapor pressure deficits of 0.1, 0.5, and 2%
yielded a linear change in calculated sublimation rate of 10,
50, and 200%, respectively, compared with the benchmark
value (1% VPD).

We initialized the Gaussian model using the same average
wind speed for cases shown in Figure 7A and plotted the
results in Figure 7B. Comparing Figures 7A,B we find that
the simplified M-O model and Gaussian model produce
a similar functional form. The Gaussian model produced
higher sublimation rate in the tail of the distribution and
also larger sublimation rates at lower wind speeds than
the simplified M-O model. This discrepancy suggests a
need to tune the Gaussian model to accommodate pressure
distributions that are not sufficiently normal, for example,
by employing a truncated Gaussian functional form. When
applied more broadly to data that were not part of this
study, it is possible that complexity in surface processes
would preclude the existence of a single distribution that
would accurately relate pressure fluctuation amplitude
and sublimation rate. However, for this set of cases the
correspondence of the functional relationship between the
Gaussian model and the simplified M-O model indicates
that the influence of high frequency pressure perturbations
can be modeled using a power law relationship that
approximates σp from wind speed. For these case studies,
the computed vapor flux enhancement was strongest for
periods ranging from 0.2 s to 10 s. Both the simplified
M-O model and the Gaussian model indicate that higher
amplitude turbulence and/or smaller aerodynamic roughness
length pushes the range of maximum vapor flux toward
shorter periods.

We now estimate the magnitude of enhanced vapor exchange
by pressure pumping from a sublimation rate equation adapted
from Albert and McGilvary (1992):

S = hMas(pSAT − pv) δz (11)
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FIGURE 7 | Simplified M-O model results in panel (A) show sublimation rates as a function of oscillation period for cases 2, 7 and 10. The integral of the curve is the
sublimation rate for each case. Initializing the Gaussian model (panel B) with the average wind speeds for cases in panel (A), we find a similar functional relationship
between the simplified M-O and the Gaussian model. The Gaussian model overpredicts the sublimation contribution of longer period pressure fluctuations and also
overpredicts sublimation at low wind speed for these cases.

where hM is the mass exchange coefficient, as is the surface area
of the ice matrix per volume of snow, pSAT is saturation vapor
density, pv is vapor density and δz is the active layer depth. This
equation applies to a well-ventilated snow sample. A natural snow
surface is not as efficiently ventilated, which is one reason that we
introduced the efficiency parameter in Eq. (9). Using intermediate
values for the specific surface area per unit mass and snow density
for powder snow from Table 1 in Domine et al. (2007) we find:

aS = pSNOWSSAM = (84 kg m−3)(84.9 m2 kg−1) = 7132 m−1

(12)
In this example we utilize improved values for hM from
Neumann et al. (2008). For a 5 mm active snow depth
(estimated from Clifton et al., 2008), hM = 5× 10−3m s−1,
pSAT = 5× 10−3kg m−3 and pv = 0.99pSAT the sublimation rate
from Eq. (11) is 8.9× 10−6kg m−2s−1. Substituting pSNOW =

340 kg m−3 and SSAM = 20.6 m−1kg−1 from the same table
for snow having rounded grains results in a sublimation
rate of 8.8× 10−6kg m−2s−1, similar to powder snow. We
anticipate that the active depth for dense snow is less than
powder snow so the sublimation rate of dense snow would be
correspondingly reduced. These estimates are highly sensitive
to vapor pressure deficit but is of the order of seasonal
sublimation rates derived from field experiments by Reba et al.
(2012) 4.5× 10−6kg m−2s−1and Molotch et al. (2007), 4.7×
10−6kg m−2s−1. This scale analysis likely overestimates enhanced
sublimation rate because the active snow depth is not evenly
ventilated as in Neumann et al. (2008). Nevertheless, scale
analysis shows that the magnitude of sublimation enhancement
is too large to dismiss wind-induced pressure perturbations as a
consequential process for sublimation enhancement and prompts
further investigation.

In light of these results, we reexamine Stössel et al. (2010),
referenced hereafter as S10, in which the authors assessed
deposition and sublimation rates of surface hoar at an alpine

site. They found that eddy flux calculations underestimated
deposition rates and underestimated sublimation rates of surface
hoar compared with snow lysimeter measurements (see S10,
Figure 8). If we assume the snow lysimeter measurements
in S10 accurately represent sublimation and deposition rates,
then we can interpret their results in the context of how
pressure changes influence vapor flux. For the S10 site,
deposition was favored during nocturnal, weak wind episodes.
In these conditions, wind-generated pressure changes would
be weak and have vanishingly little influence on deposition
rate. Eddy flux underestimation of deposition rate in these
conditions relative to the snow lysimeter could be rather
caused by longwave cooling of the snow surface, which would
accelerate deposition rate in a supersaturated environment. If
the eddy flux measurements accurately depict net downward
transport of water vapor, then some of the water vapor that
is depositing as surface hoar would need to come from the
layer of air below the height of the eddy flux measurements
(including interstitial pore space). Crystal growth would be
maximized at the snow surface where the combination of
longwave cooling and vapor supply are maximized and at
sites where microphysical processes favor deposition (as noted
in S10). Since windpumping is minimal, interstitial vapor
transport would be diffusive. For windy conditions it is possible
that eddy flux measurements are not capturing the effect of
sublimation enhancement by pressure changes. As noted by
the S10 authors, site complexity violates assumptions embeded
in eddy covariance calculations so we cannot with confidence
attribute the difference between snow lysimeter and eddy flux
measurements to wind pumping. For both the S10 lysimeter
receptacle and the natural snow surface, interstitial vapor flux
would replace vapor lost at the snow surface, decreasing the
vapor pressure deficit at the snow/atmosphere interface and
increasing snow crystal longevity at the surface as observed
by Hachikubo and Akitaya (1998). Clearly, analysis of the S10
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results would benefit from a more complete theory of surface
exchange processes.

The integral of the curve in Figures 7A,B is the sublimation
rate over all perturbation pressure frequencies and the
derivative of this function is the peak sublimation rate. We
calibrated Figure 7A by integrating the curve for case 10
and linearly adjusting a function until the integral equaled a
5× 10−6kg m−2s−1 sublimation rate (estimate above) to derive
an order of magnitude estimate of peak sublimation rate. Using
the MATLAB fittype() and fit() functions we found the fitted
curve in Figure 7A as:

S(τ) = a+ bτ−2.67(e
c
τ − 1)−1 (13)

where τ is time period in seconds. For case 10, we plotted Eq. (13)
as a black dashed line in Figure 7A over the range [0.05s, 1000s]
using coefficients: a = −1.43× 10−8

± 5× 10−8, b = 0.0808±
0.002 and c = 1.159± 0.001. The curve fit matches the data well
at frequencies relevant for sublimation enhancement.

Taking the derivative of Eq. (13) and setting it equal to zero
yields the peak frequency:

dS
dτ
=

c
τ

e
c
τ
(e

c
τ − 1)−1

− 2.67 = 0, (14)

which we solved numerically and found the peak sublimation rate
at 0.48 s, which is the same as the empirical result (with peak
period of 0.5 s).

Negative feedbacks reduce the rate of vapor exchange
by wind pumping and lessen SWE reduction. For example,
as winds increase snow grains saltate, become suspended
and thereby saturate near surface air, diminishing the vapor
pressure gradient needed for wind-pumping driven vapor
exchange. Sublimation rounds snow crystals and glazes the
snow surface by subsequent deposition. In contrast, saturation
vapor pressure is an exponential function of temperature so
warmer snow increases vapor exchange by pressure fluctuations
relative to colder snow that otherwise has similar microphysical
characteristics. A full reckoning of all vapor exchange process are
needed to compare the relative roles of these processes and the
interplay between them in various environmental conditions.

CONCLUSION

We find that the Colbeck (1989) equation defined in Eq. (1)
underestimates and mischaracterizes the amplitude of wind-
induced pressure perturbations that drive wind pumping.
The standard deviation of wind speed is a useful statistical
descriptor of wind pumping. However, when used to determine
a threshold for air displacement it masks the influence of
the less frequent, high-amplitude pressure perturbations that

drive wind pumping. Spectral analysis of perturbation pressure
suggested an empirical formula for estimating frequency-
dependent attenuation of perturbation pressure with depth in
snow. Perturbation pressure attenuation down to 60 cm depth
was limited to frequencies above 0.2 Hz in close agreement
with a theoretical treatment by Albert (1993). Combining our
field measurements and model calculations with results from
previous studies we estimate that water vapor flux enhancement
by pressure pumping is maximized for pressure changes having
period between 0.2 and 10 s and could be approximated by
an expression of the form in Eq. (13). The magnitude of
the enhancement of water vapor flux is poorly constrained
because the exchange efficiency as a function of pressure
perturbation frequency and other environmental factors is not
known. An improvement in understanding how the perturbation
pressure distribution changes with frequency and environmental
factors would facilitate more accurate estimates of pressure-
induced sublimation.

Over short timescales, turbulence combined with dry
surface air is needed to generate noteworthy vapor exchange
enhancement. In windy conditions, this pressure pumping
process is persistent and pervasive so it may have a significant
mass balance impact over seasonal time scales. In a natural
environment it is difficult to discriminate pressure-induced
sublimation enhancement from sublimation that is not spurred
by pressure fluctuations. However, it is important to improve
our understanding of the different processes by which snow
sublimates if we aim to improve our ability in predicting the
seasonal evolution of the snowpack.
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