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FAIR principles have become reference criteria for promoting and evaluating openness of scientific data and for improving datasets Findability, Accessibility, Interoperability, and Reusability. This also applies to Research Infrastructures (RIs) in the solid Earth domain committed to provide access to seismological data, ground deformations inferred from terrestrial, and satellite observations, geological maps, and laboratory experiments. Such RIs have been indeed committed for a long time, well before the appearance of FAIR principles, to engage scientific communities involved in data collection, standardization, and quality control as well as in implementing metadata and services for qualification, storage and accessibility. By addressing open science and managing scientific data, they are working to adopt FAIR principles, thus having the onerous task of turning these principles into practices. In this work we argue that although FAIR principles have the merit of creating a common background of knowledge to engage communities in providing data in a standard way thus easing interoperability and data sharing, in order to make the adoption of FAIR principles less onerous there is an urgent need of clear models, reference architectures and technical guidelines which can support RI implementers in the realization of FAIR data provision systems. We therefore discuss the state of the art of FAIR principles ecosystem and open new perspectives by discussing a four-stages roadmap that reorganizes FAIR principles in a way that better fits to the approach of RI implementers, and a FAIR adoption process that relates FAIR principles to technologies for their implementation.
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INTRODUCTION

FAIR (Findable, Accessible, Interoperable, Reusable) data principles (Wilkinson et al., 2016) are gaining consensus within scientific communities, fostered by the participation in designing pan-European initiatives such as the European Open Science Cloud (EOSC) (EOSC, 2018), where they are used as driving concepts to support data interoperability among standardized repositories compliant to a shared set of requirements (Mons et al., 2017).

FAIR principles were discussed and launched at a FORCE111 workshop in 2014, enabling the publication of a first paper with their detailed definition (Wilkinson et al., 2016).

EOSC initiative subsequently emphasized how these principles just provide guidelines, without including any technical requirement nor explicitly suggesting technologies for their adoption (Mons et al., 2017), which may lead to ambiguities regarding their implementation; this led proponents already involved in their definition to establish a FAIR Metrics group for measuring FAIRness of data (Wilkinson et al., 2018). Such an approach, however, does not consider the impact of FAIRness on the full research data lifecycle and on the related development activities (Boeckhout et al., 2018).

On the same page, initiatives have been undertaken to provide support for FAIR principles adoption: FAIRsharing2 provides a platform for enhancing the discoverability of resources even outside of a community (Sansone et al., 2019); GO-FAIR3 offers supporting materials and tools (Schultes et al., 2018); Enabling FAIR data project4 promotes FAIR principles implementation with the document “Commitment Statement to Enabling FAIR Data in the Earth, Space, and Environmental Sciences” (E. F. D. Community, 2018). In parallel, further work is carried out by the Research Data Alliance (RDA5) “FAIR Data Maturity Model WG Case Statement” Interest Group for establishing core criteria to assess the implementation level of FAIR data principles (FAIR Data Maturity Model WG, 2019).

In this framework, Environmental Research Infrastructures (ENVRI) have set up a joint 4 years program, ENVRI-FAIR (Petzold and Glaves, 2018; Petzold et al., 2020), with the overarching goal of promoting findability, accessibility, interoperability, and reusability of digital assets through the development of FAIR compliant common policies and technical solutions following expectations of the authorities promoting FAIRness (Cocco et al., 2019).

Similarly, several scientific communities are attempting to fill existing gaps between FAIR principles and viable practices for FAIRness by exploring pilot implementations as in life science case (Wilkinson et al., 2017) that propose standards-based reference technologies. Furthermore, an action plan for FAIR adoption has been presented by the European Commission Expert Group with the “Turning FAIR data into reality” report (Collins et al., 2018).

Relying on the experience matured in the framework of the European Plate Observing System (EPOS) (www.epos-eu.org) RI (Bailo et al., 2016), we argue that the aforementioned search for technological solutions need to be further elaborated. Already existing RIs, in particular those involved in the EOSC initiative (EOSC, 2018), would incredibly benefit from a clear and technically consistent roadmap to make technologies already in place better adhere to FAIR principles.



PERSPECTIVES ON ADOPTION OF FAIR PRINCIPLES

Perspective view and expertise related to technical implementation of the FAIR principles matured in the context of EPOS RI, which engages 10 different scientific communities in the solid Earth domain and integrates more than 250 research infrastructures and data providers.

On the basis of experience and know-how in the EPOS community of practitioners, experts, and engineers, a common approach was observed, which is described by the re-organization of FAIR principles into a four-stages roadmap. Such roadmap is part of a more general FAIR adoption process that may enable potentially any RI in the solid Earth domain and beyond to build FAIR Research Infrastructures. List of abbreviations to ease readability of the text is reported in the Supplementary Material.


Four-Stages Roadmap Approach

The driving concept is that FAIR principles are not easily understood by every domain scientist, data practitioner and IT specialist (here summarized as RI implementers as they all contribute to the technical construction of an RI), because such professionals have a specific mindset when it comes to building a system for data stewardship in the scientific domain.

The roadmap hence reflects the pragmatic approach undertaken by RI implementers and considers four different stages of development (Figure 1A), each of them referencing detailed FAIR principles [as described in (Wilkinson et al., 2016)]: (a) data stage, (b) metadata stage, (c) access stage, and (d) use stage.
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FIGURE 1. FAIR adoption and Software Development Life Cycle (SLDC) processes are shown in parallel and correspondences between the two are highlighted. FAIR adoption is a three-step process: the first step (A) is represented by the four-stages roadmap (Bailo, 2019), which reorganizes detailed FAIR principles (Wilkinson et al., 2016) according to the mindset of RI implementers; the second step (B) is devoted to the evaluation of re-organized FAIR principles at each stage, and to a gap analysis to make emerge the priority by which FAIR principles at each stage need to be addressed; the third step (C) is devoted, on the basis of the gap analysis, to the selection of technical activities to undertake, and then to actual implementation. Software Development Life Cycle, described in section FAIR adoption process, is here compared to the FAIR adoption process. What emerges is that step one and two of the FAIR adoption process are carried out in the Analysis Phase in the SDLC; indeed, FAIR principles are elicited as requirement and gap analysis in order to understand which ones will be implemented at each “round” of implementation is performed. Phases from design to operation are executed in the “technical activities” step of the FAIR adoption process.


In the following paragraphs, references to detailed FAIR principles will be done by using letters of the acronym F1, F2, etc. for Findability detailed principles, A1, A1.1, etc. for Accessibility detailed principles and so on, as defined in Box 2 of Wilkinson et al. (2016).

The first concern of RI implementers is indeed the data, which constitutes the main business in the scientific domain and whose collection process is often hard, effort-consuming and resulting from ingenious and complex experimental techniques.

The first stage (S1) therefore considers datasets, data products, research objects and any other resource to which we refer to as data in this context. Wherever data come from—laboratory or field experiment, selection or collection, monitoring sensors, whether organized in networks, or standalone, etc.—they usually need to be harmonized when provided in heterogeneous formats in order to ensure interoperability. As a consequence, data providers in a certain domain should agree on community standards (R1.3), broadly applicable language and formats for representation of knowledge (I1, I2, I3); data should then be uniquely and globally identified using persistent identifier (PID) (F1), and indexed in a searchable resource (F4), taking also into account licensing aspects to guarantee intellectual property rights and appropriate credit (R1.1).

Once data is properly collected and managed, RI implementers are concerned with attaching information to facilitate findability encompassing searchability and contextualization. The second stage (S2) thus concerns metadata implementation, which allows proper description of data—if rich enough (F2, I3)—and supports provenance recording (R1.2) and license information (R1.1). Usage of standards (R1.3), based on existing vocabularies (I2) and formal languages (I1) also facilitates the process. Similarly to S1, also metadata needs to be referenced by a unique persistent identifier (F1, F3) and to be indexed in searchable resources (F4). Metadata are supposed to be persistent and accessible even if data no longer exist (A2).

Well-described and contextualized data need to be accessible. Hence, the third stage (S3) deals with the provision of services that allow both human and machine access to data and metadata. They should include search functionalities (F4) and enable access (e.g., download) also through persistent identifiers (F1). Such services need to use standardized communication protocols (A1.1) and must also support authentication and authorization mechanisms if applicable (A1.2).

Access to data is not, however, the end of the scientific process that aims at producing meaningful and interpretable data. This is implicitly assumed by the FAIR principles that include reusability (and lately reproducibility), but also apparent in several Data Lifecycle models where other steps related to the usage of data are envisaged (Ball, 2012). Such steps are concerned with all functionalities that go beyond data access, for instance data analysis and processing.

FAIR RIs and data stewardship systems should then address a fourth stage (S4) concerned with services that make use of data (S1) and metadata (S2) FAIRly accessed (S3) and produce new data products as output. Such a stage guarantees that analysis performed on FAIR data still produce FAIR data as output. A common use case is indeed represented by services that use machine-readable and machine-actionable data to perform data analysis, visualization and processing, and produce what is often referred to as “data products” also in other environmental RIs.



FAIR Adoption Process

RI implementers setting up or upgrading an existing RI usually follow a system development life-cycle (SDLC) process (Blanchard, 2004). In the current work, an SDLC inspired by the waterfall development model was used, which encompasses the following steps: (a) analysis, including use cases and requirements collection; (b) design, including architecture design, and identification of architectural components matching requirements, (c) implementation, through software developments and adoption of suitable technologies, (d) test, (e) operation and maintenance.

Although FAIR principles claim to be technically non-prescriptive (Mons et al., 2017), they need to intersect and be part of SDLC since its early phases, leading to three main questions:

i where FAIR principles have to be considered in the SDLC

ii what FAIR detailed principles should be implemented first, and what would be a correct sequence and time-line

iii how FAIR principles should be technically addressed

FAIR principles define what the system should provide and how it should be provided, they can therefore be considered as requirements in the SDLC and should be taken into account during the analysis phase.

However, how to manage contexts where a Research Infrastructure already exists and needs to be upgraded to be compliant to FAIR principles is still an open question. This is indeed a common status for many RIs, for instance all those in the ENVRI-FAIR initiative.

The reorganization of the FAIR detailed principles into a four-stages roadmap together with potential technical activities to implement them at each of the stages of the roadmap (Table 1A) provide a perspective to answer to this latter question and also to questions (ii) and (iii).


Table 1. At each stage of the roadmap starting from the bottom (Data Sheet 1) to the top stage (Services For Use, S4), specific FAIR principles (Wilkinson et al., 2016) related to each layer, together with corresponding technical activities, are listed.
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Although the four-stages roadmap makes it easier for RI implementers to understand FAIR principles within a framework they are familiar with, a clear process is required for going from the roadmap and principles to actual technical implementations fulfilling FAIR principles.

A three-step FAIR adoption process can be used, and each step is detailed as follows:

1. Per-Stage Implementation Approach. For Research Infrastructures that are built from scratch, the pyramidal roadmap is likely to be followed in a sequential way starting from the bottom data layer (S1) to the top services for usage layer (S4), with a potential exception for processing services producing FAIR data products in output using FAIR dataset as input, as discussed in the next section. Indeed it wouldn't make sense to consider, for example, services for accessing data (S3) when data is not defined, stored, and not described by a (rich) metadata standard. For existing RIs that need to be enhanced to reach an higher level of FAIRness, the four layers can be considered also in a non-sequential way, as the work can be carried out only where needed. So, for instance, if a minimal level of FAIRness exist at data stage (e.g., dataset are at least stored in an accessible repository) and at metadata stage (e.g., simple metadata available for stored datasets), it is then possible to only improve services for accessing such assets (S3).

2. FAIRness Assessment. In order to enhance a specific stage, its compliance to the re-organized detailed FAIR principles needs to be evaluated and a gap-analysis performed to define technical activities addressing criticalities emerged during the evaluation. Currently, several initiatives are devoted to evaluating compliancy to FAIR principles6, 7, 8 (Wilkinson et al., 2019); as consensus about one or more evaluation methods is reached within the scientific community, they might be adopted as canonical evaluations.

3. Technical Activities Definition. On the basis of the FAIRness evaluation results and the emerged gaps, the actual technical activities needed to fulfill a specific FAIR principle can finally be defined and executed in the domain specific context by following steps from design (b) to operation (e) of the SLDC.

In this three-step FAIR adoption process the SDLC is not confined to the technical implementation step (3), as its analysis phase encompasses also the Definition of the stages to implement (1) and FAIRness evaluation (2) steps, which is where FAIR detailed principles are defined and elicited as requirements (Figure 1).

In the following paragraph we describe the technical activities required for implementing FAIR requirements at each stage.



Technical Implementation

FAIR principles, in their definition, implicitly refer to the adoption of certain technological solutions, for instance web services or PIDs. Existing technical-related resources (Collins et al., 2018) usually mention these elements as best practices, avoiding any mandatory guideline. However, a clear process for the implementation of FAIR principles, like the three-step FAIR adoption process described in the previous section, requires an explicit definition of technical activities.

By technical activities in this context we refer to: (a) tasks with a clear technical outcome (e.g., community agreements about data standards, R1.3); (b) activities for construction of architectural building blocks of a system, including software or hardware, needed to provide features defined by FAIR requirements (e.g., metadata catalog building block for rich metadata storage - F2); (c) activities aiming at defining conceptual models and paradigms (e.g., adoption or extension of existing ontologies for knowledge representation—I1). We do not refer nor propose any specific software or tool, since they would change as technology evolves.

Table 1A provides a compact overview at each stage (column 1) of technical activities (column 3) RI implementers need to undertake in order to fulfill specific FAIR principles (column 2). Such table, by establish a correspondence between specific FAIR principles and technical activities at each stage, represents a pragmatic approach implementing the three-step FAIR adoption process.




FAIR ADOPTION EXAMPLE

In this section we describe the FAIR adoption process—including the four-stages roadmap—described in the previous section, in the context of the EPOS pan-European Research Infrastructure.


European Plate Observing System

The European Plate Observing System (EPOS) is building a pan-European research infrastructure for solid-Earth sciences. Its Preparatory Phase (PP), funded under the European Commission's FP7 Work Programme, ran from 2010 to 2014 and reached the ambitious goal of creating the conditions for the integration of existing and future national and international research infrastructures (RIs) in Europe with the final goal of improving access to data, products, and services. The technical architecture (Jeffery et al., 2018) was built following a co-design approach, with a continuous interaction among communities stakeholders, data practitioners, scientists, and engineers who shared their skills and experiences.

EPOS also undertook an Implementation Phase from 2014 to September 2019, where the implementation of a pre-operational Integrated Core Services (ICS) system and of interoperable Thematic Core Services (TCS) were carried out, and the technical architecture confirmed.

Such an architecture is composed by three fundamental elements:

• Thematic Core Services (TCS), representing datasets and services provided by the domain specific communities. At such community level, EPOS has promoted and stimulated the harmonization of data management, access methods and policies, as well as services (e.g., processing, visualization) and resource provisioning by: (1) Fostering the creation of new European-wide thematic hubs; and (2) Supporting existing organizations (e.g., ORFEUS29 for seismology).

• Integrated Core Services-Centralized (ICS-C), representing the novel system which integrates resources provided by the TCS. Interoperability between ICS and TCS was implemented by activities also envisaged by the four-stages roadmap in the FAIR adoption process, i.e., metadata related activities.

• Integrated Core Services-Distributed (ICS-D), which constitute the distributed part of the ICS, devoted to computational or visualization tasks, designed as services offered by e-Infrastructure providers and resource providers that—under clear procurement policies or SLAs—make resources available (e.g., HPC, HTC, data storage and data transport).



FAIR Implementation in EPOS

As many RI in the environmental domain, EPOS relies on already existing data providers, and as such contains peculiarities that need to be remarked, before addressing actual implementation activities (Table 1A).

The first remark is that technical implementation of FAIR principles in EPOS required consistent non-technical efforts, i.e., keeping the full community together by adopting community building actions, communicating results, manage legalistic, and governance aspects. The actual magnitude of these efforts needs to be taken into account as it influences the technical work, and make the entire FAIR adoption process difficult to fit to the timelines envisaged by some policy makers, for instance at EOSC level9. The FAIR adoption process in EPOS started years ago, is cyclically being refined and the experience suggests that this will be an iterative activity still going on in the medium term in the future.

Secondly, in EPOS the process of creating the conditions for interoperability among existing RIs has actually started in 2010, long before the FAIR principles were made explicit by FORCE11 (Wilkinson et al., 2016). This entails two considerations: (a) EPOS architecture was FAIR-compliant since its conception because some of its driving aspects are key concepts for FAIR principles as well, i.e., metadata and ontologies, identifiers, technological interoperability; (b) the methodology was applied to an existing research infrastructure, and in the wider Environmental RIs landscape this is often the case in the experience of the authors.

The third remark is that the evaluation step in the FAIR adoption process was carried out on the basis of IT expertise and skills of EPOS RI implementers, being rigorous methods to evaluate and making the gap analysis not yet available before 2016 and currently still under discussion (Wilkinson et al., 2019). Importantly, such FAIR evaluation methods developed at different levels and in different continents, are taking advantage of domain specific RIs like EPOS and RIs clusters like ENVRI-FAIR, when it comes to have an harmonized application, test, and feedback of the proposed evaluation methods and questions, as in the case of the work being carried out in ENVRI-FAIR WP5 and WP7.

Details about technological activities carried out in EPOS are reported in Table 1B.




DISCUSSION


Perspective on FAIR Principles

Nowadays, FAIR principles are largely accepted by a wide stakeholders range, all over Europe (and beyond); the acronym well-reflects the concept of “establishing equally a common technical background” for all those involved in data provision; also, it has the merit of making technical concepts like “interoperability” understandable by non-technical audience; FAIR concepts discussions are cross-disciplinary and applicable also to non-technical domains [see “FAIR policies” discussions (Boeckhout et al., 2018)]; finally, being it a driving concept in European initiatives like EOSC, it has rapidly become a reference for all those RIs whose sustainability relies on European funding.

However, the road from principles to real FAIR RIs is still long: at now many initiatives focus primarily on the establishment of criteria for assessing “FAIRness” of data stewardship systems and then on complementary guidelines (Collins et al., 2018) or support actions (GO-FAIR) working on best practices and not yet attempting to formalize technical references architectures.

The current work aims at making a step forward on the “principles-to-reality” track, by emphasizing the need for technical guidelines and by proposing a four-stages roadmap related to technological solutions that ease real implementation.

The roadmap in Figure 1, rather than prescribing a sequential temporal approach, aims at capturing the mindset and approach of RI implementers. The roadmap also demonstrates that an approach that follows sequentially the letters of the FAIR acronym (i.e., implementing first technologies for Findability, secondly technologies for Accessibility, and so on), is not technically viable and does not fit with development practices within RIs.

The roadmap is part of a FAIR adoption process which also include an SDLC and reflects the real workflow RI implementers use in the actual technical work. The SDLC discussed here is simple but efficient and commonly used; others may be used to meet more advanced implementational techniques, and the FAIR adoption process would still work as an implementation guideline method.

Importantly, the FAIR adoption process can be applied also to existing RIs, which in the current FAIR landscape (for instance in the EOSC) represent the majority.

With the conceptual solutions proposed (Table 1A) and their actual technical implementation in EPOS (Table 1B), the authors want to foster efforts in providing clear technical guidelines for building or upgrading existing RIs data systems. In perspective, an agreed common view of the architectural technical building blocks may also facilitate the establishment of metrics for FAIR assessment of systems, not only of the data they steward.




FUTURE WORK

The fourth stage, which deals with services taking FAIR data as input to produce FAIR data products in output, paves the way for future work related to the extension of FAIR principles also to processing services, which seem not to have a habitat yet in the FAIR environment (definition, guidelines, etc.) although they are a key element for re-usability based on interoperability. Additional consideration on provenance aspects and on what building blocks are needed to produce FAIR provenance records should be done.

In the EPOS case study we observed that the common approach to RI system development influences RI architectures that turn out to be very similar across the EPOS Thematic Communities, in terms of system components. Hence, additional effort in the definition of FAIR reference architectures would make any RI, especially those providing access to similar resources, benefit of a pool of reference architectural building blocks and technical solutions that would ease implementation of FAIR compliant systems.
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1https://www.force11.org/

2https://fairsharing.org/

3https://www.go-fair.org/

4http://www.copdess.org/enabling-fair-data-project/

5https://www.rd-alliance.org/

6http://blog.ukdataservice.ac.uk/fair-data-assessment-tool/

7https://www.go-fair.org/2017/12/11/metrics-evaluation-fairness/ [http://aims.fao.org/activity/blog/put-fair-principles-practice-and-enjoy-your-data]

8https://www.biorxiv.org/content/biorxiv/early/2018/09/25/418376.full.pdf

9https://op.europa.eu/en/publication-detail/-/publication/78ae5276-ae8e-11e9-9d01-01aa75ed71a1
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TABLE 1B | Technical implementation in the EPOS use case is described either at Thematic Core Services (TCS) level and at the Integrated Core Service (ICS) level.

FAIR Principle

Technical implomentation

ics

TCs

SERVICE FOR FAIR principles in this stage do
USE (84) ot address computation or
visualization services

Implementation of computational services, analysis or visualization services.

Computational and visualzation services are implemented through
the 50 called IGS-D, i, distibuted extenal senvices, whose
interoperation with ICS-C (central hub) is still ongoing®, as in the
ase of Eniighten web tod), a Jupiter notebook based system
where tools for processing and visualization of seismic data are
made available. Communication between ICS-C and Eniighten is
designed o be APIs based, and pointers to data can be provided
in WL (Gommon Workflow Language?) format. Another ICS-D
ase, basad on the work from DARE projects, also worked on
Provenance Solutions based on S-ProvFlow? Main chalenge of
ensuring that data prodiucts obtained by FAIR dataset processing
stil comply with FAIR principles is stil ongoing.

Some TCS hold computational faciies that are candidate for
1CS-D status, forinstance Geological community claim to provide
senvices for calculating Borefole Geometry and Gravity fild, whie
Anthvopogentc Hazard community can make available generic
computation senvices (based on computing resources of Polsh
National Gric). Al these are however sl at prototype level.

SERVICE FOR Fa. (motaldata are registored Implementation of (wob) services for making (motajdata catalog resources accassible and searchable, by
ACCESS (53) orindexed n a searchable using open standard communication protocols.

resource.

A2, meladata o accessibe, 1GS-G node provides machine-readable and machine-actionable Thematic communites repostores curentl provide acosss to

even when the data are no HITP RESTIul Web APIs (A1.1) o interact with the metacata data and metadata by means of HTTP(s) web servies. Some

longer aveicbie, catalog, o tigger system funclonliies (e.g. convertdata) and to commurites use exising standards (e.g., OGC WMS and WFS in

A1 (meta)iata are retrevable search for data and meladata (F4). Thelatter can be obtained dlso Geology, FDSN senvies in seismology) which al alow for

by theic dentier using a by reforencing (metaldata identirs (AY). (meta)data soarch (F4), implemented vith open protocols (A1.1).

standardzed communications Discussions are undergoing wihether to make metadta avaiable Communiis starling fom scratch right after the issuing of FAR

protocl when data i no longer avalabie (A2) principles were guided to adopt known and open standards

A1 the protocol i open, ree, (usually EU recommendations) complying with F4, A2, A1.1

and uriversally implementabl.

A1.2the protocol allows for an Implementation of authentication and authorization services.

authentioation and

authorization procedure, where Authentication and Authorization (A4) are implemented as an Authentication and Authorization (AA) might be of limited

necessary. external senice. Users requests have to go through a proxy, applcabity for some data n the sofd Earth domain, i, data that
developed with Nginx, which takes advantage of auth_tequest o not envisage commercial usage, nor include personal
and proxypass directives to oute the requesis to the A senvice. information: et thereis  portion of data that requires AA i order
The servioe issues a token to recirected users that need to bo to manage embargoed, commercal and security-sensible
authenticated or checks the token vaity and authorizaton to be datasets, or data products requiing processing (e.g. satelte “on
used for commuricaton vith TCS secured repositries over ifps Gemand images). In additon to tha, A systems are fundamental
(A1.2), Such senvice leverages o existing AA architecture models 10 account the usage of the data in a detaled way, shoving what
(e.. AARG blueprint rchitecture?) and software (e.g. Unity DM') type of users have requested access to data. TCS to which AA
With this soluon ICS don't impose Authentication over all the an bo applied are encourage to adopt standard AA
Gomain senvices it integrates, but can propagates the AA palicies tectndlogies ke OAUN2Y or jon some federated Identy Provider
adopted at communiy level. i EDUgin, as inthe case of Seismological Data.

METADATA (52) F2. data are described wilh Selection of a metadata model which allows description of concepts of interest in a formal language, using a common

1ich metadata (dofined by R1). vocabulary and serialized in a machino-readable format
F3. metadata clearly and
explity include the identfer of GERIF (Bsil and Joffry, 2014) formal conceptual modelfor Metadata mods at TOS levelpresent a heterogenous landscape:
the data it describes. rosearch domain was selected for metadata storage. It many communiies aleady used standard model (6.9, Geology
R, metacata e ihly encompasses many metadata information .e. rch standard) (F2, hich srongly roies on OGC standards and INSPIRE drective”
described with a puray of RY) e.g. Projec, Person, Organization, Services, Daasels, which usually comply o 1. In this case, communites were
accurate and relevant Fecilty elc), includes a semantic layer, geographic binding, and encouraged to enhance their standard, f ecessary. o be rich
atirbutes. implements fime stamps and roles. Each of the enites ncluce an enough (F2) and to comply with related FAIR principles (12, F3)
1. metadeta use a formel, atrbute for identfers (F3). CERIF can be expressed by means of Other communiies started fom scratch, as inthe case of
acocssibe, shared, and an Entity Relaionship model and can be mapped to more known Laboratory communty that set up a metadata and vocabulary
broadly applcable language or standards (1, R1.9) (9., DOAT-AP). I has it own vocabulary but task force! and Geomagnelic community which leveraged on IS0
Inowedge representaton. through the semanic layer any vocabulary can be mapped and 19139 In such cases, 2 continuous interaction and guidance
12. metadata use vocabularies used (2). CERIF is  superset of many metadata models used by action was put in place in order to make them comply to FAR
thatfolow FARR princiles. commuriies (e.g. Dubln Core, stationXL, DCAFAP etc) principles. In most cases, quite @ work s required for complying to
13. metadata include qualfied mearing tha they can be mapped to CERIF (R1.3) and, in the the rich metadata FAIR requirement R1.
references to other (meta)cata. other diection, can be produced from CERIF.
R1.3. metadiata meet In order to collect cientific metadata and data-related metadata
domain-reevant from Thematic Communitis, and ingest tinto the CERIF based
commurity standards metadata catalog, the EPOS-DCAT-AP metadata mod, an
extension of DGAT-AP, with RDF urle serlzaton was used (Teni
et a1 2018). The usage of such human understandable (but also
machine readable), wide known, popular standard simplifies the
process of TCS metacta provision. EPOS-DCAT-AP extension is
tich enotigh (F2)to reprasent scienliic metadata, tindudes
identifers ofthe data (F3), and uses W3C DOAT vocabulary (1).
The extension was created also to envich the original Appiiation
Profie, thus complying with R principl as well.
Metadata encompassing elements that go beyond scientifc data
rolated informaion (0., projects, processing faciies) are not
captured by EPOS-DOAT-AP and directly ngested
into OERF.
F1. metadata are assigned a Selection of a PID system which guarantses technical reliability, authority, and ensures a long-term viability
globally unique and persistent
dentifr: Intense debe is curently ongoing, pointing ou that sustainabiity A for the data stage, most of the TOS adopted Datacite DOIs in
aspects need to be addressed fist in order o be able to assign ifferent technicalimplementations flavors. Howexer, issues are
PIDs refoasec by interationsl rganizations (2.9, DO or 6PIC), being encountered when it t Ik data tothe landng-page
Potentil usage of UUID or GUD s information in @ maching-readable mannr
also discussed.
R1.1. metadiata are reoased Discussion of a metadata policy and consequent adoption of  license ensuring metadata collected are
with a dear and accessio ‘mado available under clear usage conditions.
data usage fense.

METADATA (2) 10S are compliant with EPOS data policy, which states that ‘i Likewise 10S, al TGS have agroed to the EPOS Data Polcy which
order to enstres the widest dissemination and publcit for EPOS encourage to provide metadata vith CO:BY licensing schema.
managed senices, assumes that metadata aro casiy and freely Gonvergence and consensus buding of al communites toward
accessible at any ime, with as few resticions as possible. this polcy has required more than 3 years.

Supplers arethus encouraged to aff open licenses, preferably
Greative Commons 4.0 GC:BY, to their metadta, The
machine-readable version ofthis fioense wil alow Users) to
identiy the relevant datasets through search engines fcenses
fiters.* As a consequence, metadata s provided with CO/BY.
Fa. metadata are registered or Selection of metadata catalog, structured according to international standards or schemes.
indexed in a searchable
resource. GERIF (Bat and Jefery. 2014)forml conceptual modk for Similrly to the Data Stage, communiies adopted heterogenous
A2. metadata are accessivk, research domain was selected, as t supports the management Solutons fiting o the exising Rl landscape. Solutions are often
‘even when the data are no research-related entities such as people, projects, organizations, Institution dependant as in the case of Seismology, where Seismic
longer avaiiable. publication, products, etc. and the relaionships befvveen them. networks are federated international through web senvices, so
The cataog isimplemented in PosigreSL RDBMS which enctie that specifcimplementation chaioes arelft 1o the national Data
metadata search (F4). Metadata records can st exist also vihen Genters. Most straightforward soutions were usage of relational
pointers to dataset or senvices are o longer available (A2). Gatabases (e.g. SQL based DB for FDSN senvices at INGY), but
supports formal syntex and declared somantics, and guarantoes a0 MongoDB' based catelogs were implemented (Near Faut
roferential and functional integriy. TCS metadata and TCS service Observatories—INGY).
Gescriplion are ngested into the main central CERIF catalog at
105G level
R1.2. metadata are associated Selection of metadata provenance model for representing Information concerning the creation, attribution,
vith detaied provenance. or version history of managed data.
Metadatais stored with the CERIF format, which supports R1.2 has not been tackied in a methocical way ith the excaption
provenance because of the time-stamped inking enies. of a few communites that claim to be ready for producing and
Nevertheless, according to (Bailo et al., 2016) there is still necessity storing provenance information (e.g., seismology).
tofurher develop in CERIF some provenance aspects such as the.
integration of causal-efect relationships among the enfiies and
activies involved and ro-used across processing tasks.
DATA (S1) 1. deta use aformal, Selection or creation of a data model which provides a standard format for information resource description,
accessibe, shared, and supporting an ontology, and providing standard vocabulary of terms.
broadly apploable language for
g ity s Being ICS-C the node integrating datasets provided through TGS, A harmonization process was carried out transversally among TGS
plioctourlion HRTRINS o acthies at DATA stage were carred ou. communiies with simiar data represented in diferet formats, as
frsiaritie TCS indoed have the ownership of data and are responsibl for inthe case of Volcanological and Seismological communitis:
© e e vosdhuivies el storage, presenvation and data qualty control. Voloano cbservatores included seismic stations providing
folow FAIR prncipis. non-standard seismic waveforms format, whie seismological
8 i i csired comaiies b g g g 0 ESH st
senvies stan providing access to wavefoms in
ek b Che (TS mii-saed format. As aresut, Voloano Obsenvatoies and
Saismological communiy converged toward the Usage of FOSN
and miniseed. A simiar process was carried wihin Natonal
Research nrasiructures (NRI) at TCS evel, as in the case of
GNNS communty which converged toviard the provison of raw
satelite navigation system data in RINEX format (Guriner and
Ectoy, 2007) and other standards for other types o data (ull st in
W10 Service Valdation Report? Tis ci not happen in other
communiies as Geology which converged toward the usage of
0GG compliant e formats (e.9.jog) years ago.
Interestingy the hamonization process required imited techrical
siils, whio lveraged on govemance, communicaton, and
consensus buiing capabilties.
F4. data are registered or Selection of a Data catalog which supports discovery of datasets, and adoption of appropriate storage and
indexed in a searchable preservation strategies.
rosource. . o it
Gommuniiis adopted heterogeneous solutons fting o the
existing Rl landsoape: fesystem vith relationa databases (¢.g.
Seismi waveforms at INGY), Cioud Object Storage provided by
‘Amazon S3°, Copernicus DIAS? or OVH Gioud® (Satelite Data
TCS) and other soltions. Certiicaion was not mentoned by any
communiy, but alcatalogs provided search capatifios F4).
F. data aro assigned a Selection of a PID system which guarantees technical reliability, authority, and ensures a long-term viability.
globally unique and persistent
DATA(ST) denifer Afew TCS communites impementec DOIs. Some of them

R1.1. data are released with a
clear and accessble data
usage lcense.

R1.2. data are associated with
detailed provenance.

‘adopted Dataxite DOs n a heterogeneity of situations, for
instance DOJs to identiy seismic networks, or DOIs to identify
publcations or experiments reated to Labratory data, or DO for
Induced Seismicity episodes; some communilies are testing ePIC.
Identifers for daly seismic waveforms (Seismology in the
framework of EUDAT). Although ts viidespread usage, DataCite
DOI may present issues when it comes to referencing URLS
pointing to data object in a machine-readable manner.

Development and adoption a Data policy which ensures that data collected or created by the communities,
once quality controlled, are made available under clear usage conditions licenses.

For addressing data policy related actvity (R1.1), Thematic
‘communities and EPOS Management office co-developed and
‘agreed upon the EPOS data-policy Tuesday, January 21, 2020
4:31 pm, where default licenses have been identified (CC:BY and
‘CC:BYNG from the Creative Commons 4.0 ficenses set). These
licenses place a legal obiigation on the end user to acknowledge
the owner of the TCS services, and akso define the conditions
upon which the data can be ussd.

Selection of data provenance model for representing Information conceming the creation, attribution, or

version history of managed data.

R1.2 has not been tackled in a methodical wayin the context of
EPOS, with the exception of a few communities that claim to be
ready for producing and storing provenance information (e.g.,
seismology).

3https://ec. europa.eu/research/participants/documents/downloadPublic2documentlds=080166e5be0cc2938appld=PPGIMS; - Phitps://www.commonwl.org/; htto://project-dare.
euepos/;  https://www knmi.nl/kennis-en-detacentrumy/project/s-provilow.; *https://aarc-project.eu/wp-content/uploacis/2017/04/ AARC-BPA-2017.pdf; https://www.unity-
idm.eul.; Shttps://oauth.net/2/; Phttos://eur-lex.europa.eu/legal-content/EN/ TXT/HTML/ 2uri=CELEX:32007L00028rid=1; ' https://ec.europa.eu/research/participants/documents/
downloadPublic?documentlds=080166e5be0c154a8appld=PPGMS; htips://ec.europa.eulresearch/participents/documents/downloadPublic?documentlds=080166e5b17255728

appld=PPGMS..;

Khttps://ec.europa.eu/research/participants/documents/downloadPublic?documentlds =080166e5b190e31a8appld=PPGMS; https://www.mongodb.com/;

™httos://www.fdsn.org/; "https://ec.europa.eu/research/participants/documents/downloadPublic?documentids=080166e5be0b3e9f&appld=PPGMS.; °https.//aws.amazon.com/it/

s3/; Phttps://eodsociety.esa.int/2018/04/20/copernicus-dias-data-and-information-access- services/; Ihttps://www.ovh.it
080166e5b190e31a&appld=PPGMS.

downloadPublic?documentl

"https://ec.europa.eu/research/participants/documents/
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Table 1A | “Technical Activities” are described (bold text) and shortly discussed (plain text) in order to outline the main challenges to be addressed and issues that may be
encountered in technical implementation.

SERVICE FOR
USE (s4)

SERVICE FOR
ACCESS (S3)

METADATA (S2)

DATA (1)

FAIR Principle

FAIR principles in this stage do not
address computation or visualization
senvices

F4. (meta)data are registered or indexed in
a searchable resource.

A2. metadata are accessible, even when
the data are no longer available.

A1 (meta)data are retrievable by their
identifier using a standardized
communications protocol.

A1.1 the protocol is open, free, and
universally implementable.

A1.2 the protocol allows for an
authentication and authorization
procedure, where necessary.

F2. data are described with rich metadata
(defined by R1).

F3. metadata clearly and explicity include
the identifier of the data it describes.

R1. metadata are richly described with a
plurality of acourate and relevant
attributes.

1. metadata use a formal, accessible,
shared, and broadly applicable language
for knowledge representation.

12. metadata use vocabularies that follow
FAIR principles.

13. metadata include qualified references
to other (metajdata.

R1.3. metadata meet domain-relevant
community standards

F1. metadata are assigned a globally
unique and persistent identifier.

R1.1. metadata are released with a clear
and accessible data usage license.

Fd. metadata are registered or indexed in
a searchable resource.

A2. metadata are accessible, even when
the data are no longer available.

R1.2. metadata are associated with
detailed provenance.

1. data use a formal, accessible, shared,
and broadly applicable language for
knowledge representation.

R1.3. data meet domain-relevant
community standards

12. data use vocabularies that follow FAIR
principles.

13. data include qualified references to
other (meta)data.

F4. data are registered or indexed in a
searchable resource.

FA. data are assigned a globally unique
and persistent identifier.

R1.1. data are released with a clear and
accessible data usage license.

R1.2. data are associated with detailed
provenance.

aptips://www.globus.org/sites/defaul/fles/GFD-R.0201.paf

bhttps://edugain.org/

Chttps://joinup.ec.europa.eu/release/dcat-ap/11
9https://www.pidconsortium.eu
°https://creativecommons.org/choose/

! https://www.fdsn.org/xmV/station/

Y https://www.pidconsortium.eu
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Technical activity

Implementation of computational services, analysis or visualization services.
Processing tools providing services that use FAIR data as input and perform computations
should take into account: () standard protocols for transferring data (e.g., gridFTP®),
because common HTTP based web-services may encounter issues when transferring
huge amounts of data; or (i) pointers to data (e.g., fle URLs) encoded in a
machine-readable format; (i) technologies for authentication and authorization, usually
needed when computational tasks are required as the system needs to account users’
resource usage: (i) mechanisms to track provenance information, attach appropriate
metadata, as well as dealing with assignment of PID to the data product, in order to
ensure that data products obtained still comply with FAIR principles.

Implementation of (web) services for making (meta)data catalog resources
accessible and searchable, by using open standard communication protocols.
Senices for access should include search and access functionalities and consider that
standard communication protocos together with standard technologies should be
selected. A wide range of options is available, spanning from RESTHul (Richardson and
Ruby, 2007) web services to other SOAP approach implementing search functionalities,
(meta)data object referencing by identifier which should also persist when actual
(meta)data is no longer avalable.

Implementation of authentication and authorization services.
Authentication and Authorization (AA) should be also supported in order to achieve the *as
open as possible, as closed as necessary” principle mentioned in Guidelines on FAIR Data
Management in Horizon 2020 (European Gormmission, 2016). Setting up AA system
includes: (@) selection of interoperable authentication protocols (e.g., Oath 2.0}, (b)
management of users within a catalog, (c) assignment and handing of appropriate
Authorization schemas. Complexiy is increased by legalistic and policy aspects related to
users’ authorizations, and by potential interoperation with existing federated AA service
providers, e.g., EDUgain network?

Selection of a metadata model which allows description of concepts of interest
in a formal language, using a common vocabulary and serialized in a machine-
readable format.

Metadata model choice should fall upon an existing standard or its extension taking into
account (a) the need for a rich metadata model which includes information about context,
quality, condition, or characteristics of data. This guarantees that all concepts in the
context of interest are captured, also these going beyond the immediiate description of
dataset and related to concepts ke projects and funding used to produce data; (b) the
need to manage ontologies and vocabularies: the driving criteria here should to use or
extend existing semantic models for representation and concepts linking, e.g., DCAT-AP®;
(c) metadata models and ontologies should be easily serializable in formats that refies on
machine readable standards and schemas (e.g., RDF/turtle, RDF/XML, JSON-LD).

Selection of a PID system which guarantees technical reliability, authority, and
ensures a long-term viability.

PIDs require dedicated machinery and software to be issued, resolved and managed. A
common solution is to rely on organizations—e.g., Datacite (Jan, 2009), ePIC —but other
options might be considered (Sicilia et al., 2019).

Discussion of a metadata policy and consequent adoption of a license ensuring
metadata collected are made available under clear usage conditions.

Licenses require rich enough information to be machine-readable and properly cited. A
relevant example is creative commons which provide an easy way to choose a license and
to share itin a machine-readable way®

Besides technical aspects, the establishment of policies for metadata may need
community-wide and, depending on the size of the community, they may reqire.
implementation of appropriate communication, community building, and organizational
strategies.

Selection of metadata catalog, structured according to international standards or
schemes.

Such activity points out the need for a specific technical building block, ie., the metadata
catalog, which supports at least search functions and CRUD (Create, Read, Update,
Delete) operations. Such catalog should take into account a rich logic schema (for
representing rich metadata) and fit for purpose technologies for metadata storage (e.g..
RDBMS, triplestore, noSQL etc.).

Selection of metadata provenance model for representing Information concerning
the creation, attribution, or version history of managed data.

Depending on the complexity and accuracy of provenance information, different
technologies can be used, spanning from PIDs for simple data producer citation, to more
complex workflow management and tracking systems (Filgueira et al., 2015) for tracking
information about full history of the processing chain.

Selection or creation of a data model which provides a standard format for
information resource description, supporting an ontology and providing standard
vocabulary of terms.

Amain step for a FAIR data provision is its harmonization by adopting a standard format
within a domain-specific community (e.g.. shapefiles ESRI, 1998); need for harmonization
frequently occurs typical “long-tail’ contexts where data are produced by several different
instruments on a per-sample basis, for instance in laboratories. Some formats embed in
their serialization also an ontology (e.g. stationXML); in such cases, appropriate FAIR,
community-agreed ontologies need to be selected and adopted, possibly reusing or
inheriting from existing ones (e.g., EnvO Buttigieg et al., 2016).

Selection of a Data catalog which supports discovery of datasets, and adoption of
appropriate storage and preservation strategies.

A system for data storage should be selected on the basis of data type, e.g.,
georeferenced layered data might need a database with GIS support, while other types of
data might require flesystem with hierarchical folders or noSQL databases. Furthermore,
Certification of Data repository (Dillo and de Leeuw, 2018) might be also considered.

Selection of a PID system which guarantees technical reliability, authority, and
ensures a long-term viability.

PIDs require dedicated machinery and software to be issued, resolved and managed. A
common solution is to rely on organizations—e.g., Datacite (Jan, 2009),
ePIC9—implementing the above, but other options might be considered (Sicilia et al.,
2019).

Development and adoption a Data policy which ensures that data collected or
created by the communities, once quality controlled, are made available under
clear usage conditions licenses.

From a technical point of view, licenses require rich enough information to be machine-
readable and properly cited. A relevant example is creative commons which provide an
easy way to choose a license and to share it in a machine-readable way".

Besides technical aspects, for establishing data policies community-wide agreements are
needed and, according to the size of the community, they may require implementation of
‘appropriate communication, community building, and organizational strategies.

Selection of data provenance model for representing Information concerning the
creation, attribution, o version history of managed data.

Information about provenance of datasets are usually tracked by means of appropriate
metadata models. This activity hence focuses on the creation, extension or update of
metadata models for tracking provenance, that should be implemented then at metadata
stage.
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