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Regional coupled system models require a high-resolution discharge component to couple their atmosphere/land components to the ocean component and to adequately resolve smaller catchments and the day-to-day variability of discharge. As the currently coupled discharge models usually do not fulfill this requirement, we improved a well-established discharge model, the Hydrological Discharge (HD) model, to be globally applicable at 5 Min. resolution. As the first coupled high-resolution discharge simulations are planned over Europe and the Baltic Sea catchment, we focus on the respective regions in the present study. As no river specific parameter adjustments were conducted and since the HD model parameters depend on globally available gridded characteristics, the model is, in principle, applicable for climate change studies and over ungauged catchments. For the validation of the 5 Min. HD (HD5) model, we force it with prescribed fields of surface and subsurface runoff. As no large-scale observations of these variables exist, they need to be calculated by a land surface scheme or hydrology model using observed or re-analyzed meteorological data. In order to pay regard to uncertainties introduced by these calculations, three different methods and datasets were used to derive the required fields of surface and subsurface runoff for the forcing of the HD5 model. However, the evaluation of the model performance itself is hampered by biases in these fields as they impose an upper limit on the accuracy of simulated discharge. 10-years simulations (2000–2009) show that for many European rivers, where daily discharge observations were available for comparison, the HD5 model captures the main discharge characteristics reasonably well. Deficiencies of the simulated discharge could often be traced back to deficits in the various forcing datasets. As direct anthropogenic impact on the discharge, such as by regulation or dams, is not regarded in the HD model, those effects can generally not be simulated. Thus, discharges for many heavily regulated rivers in Scandinavia or for the rivers Volga and Don are not well represented by the model. The comparison of the three sets of simulated discharges indicates that the HD5 model is suitable to evaluate the terrestrial hydrological cycle of climate models or land surface models, especially with regard to the separation of throughfall (rain or snow melt) into surface and subsurface runoff.
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INTRODUCTION

The hydrological cycle is crucially important to life on Earth since water is essential nourishment for all organisms. Consequently, the importance of the hydrological cycle is highlighted by the Global Energy and Water Cycle Experiment (GEWEX; e.g., Sorooshian et al., 2005), which is now in its third phase (2013–20221). The implications of changes in the hydrological cycle induced by climate change may affect the society more than any other changes, e.g., with regard to flood risks, water availability and water quality. For example, large irrigation activities in many parts of Middle Asia led to man-made climate change in the Aral Sea region that were caused by the lake’s catastrophic desiccation within the last five decades (Breckle and Geldyeva, 2012). This had severe consequences for the societies living in this area. Another example is the prominent drought period in the Sahel that began at the end of the 1960s and ended in the mid-1980s (Anyamba and Tucker, 2005). This caused a noticeable decline of per capita food production and food self-sufficiency ratios in the Sahel (Epule et al., 2014).

Discharge (or river runoff) is an important component of the global water cycle and comprises about one third of the precipitation over land areas. It closes the water cycle between land and ocean. On the one hand, the freshwater inflow affects the thermohaline circulation, especially in regions where deep convection occurs (Hordoir et al., 2008). For example, an increased freshwater anomaly may cause a weakening of the meridional overturning in the Northern Atlantic (Marzeion et al., 2007). An important source of stratification in the North−Western European Shelf is the outflow from the Baltic Sea (Hordoir and Meier, 2010) that is mainly induced by river runoff into and net precipitation over the Baltic Sea. Decadal variations in Baltic Sea salinity are caused largely by the accumulated runoff to the Baltic Sea (Väli et al., 2013). In addition, the thermohaline circulation of the Baltic Sea is also influenced by inflows of highly saline water from the North Sea that itself may be strongly impacted by uncertainties in precipitation and/or river runoff (Lehmann and Hinrichsen, 2000).

On the other hand, river discharge and the associated nutrient loads are important factors that influence the functioning of the marine ecosystem. Lateral inflows from land, carrying fresh, nutrient-rich water determine coastal physical conditions and nutrient concentration and, hence, dominantly influence primary production in the system. Since this forms the basis of the trophic food web, it impacts the variability of the whole ecosystem (Daewel and Schrum, 2017). This becomes even more relevant in systems like the Baltic Sea, which is almost decoupled from the open ocean and land-borne nutrients play a major role for determining ecosystem productivity (Thurow, 1997; Österblom et al., 2007). With respect to global biogeochemical cycles, a proper description of the transport of, e.g., nitrogen, phosphorus, carbon, and silicon, into the ocean requires a very detailed representation of stream characteristics (such as flow paths, lakes, ponds, reservoirs, wetlands, and floodplains) because the smallest water bodies may exhibit large parts of the retention on land (Bouwman et al., 2013).

In climate change studies, runoff is generated differently in hydrological and climate modeling communities. In hydrology, global hydrology models (GHMs) or local/regional hydrological models (HMs) are used that are forced with climate model input. This method has two major advantages. First, the GHMS and HMs are specific impact models focusing on hydrology, and, hence, hydrology is not just one of many processes such as it is in a climate model where the main purpose is to simulate the climate. Second, it is well known that general circulation models (GCMs) and regional climate models (RCMs) suffer from substantial biases, especially with regard to precipitation and the hydrological cycle (Flato et al., 2013; Kotlarski et al., 2014). When using GHMs or HMs, climate model input can still be bias-corrected before these data are fed into the hydrology model. Local and regional HMs are often calibrated. On the one hand, this leads to more accurate discharge simulations for current climate. On the other hand, the calibration may obscure deficiencies in process representations that may lead to erroneous behavior in ungauged catchments or different climates under global warming conditions. On the downside of the HM application is that no feedbacks to the atmosphere are considered, and the simulated hydrology may be inconsistent with climate model forcing. Using different models changes the uncertainty of the results (Hagemann et al., 2013). This is especially important when using a model chain comprising bias corrected GCM data fed into GHMs as being applied within the European Union (EU) project WATer and global Change (WATCH2; see, e.g., Harding et al., 2011) and the Inter-Sectoral Impact Model Intercomparison Project (ISIMIP; Warszawski et al., 2014).

In climate modeling, runoff is generated within the land surface schemes of global or regional climate models. Thus, the simulated runoff and other hydrological variables are consistent with the climate variables and hydrology – atmosphere feedbacks are regarded. A disadvantage is that potentially large biases exists due to climate model biases, especially in precipitation (see above). This approach is used for coupled system model studies, where interactions between the different compartments of the Earth system shall be considered. In a coupled Earth system model, the discharge is the interface between the land surface hydrology and the ocean, and thus an integral part of the coupled system.

For global applications of a discharge model within a fully coupled GCM or an Earth System Model (ESM), a grid resolution of 0.5° is usually sufficient. The same applies for regional applications of coupled system models where the main objective is an adequate representation of the mean monthly discharge of large rivers. If research and applications focus on the representation of daily discharge, consider smaller catchments or investigate the transport of biogeochemical compounds on the regional scale, higher resolutions are required for the appropriate simulation of discharge. Zhao et al. (2017) demonstrated the importance of the routing scheme (i.e., the discharge model) to simulate peak discharges. Their routing model did not only account for floodplain storage and backwater effects that are not represented in most GHMs, but also was using a higher resolution (0.25°) than the nine GHMs (0.5°) from which the forcing data were taken. While most of the GHMs use a 0.5° resolution, some of them are available at higher resolutions, e.g., LISFLOOD at 0.1° (Van Der Knijff et al., 2010), PCR-GLOBWB at 0.08° (López López et al., 2016) and WaterGap3 at 5 Min. (Flörke et al., 2013). Moreover, several large-scale regional HMs exist, such as E-Hype with a median catchment size of 215 km2 (Donnelly et al., 2016; Lindström et al., 2010), LISFLOOD at 5 km and mHM at 1–24 km (Samaniego et al., 2010) for Europe, and MODCOU at 1–8 km over France (Decharme et al., 2013). Bierkens et al. (2015) summarized ongoing and planned activities in large-scale high-resolution hydrological modeling.

In addition to traditional RCMs, regional coupled system models (RCSM) have been recently developed to conduct climate change studies at high spatial and temporal resolutions. These models require a high-resolution discharge component to couple their atmosphere/land components to the ocean component and to adequately resolve smaller catchments and the day-to-day variability of discharge. The current discharge models applied in coupled (or Earth system) models for global or regional climate simulations usually do not fulfill this requirement. In ESMs, discharge (or routing) models are frequently part of the coupled system (often as part of the land surface scheme) but their spatial resolution is usually 0.5° (Roeckner et al., 2003; Guimberteau et al., 2012) or coarser (Best et al., 2011; Lawrence et al., 2011; Milly et al., 2014). For RCSMs, a few setups exists where a discharge model is included, but its resolution is rarely higher than 0.5°. Examples comprise the HD model (Hagemann and Dümenil, 1998) at 0.5° (Elizalde, 2011; Sein et al., 2015; Sitz et al., 2017), TRIP (Oki and Sud, 1998) at 0.5° (Dell’Aquila et al., 2012; Sevault et al., 2014) and LARSIM (Bremicker, 2000) at 1/6° over Northern Europe (Lorenz and Jacob, 2014). Several studies exists where a RCM was coupled to a very-high resolution regional HM but currently these studies cover only short periods or relatively small catchments/areas (e.g., Mauser and Bach, 2009; Larsen et al., 2014; Shrestha et al., 2014; Senatore et al., 2015). Over Korea, the discharge model TRIP has been coupled to a RCM at 0.5°, 0.25°, and 0.125° in preparation of future RCMS studies (Lee et al., 2015). To our knowledge, none of the HMs used in the studies listed above has been used in a fully coupled RCSM setup that can be applied for climate time scales and large-scale areas.

At the Helmholtz-Zentrum Geesthacht, RCSM simulations are planned with GCOAST (Geesthacht Coupled cOAstal model SysTem) over Europe and the Baltic Sea (Ho-Hagemann et al., submitted). Consequently, to prepare high-resolution discharge simulations over these regions within GCOAST, we further developed a well-established discharge model, the Hydrological Discharge (HD) model (Hagemann and Dümenil, 1998), to be globally applicable at 5 Min. resolution. Here, we chose to follow the climate modeling approach (see above) to calculate discharge, as the simulated discharge should be consistent with the climate model forcing. For the planned application within a RCSM, we aim at simulating river discharge with a realistic daily variability and capturing the timing and magnitude of the main peaks and low flow periods on the daily time scale. The representation of minor short-term daily fluctuations is not required, as this is neither expected to be obtained from RCSM simulations nor from using coarse resolution forcing datasets as utilized for the evaluation of the model results in the present study. This study shows first results in comparison with available observations over Europe and the Baltic Sea catchment. The HD model, data and evaluation metrics are described in section “Data and Methods.” In section “Results,” the forcing data and the discharge simulations are evaluated and discussed, followed by section “Summary and Conclusion” where a summary and conclusions are provided.



DATA AND METHODS

With regard to the lateral flow of water at the land surface, the term runoff is often used, which commonly leads to some communication problems. Sometimes it refers to the water from rain and snowmelt that is not infiltrated into the soil (surface runoff), to the whole amount of water that may be transported laterally at a certain location (total runoff), or to the amount of water that is already laterally transported as discharge by rivers (river runoff). In the long-term annual mean, total runoff equals discharge within a catchment, and in this case, runoff is equivalent to precipitation minus evaporation averaged over the catchment. To avoid these communication problems the clear specification of the term runoff is generally recommended and subsequently used in the present study. Here, runoff refers to the total runoff and comprises surface runoff and drainage from the soil (or subsurface runoff). The first represents water amounts that may flow laterally off at the surface or the near-surface layers of the soil, while the latter designates the respective water amounts in the deeper layers of the soil.


The HD Model

The HD model (Hagemann and Dümenil, 1998; Hagemann and Dümenil Gates, 2001) is used in this study for the calculation of river runoff. The HD model has already been used for many years in the global ESM of the Max Planck Institute for Meteorology (MPI-M), MPI-ESM (Giorgetta et al., 2013), and its predecessor ECHAM5/MPIOM (Roeckner et al., 2003; Jungclaus et al., 2006). Recently, it was also included in the regional ESMs ROM (Sein et al., 2015) and RegCM-ES (Sitz et al., 2017) as well as the regional climate model REMO-MPIOM (Elizalde, 2011). Furthermore, the HD model is currently implemented into the RCSMGCOAST of the Helmholtz-Zentrum Geesthacht. The HD model was designed to run on a fixed global regular grid of 0.5° horizontal resolution, and it uses a pre-computed river channel network to simulate the horizontal transport of water within model watersheds. Originally, the HD model used a daily time step, but some refinements made during the MPI-ESM development allow sub-daily time steps, e.g., hourly.

Figure 1 shows the structure of the HD model. It separates the lateral water flow into the three flow processes of overland flow, baseflow, and riverflow. Overland flow and baseflow represent the fast and slow lateral flow processes within a grid box, while riverflow represents the lateral flow between grid boxes. Overland flow and baseflow are both computed using a single linear reservoir. The first uses surface runoff as input, while the latter is fed by drainage from the soil. Riverflow receives the inflow from other grid boxes as input and it is simulated by a cascade of five equal linear reservoirs. The sum of the three flow processes is equal to the total outflow from a grid box. The model parameters are functions of the topography gradient between grid boxes, the slope within a grid box, the grid box length, the lake area, and the wetland fraction of a particular grid box. The model input fields of surface runoff and drainage resulting from the various climate or land surface model resolutions are interpolated to the HD grid before being fed into the HD model.
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FIGURE 1. The HD model structure. The figure was designed by S. Kotlarski (pers. comm. 2006).




Model Improvements

The HD model has been adapted to run on a regular grid of 5 Min. horizontal resolution, which corresponds to an average grid box size of 8–9 km. It can be forced with daily or sub-daily time series of surface runoff and drainage using a time step that equals the forcing time step. In the present study, the model time step was set to the respective forcing time step (see section “Forcing Data and Experimental Setup”). However, as the minimum travel time through a grid box is limited by the time step chosen, an internal time step of 0.5 h is used for riverflow. For the initial development and application of the 5 Min. HD version (HD5), a regional domain over Europe was chosen that covers the land areas between −1°W to 69°E and 27°N to 72°N. The domain is shown in Figure 2 together with the catchments areas for selected rivers that are specifically mentioned in the manuscript. River directions and digital elevation data were provided by Bernhard Lehner (pers. comm., 2014) and were derived from the HydroSHEDS (Lehner et al., 2006) database and from the Hydro1K dataset for areas north of 60°N3. We compared the HD5 catchment areas with literature values for the whole catchment and with station values for the station-related catchments. In general, we found a good agreement with the observed areas. Larger deviations between gridded and observed areas occur only for a few rivers that are mainly located north of 60°N, i.e., in the Hydro1K part of the HD5 grid. Lake fractions are taken from the European Space Agency (ESA) Land Cover Climate Change Initiative (LC_CCI) for epoch 2010 (version 2.0.7; available at4) and wetland fractions from the LSP2 (Land Surface Parameter vs. 2) dataset (Hagemann, 2002). To adapt the HD model parameters used at 0.5° resolution to the higher resolution, global scaling factors were applied to the reservoir retention coefficients of overland flow and base flow. These two factors are global constants and were applied in every HD model grid box. Thus, as for the operational HD model at 0.5° resolution, no river specific parameter adjustments were conducted. Since the HD model parameters depend on globally available grid box characteristics, it is, in principle, applicable for climate change studies and over ungauged catchments, i.e., river basins where no daily discharges are available at a downstream station. Here, we imply that if the HD5 model yields satisfactory simulated discharges for many rivers without river and time period specific calibration, then we can be confident that the model is likely to also provide reasonable discharge in climate change studies and over ungauged catchments where an evaluation is not possible.
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FIGURE 2. European HD5 domain and catchment areas for selected rivers.




Forcing Data and Experimental Setup

As mentioned in section “Introduction,” it is well known that climate models suffer from substantial biases, especially with regard to precipitation and the hydrological cycle. In order to avoid uncertainties introduced by model biases of the atmospheric component of a RCSM, the HD5 model was driven by pre-generated fields of surface and subsurface runoff. As no large-scale observations of these variables exist, they need to be calculated by a land surface scheme or hydrology model using observed or re-analyzed meteorological data. Figure 3 summarizes the main steps of generating simulated discharges with HD model in stand-alone mode and conducting their evaluation. These steps comprise three parts:
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FIGURE 3. Flowchart showing the main steps of generating simulated discharges with the HD model and conducting their evaluation in the present study.



1.Preparation of HD model forcing: Choose an atmospheric forcing dataset and use a land surface (or hydrology) model to generate the forcing for the HD model,

2.Run the HD model: Interpolate the forcing data of surface runoff and drainage to the HD model grid and simulate daily discharges with the HD model,

3.Evaluation of results: Compare simulated and observed discharges at station location and calculate various evaluation metrics.


Note that in coupled HD model applications, part 1 is replaced by direct input from the respective RCM or GCM. In order to pay regard to uncertainties introduced by the inputs generated in part 1, three different methods and datasets were used to derive the required fields of surface and subsurface runoff for the forcing of the HD5 model. Table 1 provides an overview on these three forcing datasets and their characteristics.


TABLE 1. Model experiments and their forcing data.

[image: Table 1]
HD5-JSBACH

In order to generate daily input fields of surface runoff and drainage, the land surface scheme JSBACH (vs. 3 + frozen soil physics; Ekici et al., 2014) was forced globally at 0.5° with daily atmospheric forcing data based on the Interim Re-Analysis of the European Center for Medium-Range Weather Forecast (ERA-Interim; Dee et al., 2011). These forcing data are bias-corrected (see Beer et al., 2014) toward the so-called WATCH forcing data (WFD; Weedon et al., 2011) that have been generated in the EU project WATCH. For our study, we spatially interpolated the surface runoff and drainage data to the European 5-Min. domain using conservative remapping and fed into the HD5 model. The simulation period is 1979–2009. This forcing was also used for an analogous simulation with the HD model at 0.5° resolution. This 0.5° simulation is denoted with HD 1.10 in the following.



HD5-MPIHM

The MPI-M hydrology model MPI-HM (Stacke and Hagemann, 2012) was driven by daily WATCH forcing data based on ERA-Interim (WFDEI; Weedon et al., 2014) from 1979–2009 to generate daily input fields of surface runoff and drainage. MPI-HM is a GHM operating at a spatial resolution of 0.5°. It has contributed to the WATCH Water Model Intercomparison Project (WaterMIP; Haddeland et al., 2011) and ISIMIP (Warszawski et al., 2014).



HD5-MESCAN

Six hourly data of surface runoff and drainage (variable name: percolation) were retrieved from the MESCAN-SURFEX regional surface reanalysis (Bazile et al., 2017) created in the EU project UERRA (Uncertainties in Ensembles of Regional ReAnalysis5). SURFEX (Masson et al., 2013) is a land surface platform that was driven by atmospheric forcing at 5.5 km. The forcing comprises 24 h-precipitation, near-surface temperature and relative humidity analyzed by the MESCAN surface analysis system as well as radiative fluxes and wind downscaled at 5.5 km from the 3DVar re-analysis conducted with the HARMONIE system at 11 km (Ridal et al., 2017). The latter has been generated using 6-hourly fields of the ERA-Interim reanalysis as boundary conditions and covers a domain comprising Europe and parts of the Atlantic, which is similar to the European domain of the Coordinated Downscaling Experiment (CORDEX) at 11 km.



Observed Discharge Data

Given the resolution of the HD5 model, an adequate simulation of discharge is not expected for small catchments. Therefore, we only considered rivers with catchment areas around 3000 km2 or larger. Most of the daily discharge data used in this study were provided by the GRDC (Global Runoff Data Center, 56068 Koblenz, Germany). Further data were obtained from various sources such as: Banque Hydro (France), Bundesanstalt für Gewässerkunde Koblenz (Germany), Office of Public Works (Ireland), Norwegian Water and Energy Directorate, Institute of Meteorology and Water Management (Poland), Sistema Nacional de Informação (Portugal), R-ArctivNET (Onega river), Sistema Integrado de Información del Agua (Spain), National River Flow Archive (United Kingdom), and various regional hydrological offices in Italy (Abruzzo, Emilia Romagna, Latio, Puglia, Toscana, Veneto). For each river, the most downstream river gauge was considered for which daily discharge data were available, i.e., from that measurement station, which is closest to the river mouth.



Evaluation Metrics

The discharge evaluation of the HD5 simulations was conducted for those grid boxes that correspond to the station locations within the river network of the respective discharge observations. All evaluation metrics were calculated using simulated and observed time series of daily discharge for the period 2000–2009.


Standard Deviation

The standard deviation σx of a time series xi with n values and the arithmetic mean μx is defined as

[image: image]

Note that we use the standard deviation of a sample (division by n-1), and not the one for the population (division by n).



Coefficient of Variation

The coefficient of variation CVx is defined as the ratio of the standard deviation σx to the mean μx of a time series xi. It shows the extent of variability in relation to the temporal mean.



Pearson Correlation Coefficient

The correlation of two time series xi and yi is expressed by the correlation coefficient rcor of the Pearson product-moment correlation. Alternative names of rcor are Bravais-Pearson correlation, Pearson correlation or just correlation coefficient.

[image: image]



Kling Gupta Efficiency

The Kling Gupta efficiency (KGE) developed by Gupta et al. (2009) is used to measure the agreement between simulated and observed discharge. It provides diagnostically interesting insights into the model performance due to its decomposition of the mean squared model error into correlation, variability and bias terms. This facilitates the analysis of the relative importance of these different components, which is frequently used to evaluate hydrological simulations. Here, we used a revised version of this index (Kling et al., 2012) to ensure that the bias and the variability ratio are not cross-correlated:

[image: image]

with c1 = rcor−1, [image: image], [image: image]

The computation of KGE comprises three main components:


1.The Pearson correlation coefficient rcor, with an ideal value of one.

2.The variability ratio that is computed by using the coefficients of variation (Kling et al., 2012) of simulated and observed data, with an ideal value of one. Note that in the original method, the ratio of the standard deviations was used (Gupta et al., 2009).

3.The ratio between the means of the simulated values μsim and the observed values μobs, with an ideal value of one. Note that c3 corresponds to the bias of the simulated values.


The Kling-Gupta efficiencies range from negative infinity to one. Essentially, the closer to one, the more accurate the model is. For a full discussion of the KGE-statistic and its advantages over the Nash–Sutcliffe efficiency (Nash and Sutcliffe, 1970) or the mean squared error, see Gupta et al. (2009).



Lag

The lag between two time series describes the temporal discrepancy between the centers of gravity between both time series. The cross correlation or lag correlation coefficient rτ of two time series, which are shifted to each other by τ time steps, is defined as:
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The lag L between these two time series is the value of τ where rτ reaches its maximum. For τ = 0 the cross correlation coefficient corresponds to the Pearson correlation coefficient.



Root-Mean-Square-Error (RSME)

The root-mean-square error (RMSE) is a common measure of the differences between simulated (xi) and observed (yi) time series. It is defined as
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In the present study, we used the normalized RMSE that facilitates the comparison between datasets or models with different scales, where the RMSE is divided by the range (defined as the maximum value minus the minimum value) of the observed data.



RESULTS

First, a short evaluation of the forcing datasets is provided in this section, and then the impact of a higher spatial resolution on the simulated discharge is addressed. The results of the 5 Min. simulations are evaluated in section “Evaluation of 5 Min. Simulations,” which is followed by a discussion of the results. Note that since we do not have perfect forcing data of surface and subsurface runoff, the evaluation of simulated discharge is not straight forward, as deficiencies may be caused by shortcomings in the HD5 model or by deficits of the forcing data. Hence, if deficiencies in the simulated discharge for a specific river can be largely attributed to deficits of the forcing data, this would suggest that the HD5 model likely performs reasonably well for this river as HD5 is just transferring these deficits into the simulated discharge. In addition, if a certain metric shows a good agreement for those experimental setups with no noteworthy biases in the respective forcing, this would point to a good performance of HD5 for the considered river.


Evaluation of Forcing Datasets

Figure 4 (left column) compares the annual mean precipitation for 2000–2009 that was used to generate the forcing data of surface and subsurface runoff. To allow for an easier comparison, the precipitation was interpolated to the HD5 model grid using conservative remapping. While the general pattern agree between the three datasets, the HARMONIE precipitation provides a more detailed precipitation distribution than the other two datasets due to its higher resolution. Beer et al. (2014) and WFDEI precipitation are very similar as the monthly means of both datasets are based on two different versions of precipitation data from the Global Precipitation Climatology Centre (GPCC) using the same method of undercatch correction (cf. Weedon et al., 2011, 2014).

The biases of total runoff are shown for the three forcing datasets in Figure 4 (right column), whereat for each river, the bias is allocated to the respective catchment area. The JSBACH runoff tends to be overestimated for many catchments, especially in the Baltic area, the Volga River, central Europe and northern France. The MPI-HM runoff is often lower than the JSBACH data, showing similar positive biases only over Central Europe and France, and reduced biases over the southern Baltic area. However, in the Barents Sea area, northern and central Scandinavia, the runoff is underestimated for many rivers instead. The MESCAN data generally show the lowest runoff biases, having noticeable negative biases especially over Northern Russia and the British Isles. Note that the runoff of the Don River is largely overestimated by all forcing datasets, which is related to the large human water withdrawals that comprise more than 50% of the perennial discharge (Khublaryan, 2009). The same seems to be the case for several rivers in southern and eastern Spain where larger amounts of water are withdrawn for irrigation purposes (see, e.g., Merchán et al., 2013; Expósito, 2018).
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FIGURE 4. Mean precipitation [mm/a] (left column) and bias in total runoff (right column) of the forcing data for Beer et al. (2014) and JSBACH (1st row), WFDEI and MPI-HM (2nd row), and UERRA-HARMONIE and MESCAN (3rd row), respectively.


The runoff biases shown in Figure 4 impose an upper limit on the accuracy of simulated discharge. Except for rivers with large abstractions of water, biases in total runoff and discharge agree in long-term averages. Therefore, if the KGE of a specific river with a runoff bias c3 is considered, the maximum KGE that can be yielded after simulating the discharge is 1-c3.



Impact of Resolution

First, we consider whether it is beneficial to simulate the discharge at 5 Min. resolution compared to the HD standard resolution of 0.5°. While the answer is trivial for smaller catchments where using the coarse resolution model is not appropriate, this is not obvious for larger rivers.

In Figure 5, monthly discharges of HD5-JSBACH are compared to the 0.5° discharges of HD 1.10 for a few selected rivers. Note that for HD 1.10, we consider not only the grid boxes close to the location of the discharge observations, but also the simulated discharge at the river mouth. The reason is that flow directions at 0.5° were only adjusted for main river paths and at the catchment boundaries, but not for every grid box (Hagemann and Dümenil, 1998). Hence, in some cases, the 0.5° model catchment at a station location may deviate from the actual catchment. Figure 5 shows that it is difficult to judge whether the 5 Min. resolution leads to better discharges or the 0.5° resolution. Despite of some biases, the HD model is able to capture the monthly discharge reasonably well with both resolutions. Only for the Weser, the standard HD model is clearly worse if the grid box near the river gauge is considered. However, this clear discrepancy vanishes if the 0.5° discharge simulated at the river mouth is considered for the reasons mentioned above. Here, the 0.5° model catchment at the station location deviates from the actual catchment within the Weser basin.
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FIGURE 5. Simulated and observed monthly discharges for selected rivers from 2000–2003. Simulated discharges comprise HD5-JSBACH and HD 1.10 simulations at 0.5° whereat for the latter, discharges close to the discharge gauge and the river mouth are provided. Note that for the Danube, the station is close to the river mouth so that the related discharges are almost identical.


The situation is different when daily discharges are considered as clear improvements are caused by using the higher resolution (Figure 6). With the higher resolution, the variations of many discharge peaks are much better captured than by using the 0.5° resolution. This is also reflected by the increase in the variability ratio that is much closer to the observations with HD5-JSBACH than for HD 1.10 (Table 2). The improved simulation of daily discharges is especially obvious for the Elbe and Weser rivers, but also applies to the Rhine and the Danube. Note that positive runoff biases (see Figure 4) in the JSBACH forcing data limit the overall performance of simulated discharge (cf. discharge bias in Table 2) over the Elbe (runoff bias: 46.1%), Rhine (15.7%), and Weser (43.7%).


[image: image]

FIGURE 6. Simulated and observed daily discharges for selected rivers from 2000–2003. Simulated discharges comprise HD5-JSBACH and HD 1.10 simulations at 0.5° whereat for the latter, discharges close to the discharge gauge and the river mouth are provided. Note that for the Danube, the station is close to the river mouth so that the related discharges are almost identical.



TABLE 2. Evaluation metrics (2000–2009) for all experiments and those rivers shown in Figures 4–6: Discharge bias, Kling-Gupta Efficiency (KGE), Pearson correlation rcor, normalized RMSE, variability ratio and lag.
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Evaluation of 5 Min. Simulations

Figure 7 shows simulated and observed discharges for several rivers across a range of different catchment sizes (shown in brackets with regard to the discharge gauge), ranging from large scale catchments such as the Northern Dvina to small catchments as the Kyrönjoki. The corresponding evaluation metrics are provided in Table 2 for all experiments. As for the rivers shown in Figure 6, the timing of the main peaks is often captured by HD5 for many rivers across Europe, especially by HD5-JSBACH and HD5-MPIHM. In order to evaluate the simulated discharges in a more comprehensive way, various metrics (cf. section “Evaluation Metrics”) were calculated for the different rivers where observed discharge was available within the period of 2000–2009. For the graphical representation, these metrics were allocated to the respective catchment areas.


[image: image]

FIGURE 7. Simulated and observed discharges from 2000–2009 for Northern Dvina (384000 km2), Rhine (160800 km2), Dordogne (14925 km2) and Kyrönjoki (4833 km2). The maximum KGE values are yielded by HD5-MPIHM and are 0.85, 0.70, 0.80, and 0.64, respectively.


Figure 8 (left column) shows the spatial distribution of Kling-Gupta efficiencies (KGEs) across the European catchments for the three experiments. Over northern Russia, Central and Western Europe and Northern Iberia, HD5-JSBACH and HD5-MPIHM yield relatively high KGEs (>0.4, bluish colors). In addition, several rivers flowing into the Baltic Sea show some acceptable performance (>0.3), especially in the southern part. In the contrary, the discharge of many Scandinavian, south Russian and east Spanish rivers is not well represented. HD5-MESCAN shows less good, but still acceptable performance (>0.3) over northern Russia, Central and Western Europe, but an improved simulation of discharge over Scandinavia.
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FIGURE 8. Kling Gupta efficiencies (left column) and Pearson correlations (right column) with the observed daily discharges for HD5-JSBACH (1st row), HD5-MPIHM (2nd row), and HD5-MESCAN (3rd row).


As KGE comprises contributions from correlation, bias and variability terms, correlation rcor, RMSE and the variability ratio of the coefficients of variation are considered in Figure 8 (right column) and Figure 9, left and right column, respectively. Over western Iberia, Central and Western Europe, correlation pattern are similar to the KGE distributions, with HD5-JSBACH and HD5-MPIHM having higher correlations (>0.6) than HD5-MESCAN (>0.4), while all experiments show high correlations (>0.7) over northern Russia. Acceptable correlations (>0.4) are also yielded for many Baltic rivers except for the Newa and some Scandinavian rivers, with HD5-MPIHM being somewhat better than the other two experiments. For the normalized RMSE, HD5-MESCAN tends to have lower values than the other two experiments and has values below 25% for most of the rivers. The other two experiments yield rather high values over some Baltic rivers, but also stay below 25% for many rivers. Again, all experiments have lowest RSME values over northern Russia, western Iberia, Central and Western Europe. A somewhat different picture is obtained for the variability ratios. Here, JSBACH and HD5-MPIHM yield rather good ratios close to one (deviations smaller than 15%) for most rivers in northern Russia, eastern Baltic, western Iberia, Central and Western Europe, but largely overestimate the variability for most Scandinavian rivers and the Don. HD5-MESCAN generally underestimates the variability across all European rivers, except for some Baltic rivers and the Don. Hence, this lower variability induces the main KGE differences to the other two experiments.
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FIGURE 9. Normalized RSME (left column) and variability ratio of the coefficients of variation (right column) for HD5-JSBACH (1st row), HD5-MPIHM (2nd row), and HD5-MESCAN (3rd row).


To consider the temporal behavior of simulated discharge, the lags compared to the observations are considered in Figure 10. All experiments have low lags (<3 days) for Western Europe and tend to simulate late discharges over Central and especially over Eastern Europe. The HD5-JSBACH discharge generally arrives too early over Northern Europe, while HD5-MESCAN tends to be late across all considered rivers, with some exceptions over Northern Europe. HD5-MPIHM shows much lower lags over Northern Europe, even though it also tends to be too early in this region.
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FIGURE 10. Lags to the observed daily discharges for HD5-JSBACH (upper panel), HD5-MPIHM (middle panel), and HD5-MESCAN (lower panel). A positive lag indicates that the simulated discharge is delayed compared to the observed one.




Discussion of Results

In Scandinavia, especially in Sweden, many rivers are regulated. As this regulation is not regarded in the HD model, its effects can generally not be simulated. A typical example is given for the Indalsaelven (Figure 11). On the one hand, apparent snowmelt induced discharge peaks in spring are simulated, but only weak indications of such peaks occur in the observed time series. On the other hand, there is only little variation in the observed low flow periods, while there is more variability and generally lower discharge in the simulations. This can be interpreted as extractions of water during the snowmelt season and supply of the stored water during low flow periods. It can be noted that rainfall induced discharge peaks outside the snowmelt season are rather well captured by the HD model, e.g., in the second halves of the years 2001, 2004, and 2005 for HD5-JSBACH and HD5-MPIHM.
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FIGURE 11. Simulated and observed discharges from 2000–2009 for Indalsälven (25761 km2), and Daugava (64500 km2).


In general, HD5-MESCAN simulates much lower discharge peaks and higher amounts of low flows than the other two experiments. This leads to a worse simulation of daily discharge for many rivers. This is demonstrated for the rivers Rhine and Dordogne (Figure 7) where the discharge peak values are poorly represented by HD5-MESCAN, while the low flows and especially the receding discharge curves after many peaks are strongly overestimated. This erroneous behavior is induced by a different separation of the lateral flow into surface and subsurface runoff in the MESCAN-SURFEX model (Figure 12). This behavior points to deficiencies in its land surface scheme that tends to produce largely under- and overestimated amounts of surface and subsurface runoff, respectively. The biased separation of the lateral flow toward subsurface runoff leads to a general smoothing of the simulated discharge curves. On the one hand, this smoothing leads to a lower variability (Figure 9) than in the observations and the two other experiments. On the other hand, the too strong contribution of slow flow components (subsurface runoff) compared to the fast flow component (surface runoff) leads to a delayed total flow as indicated by the generally larger lags in Figure 10. In a way, the general smoothing is a similar effect as caused by human river regulation. As the erroneous smoothing partially compensates for the missing river regulation process (see above), the simulated discharges are improved for many anthropogenically influenced rivers compared to the other two experiments, especially over Scandinavia. This is also indicated by larger KGE (Figure 8) and lower RSME (Figure 9) than in the other two experiments.
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FIGURE 12. Simulated surface runoff ratio (catchment averaged surface runoff divided by total runoff) for JSBACH (upper panel), MPIHM (middle panel) and MESCAN (lower panel).


For many rivers where the discharge curve is characterized by a snowmelt induced discharge peak in spring, HD5-JSBACH tends to simulate earlier peaks than the other two experiments. This simulated peak often occurs also earlier than in the observations, such as can be seen for the Daugava (Figure 11). As this is not the case for the other two experiments, this points to a deficiency in the JSBACH land surface scheme in simulating a too early snowmelt. As the snowmelt peak in the spring is the dominant characteristic of the discharge curve for these rivers, this deficiency becomes also visible in the lag of the whole discharge time series considered in Figure 10 before.

Since the MESCAN data have a higher spatial resolution compared to other two experiments, it was originally expected that this would yield better-simulated discharge than for the two experiments using 0.5° forcing, particularly over smaller-scale basins with relatively complex terrain like in Scandinavia. With regard to the total bias (Figure 4) and RMSE (Figure 9), this expectation partially holds as HD5-MESCAN shows the lowest error for many rivers. But due to the too low surface runoff ratio, the high resolution advantage is often more than compensated if other metrics are considered (KGE and Pearson correlation in Figure 8, variability ratio of the coefficients of variation in Figure 9), where HD5-MESCAN performs less well than the other two experiments for many rivers, except for Scandinavia (see above).



SUMMARY AND CONCLUSION

In the present study, a well-established discharge model, the HD model, was further developed to be globally applicable at 5 Min. resolution. The improved HD5 model is one of the very first gridded discharge models that is (a) developed for applications in RCSMs, and (b) features a noticeably higher resolution than utilized in previous RCSMs. As the HD5 model shall be applied in climate change studies and over ungauged catchments, no river specific parameter adjustments, e.g., by calibration, were conducted. In order to prepare high-resolution discharge simulations over Europe and the Baltic Sea catchment within a RCSM setup, its initialdevelopment and evaluation wereconducted for a European domain. Note that the HD5 model has already been successfully coupled within the GCOAST-AHOI setup over this domain (Ho-Hagemann et al., submitted). For the validation of the HD5 model, three different methods and datasets were used to derive the required fields of surface and subsurface runoff for the forcing of the HD5 model. Biases in these fields impose an upper limit on the accuracy of simulated discharge that has to be regarded in the evaluation of the HD5 performance. Results from the three respective simulations show that the HD5 model is able to capture the general behavior of discharge for many European rivers, especially in northern Russia, northern Iberia, Western and Central Europe. Several biases could be traced back to deficits in the forcing data, especially with regard to the total amount of runoff, the early snowmelt in JSBACH and the too low surface runoff ratio in MESCAN. For many catchments affected by the deficits of a specific forcing, the corresponding biases are low in those simulations where the respective deficits are not present in the forcing. This indicates that the HD5 model is representing the discharge behavior well for these rivers. Larger deviations of the simulated from the observed discharges occur for rivers that are strongly affected by human impacts such as water abstractions, e.g., for irrigation, and regulation, e.g., by dams. Consequently, for the hydrological modeling of rivers and watersheds that are highly influenced by human activities, related processes need to be implemented into the HD5 model. This includes the implementation of dams and reservoirs (based on available global databases), their management of river flow regulations as well as modules to simulate water withdrawals, e.g., for irrigation.

Apart from lags induced by deficits in the forcing data and the missing representation of human river regulations and water abstractions, some lags may also be introduced if HD5 does not adequately capture the flow regime of a river. This can be caused by the impacts of lakes and wetlands on the river flow, which is currently only simply parameterized (Hagemann and Dümenil, 1998). Here, the Newa is an example whose discharge curve is largely determined by the outflow from the Lake Ladoga. Also a strong meandering, which slows down the flow, or human stream straightening, which accelerates the flow, are not specifically regarded by the model. To overcome such lags, Alwardt (2015) suggested adjusting the flow velocities of the main river flow path of the respective rivers. However, such a correction is not straight forward as it has to be ensured that the lag is caused neither by deficits in the forcing nor by the missing human impact. If a lag were caused by the latter, an adjustment of the flow velocity in the main river flow path would improve the current discharge simulation but may spoil later attempts to include human impacts into the HD model. Potentially, this may be done for rivers where the lag more or less agrees in discharge simulations with different forcings. Using the three forcings of the present study, such a correction may be feasible for the Rhine (lags of 7–9 days) and the Vistula (lags of 15–19 days), but not for the heavy regulated Volga and Don and the lake outflow dominated Newa.

The insufficient availability of daily discharge observations prevents an evaluation of HD5 over all larger European catchments. Figure 13 shows catchments where daily discharge observations were available to us at a downstream station for selected years across the recent decades. Note that we only considered rivers with catchment areas around 3000 km2 or larger. While the situation is rather good in Northern, Western and central Europe, almost no daily data are available for Southern Europe (except for Iberia and northern Italy) and some Eastern European rivers. The spatial coverage of daily data is largest in 1980 and decreases in later decades. Reasons for the data gaps are manifold. Either there are no available downstream stations, the data are not accessible or the available time series are rather short. Often data exists at National authorities, but they were neither making the data freely available nor via GRDC.


[image: image]

FIGURE 13. Catchments with daily discharge observations available at a downstream station for more than 90% of days in the years 1980, 1990, 2000, and 2010. Colors indicate the number of years within these 4 years, when discharge data are available.


Such lack of data is not only a south European problem as large-scale international archives of water data are insufficiently equipped in several areas of the world (Hannah et al., 2011). Dixon et al. (2013) pointed out that “globally, funding constraints and changing governmental priorities have resulted in a decline in some river gauging station networks, while concerns about misuse of data, commercial drivers, political sensitivities about transboundary resources and an overarching lack of understanding about the value of river flow information limit the exchange of the hydrological data that is collected.” They further noted that “freshwater environments, their drivers, controls and impacts are not constrained by national boundaries and, hence, international cooperation is vital to provide the information needed to further our understanding of hydrological systems.” Thus, future data policies in Europe should support the open access of discharge data, e.g., via public national data portals or via GRDC.

Despite some recommended developments with regard to human impacts on rivers, our results show that the HD5 model is already well suited for the application within a RCSM. In this respect, an interface to the OASIS coupler (Valcke, 2013) has already been developed which makes the HD model more flexible for coupling purposes. Hence, it may not only be coupled within the GCOAST system (see section “The HD Model”), but also to any other RCM and ocean model via the OASIS coupler. In addition, the comparison of the simulated discharges from the three experiments indicates that the HD5 model is also suitable to evaluate the terrestrial hydrological cycle of climate models or land surface models, especially with regard to the separation of throughfall (rain or snow melt) into surface and subsurface runoff. Currently, such evaluation attempts must be limited to rivers that are not highly influenced by human activities.
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