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This paper investigates how nanopore size distribution influences dry-frame P-wave velocity (VP) pressure sensitivity. The study uses a set of twenty-three samples belonging to a single vertical core from the Mississippian-age Meramec formation of the mid-continent US. Individual samples had their facies interpreted, composition estimated, He-gas porosity (ΦHe) determined, and P-wave and S-wave transit times systematically measured for dry core-plugs in a 5–40 MPa loading and unloading cycle. Data from the unloading cycle were linearized in the log scale, and the slope of the best fitting line was considered as a representative of the dry-frame VP pressure sensitivity. A series of photomicrographs from each sample were analyzed using image processing methods to obtain the shape and size of the individual pores, which were mostly in the nanopore (10−6–10–9 m) scale. At the outset, the pore-shape distribution plots were used to identify and discard samples with excessive cracks and complex pores. When the remaining samples were compared, it was found that within the same facies and pore-shape distribution subgroups VP pressure sensitivity increased as the dominant pore-size became smaller. This was largely independent of ΦHe and composition. The paper postulates that at the nanopore scale in the Meramec formation, pores are mostly isolated, and an increase in the confining pressure increased the bulk moduli of the fluids in the isolated pores, which in turn increased the VP pressure sensitivity. The study proposes incorporating this effect quantitatively through a dual-fluid model where the part of the fluid in unconnected pores is considered compressible while the remaining is considered incompressible. Results start to explain the universal observation of why the presence of microporosity quintessentially enhances VP pressure sensitivity.
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INTRODUCTION
Rocks resist bulk deformation against pressure. This property, known as the bulk modulus (K), is a measure of the volume change with respect to a change in the confining pressure. In a porous material, the change of K is not linear with pressure (Robin, 1973; Hart and Wang, 1995; Zhang et al., 2019). Why and how K changes with loading can provide critical insights into the drainage and injection behavior of reservoir rocks, which in turn is necessary for production and sequestration (Angerer et al., 2002; Vanorio et al., 2011; Vanorio, 2015). Volumetric strain can be measured directly in axial loading experiments yielding what is referred to as the “static” modulus. However, measuring small strains in static loading can be difficult and the experiments are often destructive. A common practice is to instead measure the P-wave (VP) and S-wave (Vs) velocities at ultrasonic frequencies over loading and unloading cycles and, using standard relationships, obtain what is referred to as the “dynamic” modulus (Nur and Simmons, 1969; Martínez-Martínez et al., 2012; Asef and Najibi, 2013). For elastic material such as steel, the static and dynamic moduli are essentially the same. For dry porous rocks, however, one reason of the difference between the two is due to a difference in how rock responds to rate and magnitude of loading (Mashinsky, 2003; Fjær et al., 2013; Fjær, 2019). For example, the strain rate induced by axial loading (typically, 10–6 s−1) is much lower than that induced by ultrasonic frequencies (typically, 10–1 s−1) (Fjær et al., 2013; Fjær, 2019) while the strain amplitude in axial loading is higher, e.g., 10–2 to 10–1 vs. 10–7 to 10–6 (Batzle et al., 2006; Fjær, 2019; Muqtadir et al., 2020). Likewise, parts of the rock that accommodate that static stress, e.g., compliant features such as a crack (Han et al., 2016), are different than the parts that contribute to the elastic stress propagation, e.g., grain contacts. Other experimental conditions such as dispersion and drainage can also set dynamic and static moduli apart. Regardless, the goal of geomechanical measurements is not as much to reconcile the two kinds of moduli as to use them for understanding different aspects of the rock and gain predictability of its behavior. This paper focuses on understanding how the pore-size distribution affects the rate at which VP changes with confining pressure, hereafter referred to as pressure sensitivity.
Static measurements provide stress-strain relationships that can be used for investigating fatigue, relaxation, creep, and rupture. Dynamic measurements provide elastic velocities that can be in turn related to the rock texture and fluid dynamics. Several elastic and elastoplastic models that formulate moduli and velocity in terms of measurable properties such as bulk porosity (Φ) and composition can be explored to explain both static and dynamic modulus and gain insights into the mechanistic nature of the rock (Mavko et al., 2020). However, challenges remain. Why stress-strain relationships in static experiments with simple Hookean porous rocks are often more non-linear than what is expected from their moduli and texture, remains debated (Morgenstern and Phukan, 1969; Biot, 1973; Darling et al., 2004). Similarly, while velocities at a given pressure can be modeled under a set of mechanistic assumptions, being able to explain the entire hysteresis with the same mechanistic model has been rarely done. In dynamic measurements, empirical relationships most commonly emerge between VP pressure sensitivity, and pore topology (Eberhart-Phillips et al., 1989; Prasad and Manghnani, 1997; Kirstetter and MacBeth, 2001; David and Zimmerman, 2012). Static experiments also indicate that the nature of the stress-strain curve can be strongly influenced by the pore topology (Fredrich et al., 1993; Davis et al., 2017). To date, however, for explaining both the dynamic and static results the emphasis has been on using the bulk value of porosity rather than the pore architecture, distribution, or connectivity.
In general, both moduli and velocity of a porous material have several dependencies. Closed-form expressions that view rock as a continuous medium with an even distribution of regular pores can explain the role of key causations such as the composition (grains and fluids) and Φ. Cracks, grain boundaries, and geometrical irregularities are difficult to include in a continuum and are therefore often treated as boundary conditions or an end member problem (Pyrak-Nolte et al., 1990; Liu et al., 2000; Pyrak-Nolte and Morris, 2000). Interestingly, when it comes to the VP pressure sensitivity, end members might outweigh the contribution of composition and Φ. Assuming that the grains remain intact, it is commonly accepted that increase in VP due to loading is mainly due to the closure of cracks and grain boundaries (Darot and Reuschlé, 2000; Freund, 1992; Prasad and Manghnani, 1997) or change in grain arrangement (Kitamura et al., 2010). In this context, the role of microporosity (pores smaller than what Optical Light Microscopy can discern; ∼30 μm; Baechle et al., 2008) seems to be critical. Despite constituting only a small fraction of Φ their presence is known to strongly influence VP pressure sensitivity (de Oliveira et al., 2016; Wang et al., 2015) and possibly both strain rate and amplitude during loading. Microporosity makes the rock behave differently at low and high pressure naturally prompting researchers to conceive dual-porosity models, e.g., Ba et al. (2008), to explain the rock behavior across the entire range of confining pressure. Why and how the presence of pores that are smaller than a certain dimension should affect static or dynamic moduli differently than the rest of the porosity remains unclear.
Unlike that of composition and Φ, understanding the effect of pore shape and size on static or dynamic moduli is not straightforward. Pore aspect ratio (major (l) over minor (w) axis), their orientation, and complexity (perimeter (Pe) over area (Ar)) are theoretically expected to explain how stress accumulates and the material is strained (Zimmerman et al., 1986). Although, their experimental confirmation is widely available (Weger et al., 2009; Weibo et al., 2020), the extent of their exclusivity remains unclear. For example, compressibility might not always be tied to geometry, i.e., the set of compliant features have a large intersection with the set of features that have a high aspect ratio, but they are not identical. The role of the size distribution probably remains even less explored. With a set of synthetic carbonate samples, Wang et al. (2015) have shown how size affects velocity, which may be a function of the dominant wavelength. In the meso-to-micro range (4 mm–1 µm), Weger et al. (2009) found that ultrasonic VP increased as the pores became larger and less complex. On the other hand, in the micro-to-nano range (62.5 µm–1 nm), Raj et al. (2019) discovered the opposite; they noted that the ultrasonic VP increased as the dominant pore size decreased. A key difference between the two experiments was that Weger et al. (2009) samples were saturated while Raj et al. (2019) samples were dry. Another difference was that while Weger et al. (2009) compared samples of vastly different pore architectures, Raj et al. (2019) first classified their sample facies-wise and then composition-wise, ensuring that samples of similar pore architecture are compared. Regardless, both studies showed that, at least in the carbonate rocks, the pore-size distribution might play an equally important role in determining the VP as does Φ.
Almost all existing studies on VP pressure sensitivity have used rocks with pore-size dominantly in the meso- or larger scale. This paper extends the line of inquiry started by Raj et al. (2019) and fills the knowledge gap of examining how nanopores affect dry-frame VP pressure sensitivity. Raj et al. (2019) demonstrated the effect of pore-size distribution on VP with samples from the Mississippian age mixed carbonate-siliciclastic reservoir rocks from the mid-continent, United States, commonly known as the “Miss Lime” formation. This paper uses samples from the distal equivalent of Miss Lime, known as the Meramec formation. The dataset in this paper comprises X-ray diffraction (XRD)-based composition, ΦHe from helium injection porosimetry, ultrasonic velocities of ∼1.5-inch dry core plugs over 5–40 MPa loading and unloading cycle, and pore-size distribution from Digital Image Analysis (DIA) of Scanning Electron Microscopy (SEM) photomicrographs of twenty-three samples. Although the results are presented in the context of dynamic modulus, the idea can be extended to understand static measurements as well.
STUDY AREA
The study area, which is in present-day Oklahoma, was situated 10°–15° south of the paleo equator in the Mississippian epoch (359–323 Ma) (Lane and De Keyser, 1980; Blakey, 2013; Mazzullo et al., 2011). The Mississippian epoch was a transitional period moving from a greenhouse to an icehouse environmental condition that resulted in an overall regressive coastline (Buggisch et al., 2008; Haq and Schutter, 2008). This led to the development of an extensive east-west trending carbonate shelf on a shallow tropical epeiric sea over Devonian-age Woodford shale (Gutschick and Sandberg, 1983). The architecture of this shelf was dominated by both tectonism and higher-order eustatic sea-level changes resulting in high-frequency transgressive-regressive shallowing upward cycles (Childress and Grammer, 2015; Mazzullo et al., 2011; Watney et al., 2001). The shelf development ceased in the late Mississippian due to uplift and erosion associated with Gondwana and Euramerica collision. The Mississippian strata record a transition in composition from the shallow-water Miss Lime carbonates in the north (Watney et al., 2001) to deep-water mixed carbonate-siliciclastic sediments in the Anadarko and Ardmore basin in the south (Price et al., 2017). Currently, from north to south, several laterally and vertically varying proximal and distal facies comprising various permutations of limestones, chert, and silicified limestone with depositional and diagenetic pore systems are found with a gradation in grain size and mineral chemistry depending on their distance from the shoreline.
The Mississippian-age reservoirs are mainly sourced by the underlying Devonian-age Woodford shale and ultimately capped by the overlying Pennsylvanian-age transgressive shale. The core used in this study lies in the Meramec formation of the Sooner Trend Anadarko Canadian and Kingfisher (STACK) play in the Anadarko Basin. At the core location (Figure 1), the Meramec formation is located above the Devonian-age Woodford (Shale) formation and is overlain by Pennsylvanian-age shale units. Compositionally, the Meramec formation is a mixed carbonate-siliciclastic system with Φ in the range of 1–6% and permeability in the range of 0.1–10 mD (Almasoodi et al., 2020). The main reason why the Meramec formation is gaining popularity with the operators is its overpressured nature and low water content that resulting in high initial production (IP) rate (Chopra et al., 2018). The sustained production, such as in the other tight reservoirs, however, requires a detailed understanding of the pore architecture and connectivity.
[image: Figure 1]FIGURE 1 | Base Map. Major geological features and county lines within the state boundary of Oklahoma are labeled (after Northcutt and Campbell, 1996). Solid star is the core location in Canadian County.
DATASET
The core used for this study is located in Canadian County, Oklahoma, and contained ∼152.5 m (500 ft) thick Meramec formation. First, the Meramec facies were interpreted. Then, within the access restrictions, 23 core plugs with 1.5-inch (3.8 cm) diameter and ∼2 in (5.1 cm) length were extracted ensuring that the key facies were adequately sampled. A small (∼0.5 cm) portion from one end was sawed and separated for XRD and SEM photomicrography, and the remainder of the core plug was used for ultrasonic transit-time measurement under loading and unloading conditions and ΦHe measurement using helium gas porosimetry.
Facies
In the core, the start and end of the Meramec formation was identified using color change from the bounding Devonian and the Pennsylvanian shales (LeBlanc, 2014; Vanden Berg and Grammer, 2016). Within the Meramec Formation, the facies interpretation was based on differences in texture, composition, sedimentary structures, trace fossils (MacEachern et al., 2009) and color (Geological Society of America, 1995). Three facies, hereafter referred to as A, B, and C, were dominant in the core (Figure 2). Facies A (Figure 2A) was laminated siltstone and had millimeter thick black dark brown mud rich and gray calcite-rich layering. It had scattered trace fossils with a variable abundance of brachiopods and crinoids. Facies B (Figure 2B) was a massive-bedded packstone-grainstone. It was grayish with a dominant massive-bedded structure and had abundant skeletal trace fossil fragments of brachiopods, crinoids, and peloids. Facies C (Figure 2C) was a hummocky cross-stratified and planar-laminated packstone-grainstone. It was darker than Facies B and was abundant in skeletal trace fossil fragments of brachiopods, crinoids, and peloids.
[image: Figure 2]FIGURE 2 | Facies. (A) A: mudstone to siltstone with scattered sedimentary features such as lamination, burrowing and bioturbations, (B) B: massive bedded packstone to grainstone, and (C) C: hummocky cross-stratified-planar laminated packstone to grainstone. Transitions From (A) to (C), facies represent a change from distal to proximal shelf depositional environment.
Photomicrographs
For DIA, a small portion from the 0.5 cm disk was cut and polished using a JEOL IB-19500 CP argon-ion mill machine. The ion-milled samples were kept in a vacuum for 2 h and sputter-coated with gold/palladium coating using a Balzers MED 010 machine for 20 s. The photomicrographs were captured with FEI Quanta 600F field emission SEM (Figure 3A). The photomicrographs were then analyzed in grayscale using the Leica’s Application Suite (LAS). Typically, pores and organic matters appear as darker features whereas grains appear as lighter features in SEM photomicrographs. At core location, it is unlikely to contain organic matter (Miller et al., 2019). So, whenever possible, as a rule of thumb, the darker features were interpreted as “pores” while the lighter features were considered as “grains” (Figure 3B). Occasionally, when the distinction of boundary between pores and grains was not obvious, coherency filters were used to make the parts of the image clearer. All photomicrographs were analyzed individually, and every step of DIA was carefully monitored to avoid imaging and interpretational artifacts.
[image: Figure 3]FIGURE 3 | Digital Image Analysis (DIA). (A) Representative SEM photomicrograph, (B) same as (A) showing pores identified by DIA in solid color and grain boundaries in dashed line. Inset shows the cartoon of a pore and its architectural parameters, length [l], width [w], area [Ar] and perimeter [Pe], that are measured by DIA, (C) log10(Ar)/log10(Pe) vs. log10 (l/w), and (D) log10(Ar) vs. log10(Pe) crossplots for pores of different shapes and sizes numbered 1–7 shown in the lowest panel. Note that shapes are better resolved in (C) while sizes are better resolved in (D).
The software measured Pe, Ar, l and w of an individual pore in terms of pixels (inset; Figure 3B). All pixels along the periphery of a pore contributed to Pe, and all pixels lying within and on the pore-periphery contributed to Ar. The l and w of the pore were the length and width of a rectangle that tightly enclosed the pore. The spatial orientation of the rectangle was not relevant to the analysis in this paper. After counting the pixels, the software assigned a metric length or size to individual features using the magnification set by the user. In this application, 1.5 nm was heuristically set as the limit of resolution of the SEM photomicrographs, and features below this size were not interpreted. Finally, for every sample, a database with the architectural parameters of all the pores interpreted in its photomicrographs was created.
Ultrasonic VP
Transit times corresponding to P- and two independent orthogonally polarized S-waves were recorded for all core plugs in dry conditions using New England Research Autolab 1000. Saturated-rock measurements were not attempted because of the difficulties in ensuring that samples achieve a complete saturation. Each plug was inserted in a rubber sleeve before setting it between a transducer-receiver assembly. The entire assembly was then put inside a pressure chamber filled with mineral oil. The central frequency of the transducer generated wave signals was 1 MHz for both P- and S-waves. The confining pressure within the pressure chamber was systematically and gradually increased from 5 MPa to 40 MPa (loading) and then decreased to 5 MPa (unloading). Assuming a hydrostatic gradient of 3.102 kPa/ft (10.18 kPa/m), this pressure range was intended to mimic a burial depth from ∼1612 ft to ∼12,895 ft which encompassed the reservoir depth in the core of 10400–10900 ft (∼3170–3322 m). Transit times were recorded at 5, 10, 15, 20, 30, and 40 MPa in both segments (Figure 4A). Measurements at 30 MPa best corresponds to the reservoir conditions which, assuming a hydrostatic gradient, varied from 32.27 MPa to 33.81 MPa. First arrivals in the waveforms were picked manually and converted to velocities using the known sample dimension and instrument-related parameters (Figure 4B). The average uncertainty due to first arrival time picking of P-wave and S-waves were less than 1.25% and 2%, respectively. Only unloading cycle measurements are used in this paper following the common practice in the art where it is assumed that the loading cycle has permanently closed stress cracks that originated from the core first being exposed to the atmospheric conditions.
[image: Figure 4]FIGURE 4 | P-wave velocity (VP) estimation. (A) Representative ultrasonic waveforms for loading (dashed gray) and unloading (solid black) segments. The corresponding gray and black dots are the interpreted P-wave first arrival times, which are then converted to VP based on known sample length and instrument calibration constants. Confining pressures for individual waveforms are mentioned. (B) VP pressure sensitivity for loading (dashed gray) and unloading (solid black) segments. The thick gray line represents a function of the form VP(PC) = s + rP log10(PC) that is fit to the unloading cycle. For unloading segment of (A), a high correlation coefficient (R2 = 0.9865) is obtained. The process is repeated for P-, S1- and S2-waves for all 23 samples (Supplementary Figures S3–S14). A high value of rp implies a higher-pressure sensitivity.
He-gas Porosity
ΦHe measurement was done using a helium gas injection technique on all core plugs using an AccuPyc II 1340 Pycnometer. The pycnometer uses helium-gas displacement to measure solid phase volume. The instrument has a sample chamber and a precision chamber. The core plug was put first in a compartment of known volume, which was then placed in the sample chamber and sealed. Helium filled the sample chamber and equilibrated. The gas was then allowed to flow into the precision chamber and equilibrate. The pressure-drop as a result of discharge of helium-gas into the empty precision chamber from the sample chamber provides the solid phase volume. Before using the pycnometer, the bulk volume of the core plugs was estimated by measuring diameter and length with a vernier caliper. ΦHe is the ratio of the difference between the bulk and the solid phase volume and the bulk volume. Data are mentioned in Tables 1–3.
TABLE 1 | Facies A sample properties.
[image: Table 1]TABLE 2 | Facies B sample properties.
[image: Table 2]TABLE 3 | Facies C sample properties.
[image: Table 3]Composition
Mineralogy was quantified using XRD. First, the samples were powdered in SPEX ball mill. Powdered samples were then analyzed in Rigaku MiniFlex Diffraction instrument. A quartz sample was used to calibrate the machine before analyzing any sample. Mineralogy was identified using standard Powder Diffraction File and quantified using Rietveld refinement scheme in RIQAS software. Data are tabulated in Tables 1–3.
DATA ANALYSIS
We had eleven samples in facies A, and six each in B and C, respectively. We fitted the unloading cycle of the P-wave with the following linear trend (Supplementary Figures S3–S6):
[image: image]
where s and rP are the intercept (measurement at 5 MPa) and gradient, respectively, and PC is confining pressure. For the purpose of this paper, rP represents the VP pressure sensitivity. Equation 1 could be fit to data from all samples with sufficiently high correlation (R2 > 0.95).
Contoured two-dimensional (2D) histograms were used to analyze the pore shape and size distribution for every sample. Two sets of plots were generated. The first set was along the lines of Figure 3C, which is a crossplots between log10Ar/log10Pe and log10(l/w), binned to best preserve the continuity of the distribution. A bin size of 20 was found to be optimal for this kind of plot. Visualizing data in this manner provided an overview of the pore-shape distribution without much regard to their size. Displaying the pore architectural parameters along the lines of Figure 3C was necessary to identify samples with excessive cracks and complex pores. Because these features strongly affect VP pressure sensitivity, it was necessary to discard such samples for this paper to avoid bias. Samples discarded using Figure 3C as a guide are shown in Supplementary Figure S2. This reduced the number of samples for further analysis to five in Facies A (Figure 5), five in Facies B (Figure 6), and four in Facies C (Figure 7). The second set of plots were along the lines of Figure 3D, which is a crossplots between log10Ar and log10Pe of the individual pores, binned to best preserve the continuity of the distribution, e.g., Raj et al. (2019). Visualizing data in this manner provided an overview of the pore-size distribution without much regards to the shape. A bin size of 15 was found to be optimal for this kind of plot.
[image: Figure 5]FIGURE 5 | Facies A. Contoured histograms of pore l, w, Ar, and Pe are binned and plotted along the lines of Figure 3C to visualize pore-shape (A.1-2 and C.1–3) and Figure 3D to visualize pore-size (B.1-2 and D.1–3) distributions. Based on the pore-shape distribution, samples are classified into two groups, GAI (A.1-2 and B.1–2) and GAII (C.1-3 and D.1–3). In (A)–(D), warm color indicates higher pore population. In (B.1–2) and (D.1–3), a dashed line separates micro- (1–62.5 µm) and nano- (1 nm-1 µm) pores. Sample depth, porosity, composition and gradients for P- (rP), S1- (rS1) and S2- (rS2) waves are mentioned in the Table 1. The figure indicates that within the same pore-shape distribution, rP increases as the dominant pore-size decreases.
[image: Figure 6]FIGURE 6 | Facies B. Symbols and labels are the same as in Figure 5. Sample depth, porosity, composition and gradients for P- (rP), S1- (rS1) and S2- (rS2) waves are mentioned in the Table 2. The figure indicates that within the same pore-shape distribution, rP increases as the dominant pore-size decreases.
[image: Figure 7]FIGURE 7 | Facies C. Symbols and labels are the same as in Figure 5. Sample depth, porosity, composition and gradients for P- (rP), S1- (rS1) and S2- (rS2) waves are mentioned in the Table 3. The figure indicates that within the same pore-shape distribution, rP increases as the dominant pore-size decreases.
Raj et al. (2019) classified their samples first based on facies and then their composition. In this paper we use the pore-shape distribution instead of composition as the second criterion for two reasons. First, samples in this paper were not as compositionally diverse as Raj et al. (2019), and second, a peer study, Baechle et al. (2008), found that pore-shape rather than the composition may have a stronger influence on VP pressure sensitivity. Within each facies, broad pore-shape subgroups were identified and within each subgroup, samples were arranged in increasing order of rP.
In Facies A two pore-shape groups, GAI and GAII, were interpreted (Figure 5). Group GAI (Figures 5A.1, 5A.2) dominantly have pores with an aspect ratio ∼1.7 and a subset that extends into the complex and elongated domain with a pore aspect ratio of as much as up to 10. Group GAII (Figures 5C.1–C.3) dominantly have pores with an aspect ratio between ∼1.6 and an overall tendency of the pores to remain concentrated around this geometrical shape. The pore-size distribution plots for Group GAI (Figures 5B.1, 5B.2) show a decrease in the dominant pore size depicted by a shift in the warmest color as rP increases from 96.3 to 100.9. Changes in the pore-size distribution plots for Group GAII are more subtle. From Figure 5D.1 to Figure 5D.2, as rP increase from 62.0 to 107.9, the dominant size does not change as much, e.g., the dominant pore size maintains its location, but the pore population includes more pores that are smaller than the smallest pore in Figure 5D.1. Likewise, From Figure 5D.2 to Figure 5D.3, as rP increase from 107.9 to 114.7, the overall distribution does not change but the dominant pore size becomes more pronounced.
In Facies B two pore-shape groups, GBI and GBII, are interpreted (Figure 6). Group GBI (Figures 6A.1, 6A.2) dominantly have pores with an aspect ratio between ∼1.8 and ∼2.5 and a subset that extends into the complex and elongated domain with a pore aspect ratio of as much as up to 16. Group GBII (Figures 6C.1–C.3) dominantly have pores with an aspect ratio between ∼1.7 and ∼2.3 and an overall tendency of the pores to remain concentrated around this geometrical shape with a pore aspect ratio below 10. The pore-size distribution plots for Group GBI (Figures 6B.1, 6B.2) show an overall decrease in the dominant pore size without much change in the pore-size distribution as rP increases from 159.4 to 236.6. Changes in the dominant pore-size distribution for Group GBII are more obvious although the overall pore-size distribution itself does not change much. From Figure 6D.1 to Figure 6D.2, as rP increase from 87.4 to 187.5, the dominant pore size shift toward smaller size and becomes more pronounced. Likewise, from Figure 6D.2 to Figure 6D.3, as rP increase from 187.5 to 200.0, the dominant pore size shifts toward the smaller size.
In Facies C as well, two pore-shape groups, GCI and GCII, are interpreted (Figure 7). Group GCI (Figures 7A.1, 7A.2) dominantly have pores with an aspect ratio ∼1.4 and an overall tendency of the pores to remain concentrated around this geometrical shape with an aspect ratio below 6.5. Group GCII (Figures 7C.1, 7C.2) dominantly have pores with aspect ratio ∼1.9 and an overall tendency of the pores to remain concentrated around this geometrical shape with pore aspect ratio below 10. The pore-size distribution plots for Group GCI (Figures 7B.1, 7B.2) show a decrease in the dominant pore size as rP increase from 112.4 to 243.4. Likewise, changes in the dominant pore-size distribution for Group GCII are also more obvious. From Figure 7D.1 to Figure 7D.2, as rP increase from 55.9 to 73.9, the dominant pore size shift toward smaller size and becomes more pronounced. In Facies C, the effect of dominant pore size is more pronounced for both the groups.
Thus, at the core of this paper was examining how pore-size distribution affects VP pressure sensitivity in samples that have a similar pore-shape distribution. Overall, Figures 5–7, suggest within the same pore-shape distribution the VP pressure sensitivity increased as the dominant pore size decreased regardless of composition and ΦHe.
DISCUSSION
Photomicrograph Attributes
Of all measurements performed for this paper, using DIA to quantify the pore-size distribution was the most challenging. When pores are fully connected, ΦHe and pore-size distribution down to nano-scale can be realized through porosimetry or pulse decay methods (Anovitz and Cole, 2015). Regardless of the connectivity, when pores are large (micro- and greater), micro-computerized-tomography scanning can provide a sense of its architecture (Dong and Blunt, 2009). Imaging becomes increasingly more difficult as pores get smaller and isolated. For nanopores, such as the subject of this paper, direct visualization can only be obtained through SEM in 2D or Focused Ion Beam SEM in 3D. However, because of the small sample size (1–2 mm) representativeness of the pore size and distribution plots, e.g., Figures 5–7, is always in question. Determining what fraction of the imaged pores are connected and if so to what extent and whether they behave similarly outside the sample under investigation is interpretive but due to the intensity of the data collection process, inferences have to be made on a limited number of samples. Emerging studies (Dvorkin et al., 2011; Dvorkin and Derzhi, 2012; Andrä et al., 2013; Karimpouli and Tahmasebi, 2016; Berg et al., 2017) have shown that even with limited sampling, an interpreter’s experience and judgement can allow extracting dependable results from DIA.
Nanopores and VP
Neither Raj et al. (2019) nor their peer provided a reason as to why the dominant pore-size should affect VP, although Raj et al. (2019) did observe that the nanopore size (10−9–10–6 m) is in the range of strain amplitude caused by P-wave at ultrasonic frequency. Using a set of synthetic carbonate samples, Wang et al. (2015) have previously suggested that it is the dominant wavelength of the propagating wave that decides how pore-size influences the wave velocity. Results in this paper provide opportunities to explore an additional factor. Along with the P-wave arrival times, the authors measured two orthogonal S-wave arrival times under the same confining pressures. Using an equation similar to Equation 1, VS pressure sensitivity was also computed and the corresponding gradients, rS1 and rS2, are mentioned in Tables 1–3. Fitting of VS data is shown in Supplementary Figures S7–S14. Figures 5–7 and Tables 1–3 show that unlike their VP counterparts, VS pressure sensitivity does not have any obvious correspondence to the dominant pore size. Because S- and P-wave frequencies in the experiment were same, one could argue that if pressure sensitivity is only a pore-size compounded with wavelength phenomenon, VS pressure sensitivity should have reflected the same trend as VP pressure sensitivity. Because S-waves are largely transparent to fluids, the VP pressure sensitivity may therefore be due to pore fluids. The reader is reminded that the experiment being conducted in dry conditions imply that pores are air-filled.
Size Effects
For discussion, consider pores as void spaces devoid of any inherent physical property. Consequently, its compressibility is essentially the aggregate compressibility of the mineral grains surrounding it in addition to how tightly the grains fit into each other. In a scenario where grains fit seamlessly around the pore, the distortion of the grains under static or harmonic pressure changes is manifested as the distortion of the pore itself, which in turn stimulates the trapped pore fluid. For an isolated pore at constant temperature, how the bulk modulus of trapped fluid changes can be understood to the first order of approximation using the ideal gas equation as follows:
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where -V(dP/dV) is the same as K. According to Eqs 2–4, K remains proportional to the pore pressure, which, in turn, is the same as the confining pressure under isothermal conditions. Thus, in principle, the bulk modulus of fluids trapped in an isolated pore will increase with an increase in confining pressure. The effect should be more pronounced in compliant pores. A stiff pore may not display the same phenomenon. Regardless, this explains one way through which VP can increase in presence of isolated pores. However, it does not explain why VP sensitivity will increase with decreasing pore size unless one assumes that the smaller the pore, the more likely it is to occur in isolation. In the Meramec formation, this is like. Processes such as cementation, carbonate pressure dissolution, and clay diagenesis that remain active throughout the burial history can create isolated pores that are independent of the pore network created during sedimentation or even fractures from subsequent tectonics. In the Mississippian-age rocks of the study area, such processes have been widely recorded (Vanden Berg and Grammer, 2016; Vanden Berg et al., 2018; Bode et al., 2019).
Two factors might together be contributing to the observed increase in VP pressure sensitivity with decreasing pore size. The primary factor might not directly be the size itself. The smaller pore size in the Meramec formation might imply a greater probability of the pore remaining isolated. Figures 3A,B, suggest presence of both intercrystalline and intracrystalline isolated pores in the Meramec formation. It is understood that a number of interpreted pores in Figures 3A,B maybe connected in the third dimension. Regardless, stress from static loading can localize along the grain boundaries and can readily strain the isolated intercrystalline pores increasing the bulk moduli of the trapped fluids. Likewise, the intracrystalline isolated pores in soft grains such as that of clay and organic matter, can also get strained from static loading. Wave propagation through a “stiffer” fluid would manifests as high VP. The second factor might be the investigation tool itself, which creates particle displacements in the nanopore range (10–6–10–8 m; O'Sullivan et al., 2016; Nourifard and Lebedev, 2019). When ultrasonic waves traverse a pore larger than the strain amplitude, different parts of the pore would get distorted at different instances. On the other hand, smaller pores are expected to be compressed (or dilated) in their entirety at the same instance. Thus, a nanopore dominated system such as the Meramec formation might just be best displaying the effect of the fluid bulk-moduli increase due to static loading on VP. Because the strain amplitude remains comparable across a wide range of seismic frequencies (Hz–MHz), the effect of isolated pores on VP in the Meramec formation might be observable in logs and surface seismic.
Dual-Fluid Model
Independent research exploring fluid behavior in nanopores also exists which is worth reviewing. Gor et al. (2015) and Dobrzanski et al. (2018) have argued that the thermodynamic behavior of fluids trapped in nanopores may be different than the same fluids in the bulk. Like in this paper, they have found that the bulk modulus of the fluid increases as the pore size decreases. However, the experimental confirmation of the theoretical development in these initiatives was done using tools and techniques that are similar to this study. Thus, it may not be unfair to say that whether fluid thermodynamics at the nanoscale is fundamentally different or it manifests differently due to the investigation tool (seismic), could remain an open-ended question.
If indeed VP sensitivity is due to fluids in unconnected pores, the next obvious question is how to include the fluid effect in numerical models. In unstressed rocks, the fluid-solid and fluid-fluid particle interactions during elastic wave propagation can be accounted for through two end-member frameworks: a) Biot’s, where pores vibrate but do not distort (Biot, 1956a; Biot, 1956b); and b) squirt flow, where pores undergo harmonic deformation (Dvorkin et al., 1994; Dvorkin et al., 1995). Both end-members assume complete pore connectivity. As long as pore connectivity is maintained, Biot’s equation can also be adjusted for pre-stressed conditions (Gutierrez and Lewis, 2002). Fluids in unconnected pores are not accounted for directly. In Biot’s framework, unconnected pores are part of the solid matrix, e.g., like a separate grain. In other popular models such as differential effective medium, self-consistent, and Kuster-Toksöz, pores are treated as inclusions with specific geometries within a background matrix (Mavko et al., 2020). Models for unconnected pores consider pore shapes to remain unchanged and the pore-fluids to remain immobile during the elastic wave propagation.
To include VP pressure sensitivity in numerical models, the paper proposes the use of a dual-fluid model where a part of the porosity, e.g., the microporosity, may be seen as isolated containers filled with compressible fluids vs. the rest of the rock that is filled with incompressible fluid. The idea build along the lines of dual-porosity (Pride and Berryman, 2003a; Pride and Berryman, 2003b) and dual stiffness (Liu et al., 2009; Zhao and Liu, 2012) models, but does not require partitioning the pore topology or strain explicitly. In the proposed model, the pore fluid would be separated into a compressible and an incompressible part. The K of the compressible part would remain proportional to the confining pressure while K of the incompressible part would remain unchanged. The proposed model can be implemented within existing frameworks such as Biot’s and differential effective medium to explain the behavior of the same rock at different confining pressure and might provide a graceful way of accounting for microporosity whose presence is known to quintessentially enhance VP pressure sensitivity in both static and dynamic experiments.
CONCLUSIONS
Using a set of 23 samples belonging to a vertical core from the Mississippian-age mixed carbonate-siliciclastic Meramec formation, this study found that the dry-frame VP pressure sensitivity can depend on pore shape and size distribution. In the study, these distributions were obtained by first measuring Pe, Ar, l, and w of the individual pores through DIA of SEM photomicrographs and then displaying them as 2D histograms of Ar/Pe–l/w and Ar-Pe crossplots. The parameter representing VP pressure sensitivity was obtained by first measuring the P-wave transit times at ultrasonic frequencies under a 5–40 MPa loading and unloading cycle and then fitting a line to the data from the unloading cycle linearized in the log scale. In samples within the same facies that had a similar pore-shape distribution, VP increased more rapidly with confining pressure as the dominant pore-size, which was in the nanopore range, decreased. The phenomenon was largely independent of composition and ΦHe and only applicable to samples that did not have excessive amounts of cracks and complex pores. The observation is explained by postulating that the pores were mostly isolated at the nanopore scale and an increase in confining stress increased the bulk moduli of the trapped fluids, which in turn increased the VP. The paper concludes that, in the Meramec formation, a) the likelihood of pores becoming isolated became higher as their size decreases, b) VP pressure sensitivity was a function of fluid (air) behavior in isolated pores, and c) the effect was prominent because a nanopore dominated system (<10–6 μm) was being investigated by frequencies that had comparable strain amplitudes. The study proposes incorporating this effect numerically through a dual-fluid model where fluids in the isolated pores are considered compressible while the remaining are considered incompressible. Results start to explain the common observation of why presence of microporosity quintessentially increases VP pressure sensitivity.
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