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In order to be able to forecast the weather and estimate future climate changes in the ocean, it is crucial to understand the past and the mechanisms responsible for the ocean variability. This is particularly true in a complex area such as the Mediterranean Sea with diverse dynamics like deep convection and overturning circulation. To this end, effective tools are ocean reanalyses or reconstructions of the past ocean state. Here we present a new physical reanalysis of the Mediterranean Sea at high resolution, developed in the Copernicus Marine Environment Monitoring Service (CMEMS) framework. The hydrodynamic model is based on the Nucleus for European Modelling of the Ocean (NEMO) combined with a variational data assimilation scheme (OceanVar). The model has a horizontal resolution of 1/24° and 141 unevenly distributed vertical z* levels. It provides daily and monthly temperature, salinity, current, sea level and mixed layer depth as well as hourly fields for surface velocities and sea level. ECMWF ERA-5 atmospheric fields force the model and daily boundary conditions in the Atlantic are taken from a global reanalysis. The reanalysis covers the 33 years from 1987 to 2019. Initialized from SeaDataNet climatology in January 1985, it reaches a nominal state after a 2-years spin-up. In-situ data from CTD, ARGO floats and XBT are assimilated into the model in combination with satellite altimetry observations. This reanalysis has been validated and assessed through comparison to in-situ and satellite observations as well as literature climatologies. The results show an overall improvement of the comparison with observations and a better representation of the main dynamics of the region compared to a previous, lower resolution (1/16°), reanalysis. Temperature and salinity RMSD are decreased by respectively 14 and 18%. The salinity biases at depth of the previous version are corrected. Climate signals show continuous increase of the temperature and salinity, confirming estimates from observations and other reanalysis. The new reanalysis will allow the study of physical processes at multi-scales, from the large scale to the transient small mesoscale structures and the selection of climate indicators for the basin.
Keywords: ocean, mediterranean sea, reanalysis, numerical modelling, observations, data assimilation, multi-scale
1 INTRODUCTION
Reanalysis is a crucial tool to understand the events of the past and help us find the underlying processes that should be represented by the numerical models. Reanalysis products are computed by constraining a numerical model with available observations using data assimilation. They have been used extensively in ocean sciences (Storto et al., 2019) as they provide 4D fields that correspond to the best estimate of the ocean state. Atmospheric models and observations are introduced into the system through the surface forcings, ocean physics through the ocean global circulation model (OGCM) and finally the data assimilation scheme adds the ocean observations.
Ocean reanalyses were initially computed to monitor and understand climate change (e.g., Carton and Santorelli 2008). They also allow to study important signals and processes that cannot be observed completely such as deep water formation (e.g., Somot et al., 2016), subsurface and bottom circulation (Pinardi et al., 2015) or the overturning circulation (Pinardi et al., 2019). In addition, subregional models need the reanalyses as initial conditions and boundary conditions. In the Mediterranean Sea, there are different models that uses the Mediterranean reanalysis for their setup such as the Adriatic Forecasting System (Oddo et al., 2005), the Sicily Channel Regional Model (Olita et al., 2012), the Tyrrhenian Sea Forecasting (Vetrano et al., 2010) or the Western Mediterranean OPerational forecasting system (WMOP, Juza et al., 2016).
The Mediterranean Sea is a challenging area with a strong anthropogenic pressure due to the density of human population living along its coasts (Hulme et al., 1999). It is therefore crucial to study and understand the climate in this region and it has been flagged as a hotspot for climate change (Giorgi, 2006). In this semi-enclosed sea, many fundamental processes that occur in the global ocean happen at a smaller scale, often called a miniature ocean (Bethoux et al., 1999; Tsimplis et al., 2006). Examples of these processes are mesoscale dynamics (Robinson et al., 2001; Mkhinini et al., 2014; Escudier et al., 2016), deep convection (MEDOC Group et al., 1970; Houpert et al., 2016), cascading (Dufau-Julliand et al., 2004) or the overturning circulation in the basin (Pinardi et al., 2019). The increased understanding and upgrade of ocean forecasting products depends on the ability to maintain the observing system and the progressive inclusion of relevant processes in numerical models, especially in view of the climate challenges facing the Mediterranean Sea (Tintoré et al., 2019).
The first effort to compute a reanalysis for the Mediterranean Sea was made by Adani et al. (2011). This reanalysis used the OPA numerical model (Océan PArallélisé, Madec et al., 1997) on a 1/16° regular horizontal grid (Tonani et al., 2008). Evolutions of this reanalysis became a product in Copernicus Marine Environment Monitoring Service (CMEMS), which represents the previous version of the reanalysis presented here (Simoncelli et al., 2016; Simoncelli et al., 2019). It will be hereafter referred as MEDREA16. Another reanalysis (MEDRYS) was created to address mainly the issue of inconsistency in the atmospheric forcing (Hamon et al., 2016). For this product, special attention was given to the atmospheric forcing using consistent and higher resolution data. It showed the importance of the atmospheric forcing to fully resolve the dynamics.
In this paper, we present a new reanalysis of the Mediterranean Sea physical state performed in the framework of CMEMS for the period 1987–2019 (Escudier et al., 2020). CMEMS objective is to provide regular information on the ocean state for the global ocean and European regional seas such as the Mediterranean (Le Traon et al., 2019). In order to fulfill this mission, they offer freely available descriptions of the current ocean state (analysis), predictions of the situation 10 days ahead (forecast), and the provision of consistent retrospective data records (reprocessing and reanalysis). The new reanalysis is part of the latter for the Mediterranean region and is the current available product on the CMEMS website: https://marine.copernicus.eu/. It is a significant upgrade from the previously available product in CMEMS (MEDREA16) and it will address some issues that were encountered such as biases in the deeper layers (Juza et al., 2015). The new reanalysis, computed on a 1/24° horizontal grid, will be hereafter called MEDREA24.
After describing all the elements of the system, we will assess its performance by comparing it to observations, evaluate the climate signals from the reanalyses and finish with a discussion on the results.
2 DESCRIPTION
2.1 Numerical Model
The oceanic equations of motion of the Mediterranean physical system are solved by an Ocean General Circulation Model (OGCM) based on NEMO (Nucleus for European Modelling of the Ocean) version 3.6 (Madec et al., 2017). The code is developed and maintained by the NEMO-consortium.
NEMO has been implemented in the Mediterranean at 1/24° x 1/24° horizontal resolution and 141 unevenly spaced vertical levels (thickness is 2 m in the upper layers and does not exceed 100 m in the deepest layers) with a baroclinic time step of 240 s (the barotropic time step is 2.4 s). This reanalysis benefits from several modeling upgrades that were included during the last years in the CMEMS Mediterranean operational analysis and forecast system described in Clementi et al. (2017). The model covers the whole Mediterranean Sea and also extends into the Atlantic in order to better resolve the exchanges with the Atlantic Ocean at the Strait of Gibraltar (see Figure 1). On the other side, the Dardanelles inflow is parameterized as a river and the climatological net inflow rates as well as the salinity values are taken from Kourafalou and Barbopoulos (2003). The topography is created starting from the GEBCO 30arc-second grid (Weatherall et al., 2015), filtered (using a Shapiro filter) and manually modified in critical areas such as: islands along the Eastern Adriatic coasts, Gibraltar and Messina straits, Atlantic box edge.
[image: Figure 1]FIGURE 1 | Domain and bathymetry of MEDREA24 (in meters). Position of the river input are in red.
The NEMO code solves the primitive equations using the time-splitting technique which allows the external gravity waves to be explicitly resolved with non-linear free surface formulation and time-varying vertical z* coordinates. The advection scheme for active tracers, temperature and salinity, is a mixed up-stream/MUSCL (Mono-tonic Upwind Scheme for Conservation Laws; Van Leer 1979), originally implemented by Estubier and Lévy (2000) and modified by Oddo et al. (2009). The vertical diffusion and viscosity terms are a function of the Richardson number as parameterized by Pacanowski and Philander (1981). The model interactively computes air-surface fluxes of momentum, mass, and heat. The bulk formulae implemented are described in Pettenuzzo et al. (2010) and are currently used in the Mediterranean operational system Tonani et al. (2015). A detailed description of other specific features of the model implementation can be found in Oddo et al. (2009, 2014).
The vertical background viscosity and diffusivity values are set to 1.2e−6 m2/s and 1.0e−7 m2/s respectively, while the horizontal bilaplacian eddy diffusivity and viscosity are set respectively equal to −1.2e8m4/s and − 2e8m4/s. A quadratic bottom drag coefficient with a logarithmic formulation has been used according to Maraldi et al. (2013) and the model uses vertical partial cells to fit the bottom depth shape.
The hydrodynamic model is nested in the Atlantic within the global reanalysis C-GLORSv5 (Storto and Masina, 2016). C-GLORSv5 runs at eddy-permitting resolution (1/4° horizontal resolution and 50 vertical levels) and is corrected by a variational data assimilation system (OceanVar) that assimilates in-situ observation from United Kingdom Met Office Hadley Centre EN3/EN4 dataset (Good et al., 2013) together with along-track altimetric satellite observations processed by the DUACS multimission altimeter data processing system and also available as CMEMS product (SEALEVEL_GLO_PHY_L3_REP_OBSERVATIONS_008_062). Heat and freshwater fluxes are constrained through nudging schemes towards sea-surface temperature observations supplied by NOAA (Reynolds et al., 2007) and sea surface salinity from OI EN4 dataset (Good et al., 2013). A large-scale bias correction (LSBC) scheme is also included to correct the model tendencies.
The initial conditions for MEDREA24 are taken from a temperature and salinity monthly climatology computed from monthly averages (named SDN_V2aa, Simoncelli et al., 2015) produced within It has been calculated utilizing the extensive historical in situ data set from 1900 to 1987. We considered only observations before 1987 to compute the initial condition because we did not want the climatology to be affected by the Eastern Mediterranean Transient (EMT, see Malanotte-Rizzoli et al., 1999).
The model is forced by momentum, water and heat fluxes interactively computed by bulk formulae using the ERA5 reanalysis dataset (30 km horizontal resolution and hourly time frequency, Hersbach et al., 2020) and the model surface temperatures (details of the air-sea physics are in Tonani et al., 2008). The water balance is computed as Evaporation minus Precipitation and Runoff. The evaporation is derived from the latent heat flux, the precipitations are provided by ERA5, while the runoff of the 39 rivers implemented is provided by monthly mean climatological datasets. We use the Global Runoff Data Centre dataset (Fekete et al., 1999) for the Po, Ebro, Nile and Rhône rivers; the dataset from Raicich (1996) for: Vjosë and Seman rivers; the UNEP-MAP dataset (Demiraj et al., 1996) for the Buna/Bojana river; and finally the PERSEUS dataset (Report, 2015) for the remaining 32 rivers: Piave, Tagliamento, Soca/Isonzo, Livenza, Brenta-Bacchiglione, Adige, Lika, Reno, Krka, Arno, Nerveta, Aude, Trebisjnica, Tevere/Tiber, Mati, Volturno, Shkumbini, Struma/Strymonas, Meric/Evros/Maritsa, Axi-os/Vadar, Arachtos, Pinios, Acheloos, Gediz, Buyuk Menderes, Kopru, Manavgat, Seyhan, Ceyhan, Gosku, Medjerda, Asi/Orontes. The river runoff has a non-zero salinity to avoid a salinity drift. This value is set at 15 PSU for most rivers except for the Po (18 PSU), the Rhône (25 PSU), the Ebro (30 PSU) and the Nile (8 PSU). More details about the runoff can be found in Delrosso (2020).
Sea Surface Temperature (SST) fields, described in the next section, are used for the correction of surface heat fluxes with a Gaussian relaxation coefficient dQ/dSST applied around midnight since the observed dataset corresponds to the foundation SST (which is equivalent to the SST at midnight). The maximum of this coefficient is 110 W m−2K−1. Table 1 summarizes the MEDREA24 configuration and the corresponding setup for MEDREA16.
TABLE 1 | Comparison with Previous reanalysis.
[image: Table 1]2.2 Observations
The SST data used to correct the heat fluxes in the numerical model are L4 interpolated fields from CMEMS (CMEMS product name is SST_MED_SST_L4_REP_OBSERVATIONS_010_021). This is an optimally interpolated satellite-based estimate of the foundation SST in the Mediterranean Sea and adjacent North Atlantic box over a 1/24° resolution grid. This product is built from a consistent reprocessing of the level-3 (merged multi-sensor, L3) climate data record provided by the ESA Climate Change Initiative (CCI) and Copernicus Climate Change Service (C3S) initiatives, but also includes an adjusted version of the AVHRR Pathfinder dataset version 5.3 to increase the input observation coverage (Buongiorno Nardelli et al., 2013; Pisano et al., 2016). This product is the result of a merge of several sensors documented extensively in its documentation (see on CMEMS website).
The 3DVar system described below assimilates the along-track sea level anomalies (SLA) from satellite altimetry. This reprocessed data over the European region, using all available satellites, is also provided through CMEMS project by the DUACS multimission altimeter data processing system (CMEMS product name is SEALEVEL_EUR_PHY_L3_REP_OBSERVATIONS_008_061). The product provides the different corrections applied to the data as separate variables which allows us to choose not to apply the Dynamic Atmospheric Correction (DAC) since the NEMO configuration uses a free surface equation that accounts for the atmospheric pressure effect (Dobricic et al., 2012; Oddo et al., 2014). It was also chosen to use unfiltered SLA to avoid the filtering of physical signal and let the assimilation system handle the resulting noise. For each track and each pass of the satellite the mean bias over the whole uninterrupted track between the observation and the model value is removed from the innovation. This enables to avoid lingering large scale atmospheric effects and other uncorrected signal.
The system also assimilates in-situ temperature and salinity profiles for the whole period. These profiles come from CTD (“Conductivity Temperature and Depth”, ship measurements), XBT (Expendable bathythermograph) and ARGO floats (profiling floats). They are obtained by merging the data from CMEMS historical NRT in-situ observations (CMEMS product name is INSITU_GLO_NRT_OBSERVATIONS_013_030) into the database of in-situ observations from SeaDataNet (https://www.seadatanet.org/). We found out that both datasets were missing some good observations and by merging the two we obtain a larger database (around 30% more data after preprocessing). The merging procedure removes profiles from CMEMS that were already in SeaDataNet. The resulting database is then pre-processed before the observations are introduced into the system. First, only the physical profiles for ARGO (first profile of the day in the CMEMS database) are kept. From this sensor, profiles with gap in thermocline (more than 40 m in the first 300 m) are removed. Only data with quality check value of 1 (good data) are retained and temperature values must be within (0–35)°C and salinity within (0–45) PSU. If the data has no recognized type, it is considered a CTD if there are salinity values in the profile, XBT otherwise. For CTD data, only ascending profiles are selected. All measurements above 2 m are discarded (for ARGO and XBT). 17% of data is rejected with the above pre-processing. Finally, a vertical subsampling is performed to keep no more than 3 observations per model level.
For the evaluation of the performance of the reanalysis, assimilated observations were compared to the model outputs as quasi-independent observations. Fully independent observations take the form of fixed mooring time series of temperature and salinity as well as tide gauges measurements. This data comes from the European Marine Observation and Data Network (EMODnet, https://emodnet.ec.europa.eu/). Interpolated 2D daily maps of satellite altimetry are also used in the validation to generate the Eddy Kinetic Energy (EKE) maps and compare them to the reanalysis outputs. These maps are obtained from the CMEMS database (CMEMS product name is SEALEVEL_MED_PHY_L4_REP_OBSERVATIONS_008_051) and are estimated by an optimal interpolation method, merging the measurements from the different available altimeter missions.
2.3 Data Assimilation
The OceanVar data assimilation scheme (Dobricic and Pinardi, 2008) is a variational scheme in which the slowly evolving vertical part of temperature and salinity background error covariances is represented by monthly climatological spatially varying empirical orthogonal functions (EOFs), whilst their horizontal part is assumed to be Gaussian isotropic depending only on distance. In the horizontal direction, we apply the isotropic covariances, because we assume that, due to the large variability of parameters at the high horizontal resolution of the model, it could become very difficult to correctly estimate the complex structures of the horizontal background error covariances by a set of climatological EOFs.
2.3.1 Principles
In the 3DVar formulation of the data assimilation, we need to minimize a cost function J that represents the distance between the analysis and both the background state (the physical model outputs) and the observations. The incremental formulation of J is:
[image: image]
where B and R are the background- and observation-error covariance matrices. δx = x − xb with x the ocean state, i.e., the analysis at the minimum of J, and xb the background state. In our formulation, we want to correct temperature, salinity and sea surface height so the ocean state is x = (T, S, η). H is the observation operator and d is the innovation vector (background minus observations in the observation space).
We assume that B can be written in the form B = VVT. Then using the change of variable δx = Vv, the cost function can be written (Control Variable Transformation or CVT):
[image: image]
The CVT provides a way to represent error covariances without explicitly constructing the background-error covariance matrix B. The gradient of the cost function becomes:
[image: image]
The matrix V is decomposed into a series of linear operators as follows:
[image: image]
In Equation 4 the linear operator VV transforms coefficients which multiply vertical EOFs into vertical profiles of temperature and salinity defined at the model vertical levels, VH applies horizontal covariances on fields of temperature and salinity, Vη covaries the SSH increments with three-dimensional salinity and temperature increments using dynamic height formulation (Cooper and Haines, 1996; Storto et al., 2011).
In the formulation of Equation 1, the fully nonlinear observation operator is used only once for computing the initial departures employing the background fields closer to the observation time (FGAT). The tangent-linear model is used for updating the cost function at each iteration according to the new model state, while the adjoint model is used for mapping the new observation departures back onto the control space for the gradient computation. Their linearization is performed around the background fields closer to the observation time. A hybrid-parallel version of OceanVar (similarly to Cipollone et al., 2020) with a standard formulation of the cost function (Eq. 1 and Eq. 2) without other penalty terms is used.
2.3.2 B Matrix
The vertical covariance operator VV is composed of 50 monthly climatological trivariate EOFs that were computed from the daily anomalies of a previous 32 years run with data assimilation. These EOF are computed at each model grid point and we apply a vertical localization (Gaussian with length scale of 800 m) to avoid spurious covariances between upper and lower layers. In order to have more independent profiles, we selected only profiles every 5 days. This means that, for example, we use 192 profiles at each location to compute the EOF of the month of January (6 days in each of the 32 years). 50 EOF are enough to reproduce the variability at more than 99.9% (not shown). As an illustration, Figure 2 presents the correlation between different levels of the model and different variables that come from the 50 EOF computed for two different months at two different points of the Mediterranean Sea. The effect of the vertical localization is visible as the correlations tend towards zero between two levels that are far apart. In the first location and month, temperature and salinity have negative correlation in the first 40 model levels while the second location has a positive correlation for the first 20 model levels. The same procedure adopted for covarying T and S can be extended to include SSH. The correlation obtained in this case is also here plotted (right panels) as information. It is worth stressing that this correlation is purely empirical and can therefore potentially destroy the hydrostatic equilibrium of the water column. In the current version of the reanalysis, we covaried SSH with T and S through a balance operator that will be discussed later. Developments are in place to include also the unbalanced part (from the EOF) in the next version of the system.
[image: Figure 2]FIGURE 2 | Examples of correlations computed from the EOF on two model grid points for two different months: January on the upper row and July on the lower row. On each row, the left is the correlation obtained between temperatures (and salinities) at different model levels, the center is the correlation between temperature and salinity at different levels and the right is the correlation between SSH and temperature (or salinity).
The second component of the V operator is the recursive filter (VH). This filter follows the design of Dobricic and Pinardi (2008) to propagate the information of the increment in the horizontal direction. We use a correlation length scale of 15 km which represents the typical Rossby radius of the basin and perform 4 iterations of the first-order filter that are sufficient to reproduce the Gaussian shape with a good degree of accuracy (Dobricic and Pinardi, 2008; Farina et al., 2015).
Finally, the last operator is the dynamic height operator Vη. This operator is used to get the SLA anomaly from the temperature and salinity profiles and vice-versa. The method, described in Storto et al. (2011), uses the local hydrostatic adjustment that relies on the vertical integration of density from a “no motion” level where it is assumed that the horizontal pressure gradient is almost zero. This level is fixed at 1,000 m in our configuration and consequently SLA observations in regions where the maximum depth is less than 1,000 m are discarded.
2.3.3 R Matrix
For the covariance error matrix of observations, we assume that the observations are uncorrelated and thus the matrix is diagonal. The information needed is then the variance of the observation error. This error eo is the sum of the measurement or instrument error eμ and the representativity error er that is made when we put the continuous ocean into a gridded field: eo = eμ + er. While the former is relatively easy to get from sensor manufacturers, the second is more difficult as it depends on the model grid and local dynamics. To estimate the full observation error, we then used the method prescribed in Desroziers et al. (2005). This iterative method estimates the observation errors by using the innovations and residuals from repeated runs of the system. We first prescribed the errors used in the previous system and then iterated using errors estimated from the formulae in Desroziers et al. (2005). When the errors are no longer changing (3 iterations in our case), we have obtained an estimation of eo.
Figure 3 presents the final vertical profile of the observation error standard deviation that we obtained for the different platforms that we assimilate (XBT, CTD, and ARGO floats). We apply these profiles of error in the whole domain, meaning that there is no space dependency and only seasonal and vertical dependency. For the temperature, the error profiles are similar with a strong seasonal variability in the thermocline region. We can note that the salinity error for the CTD is much higher in the surface than ARGO error. This is because CTD observations are much more coastal and model salinity in these locations can diverge strongly from observations due to rivers outflow. The observations error then reflects this discrepancy.
[image: Figure 3]FIGURE 3 | Insitu error profiles used in the data assimilation. Top panels are temperature errors while bottom panels are salinity. Errors for XBT, CTD and ARGO floats are respectively plotted on the left, center and right columns.
For the SLA assimilation, the observation error is fixed to be constant in time and space. The satellites have different instrument error but the differences are assumed to be small and therefore we can use the same error as a first approximation. The value of this observation error is set to 3 cm and was estimated using sensitivity experiments. These experiments were performed for 2 years (2004–2005) and the analysis global statistics as well as the study of well documented mesoscale events resulted in the value of 3 cm and the use of unfiltered SLA variable in the dataset proving to better represent the regional features with lower error. The estimation from the formula in Desroziers et al. (2005) confirms that 3 cm is a good guess for the total error.
The system implements a background quality check procedure that rejects observations whose square departure exceeds a certain number of times the sum of the observational and background-error variances. For the ith observation, the observation retention criterion reads
[image: image]
with [image: image] and [image: image] the observation and background-error variances, in observation space, and γ the quality check threshold. In order to be conservative and remove very few observations while still rejecting observations that really diverge from the model trajectory, we decided to use γ = 64 for SLA observations and γ = 100 for in-situ profiles after performing a sensitivity study.
3 ASSESSMENT
To evaluate the quality of the reanalyses, the daily model outputs have been bi-linearly horizontally interpolated at each observational position considering the four closest model grid points and then linearly vertically interpolated. These interpolated outputs (Ymodel) are then compared to the observations measurements (Yobs) and we compute the Root Mean Square Difference (RMSD) and bias as:
[image: image]
The observations used in the validation assessment are mostly from the same datasets used for the data assimilation. However, since the assimilation is performed at the end of the day, the evaluation is done before each observation is assimilated (the increment is applied on the following day) and thus it can be considered as quasi-independent.
To provide another reference, a hindcast, run of the numerical model without data assimilation or SST relaxation, is also presented (hereafter called MEDHIND24).
3.1 Sea Surface Temperature
The time evolution of the RMSD and bias of the comparison with SST observations from satellites is shown in Figure 4. For the SST diagnostics, the observations are not fully independent as the SST observations are used to correct the heat fluxes in NEMO (see Numerical Model).
[image: Figure 4]FIGURE 4 | Monthly RMSD (A) and bias (B) of SST (in °C) for the two reanalyses and the hindcast when compared to satellite SST. The first model layer is used for the model SST.
Both MEDREA16 and MEDREA24 present a positive bias, meaning that the first layer of the model is warmer than the SST observations. This bias is positive in the whole basin (not shown). However, it is decreasing with time as the model gets closer to the observed SST values. The RMSD also decreases with time as a consequence of the diminishing bias. The new reanalysis has consistently a smaller bias and RMSD than MEDREA16 in summer when the difference is the largest. The RMSD value over the whole period is 0.78°C for the previous reanalysis and 0.65°C for the new one. This improvement is attributed to the atmospheric forcing fields (ERA5) that perform better in the region compared to the previous version (ERA-INTERIM). The hindcast SST RMSD and bias is higher than the reanalysis showing that the relaxation to the SST observations is having the intended effect.
3.2 Temperature
In this section, we compare the model outputs with temperature profile measurements from CTD, XBT, and ARGO floats. These observations are assimilated but, as mentioned before, their values are compared to the model daily outputs before the observation is assimilated.
The time evolution of the monthly RMSD for different layers of the whole Mediterranean domain is reported in the of Figure 5A. The RMSD is highest in the 10–100 m depth layer with highly seasonal variability and largest values in summer. The shallow layer (0–10 m) also presents a seasonal signal with high values in summer. This is clearer in the most recent years (after 2010) when there is a more constant time coverage of the observations due to the ARGO floats. Deeper layers have very little seasonality and also present a very low variability after 2010. MEDREA24 performs consistently better than MEDREA16, especially at depth and in the most recent years. A possible reason for this improvement is that, in MEDREA16, there were less assimilated profiles and virtually no assimilated observation below 1,000 m.
[image: Figure 5]FIGURE 5 | Monthly temperature RMSD (A) and bias (B) (in °C) for the two reanalyses and the hindcast when compared to observed profiles for different layers. The values of RMSD/bias for the whole period are indicated in the legend. The shaded area represents the number of observations for each month (axis is on the right). Note the different y-axis in the different layers.
Looking at the bias in Figure 5B , this improvement at depth is associated to a reduction of a negative bias. This figure also shows less temporal variability of the bias in MEDREA24 in all the layers confirming the better skill of this version. In this reanalysis there is no persistent bias that we can detect at any layer. We note that in January 2000, there is a spike in the RMSD with a corresponding negative bias. This comes from “bad observations” where a whole campaign of observations in the Western Mediterranean is present in the observation dataset but the values of temperature (around 28°C at the surface) suggest that these observations were made in summer.
A more detailed view of the vertical comparison and the comparison with the hindcast outputs is offered in the top panels of Figure 7. It clearly shows the improvement of the new reanalysis compared to MEDREA16 in temperature at all depths, especially in the deep ocean. Below 200 m, the remaining bias is largely reduced in MEDREA24. The hindcast results show that the reduction of the bias can be largely attributed to data assimilation. The maximum error is found in the thermocline, at around 30 m, in both reanalyses and corresponds to the peak in summer in the time evolution. It is hypothesized that this error is due to an imperfect vertical mixing scheme that results in errors in the position of the thermocline during this season. The bias maximum is slightly below the depth of the maximum error, at around 50 m, and positive, indicating a possible overestimation of the mixed layer thickness as the temperature is stratified during summer period and the water column is well mixed during winter season. As seen in Figure 5, this bias is however greatly reduced in the more recent years. Between 20 and 200 m, both reanalyses present a resulting positive bias due to the summer overestimation of the temperature shown in the previous picture. In the upper layers, the error is very similar between the two experiments but the bias has an opposite sign. This discrepancy should come from data assimilation or more likely the heat flux correction by the observed SST since the hindcast shows a similar bias as MEDREA16. Indeed, in the previous section, the SST from satellite was consistently lower than the model SST resulting in relaxation toward cooler SST. The atmospheric forcing could have also an impact as the atmospheric fields are different with MEDREA24 using the more recent hourly fields from ERA5 whereas MEDREA16 uses 6-hourly fields from ERA-INTERIM. An internal evaluation of the ERA5 fields showed lower values of 2 m temperature in summer and an increase of the averaged cloud cover all year over the Mediterranean in comparison with ERA-Interim. This can explain part of the reduction of the positive bias in the surface layers as, which is highest in summer (see Figure 5).
3.3 Salinity
The daily model estimates are here compared to the salinity profiles from CTD surveys and ARGO floats. The monthly time evolution of the RMSD for different layers is shown in Figure 6A. The highest error is found in the upper layers as 0.47 PSU and 0.58 PSU for the new and the old reanalysis, respectively. At all the layers, there is a strong variability in the early years that is reduced significantly in the ARGO era when there is a much better coverage of the region. The error is consistently decreased with the new reanalysis with the largest improvement in the deep layers.
[image: Figure 6]FIGURE 6 | Monthly salinity RMSD (A) and bias (B) (in PSU) for the two reanalyses and the hindcast when compared to observed profiles for different layers. The values of RMSD/bias for the whole period are indicated in the legend. The shaded area represents the number of observations for each month (axis is on the right). Note the different y-axis in the different layers.
Bias evolution (Figure 6B) confirms the decrease of variability in the later years. Below 50 m, the increase of the error of the MEDREA16 is shown to be related to a positive salinity bias. On average, the bias is improved in MEDREA24 except in the near surface where the average value is higher. However, at the surface, the bias of the new reanalysis does not appear to be consistent and fluctuates in time pointing that this average value may not be significant.
The vertical distribution of these diagnostics is specified in the bottom panels of Figure 7, with the hindcast values added for comparison. They confirm that the error is consistently reduced at all depth. The bias is largely reduced at depth too, especially below 1,000 m where the previous reanalysis had a bias. Increased vertical resolution and a more realistic representation of the freshwater inputs, achieved thanks to the increased number of rivers (from 7 to 39, Delrosso 2020) implemented in the new reanalysis, the use of higher spatial and temporal precipitation data, and the improved nesting in the Atlantic Ocean by means of daily open boundary conditions from a global model (instead of monthly climatological fields), could have concurred in the improved representation of the salt budget of the basin. The hindcast salt content (Figure 7) still presents some bias at depth and these are corrected by the assimilation of profiles. In the case of MEDREA16, very few observations were assimilated below 1,000 m. We notice that in the first 10 m, the previously mentioned (see Figure 6) larger positive bias in the new reanalysis. Horizontal maps of the bias (not shown) seem to indicate that it is related to an underestimation of the low salinity near the rivers and may be related to the non-zero salinity imposed for the river inflow.
[image: Figure 7]FIGURE 7 | Vertical temperature [(A), in °C] and salinity [(B), in PSU] diagnostics for the two reanalyses and the hindcast when compared to observed profiles for the whole period (1987–2019). The diagnostics were computed on the model layers and the right panel present the number of observations used. The vertical scale is increased on the plot for the first 150 m to better see the upper layers values.
3.4 Sea Level Anomalies
The monthly RMSD with SLA observations is reported in Figure 8. Again, this is a quasi-independent evaluation as these observations are ingested by the system to correct itself after the evaluation is done.
[image: Figure 8]FIGURE 8 | Time evolution of the monthly RMSD of SLA (in cm) for the two reanalyses and the hindcast. The SLA is taken where the ocean is deeper than 1,000 m as it is done for the assimilation. In grey is the number of observations used for this diagnostic.
Both reanalyses boast similar skill with respect to this observational dataset with an error value of 3.2 cm until 2013. Then they start to diverge and the new reanalysis MEDREA24 continues with this behavior whereas MEDREA16 shows a decrease of skill. This is due to the fact that the older reanalysis did not assimilate all the satellites present in this period. Over the whole period, the new reanalysis presents a 8% decrease of the error (from 3.5 to 3.2 cm).
Table 2 presents a summary of the RMSD of the new reanalysis with respect to observations along with the percentage difference compared to the previous reanalysis skill. It highlights the improvement brought by the new reanalysis at least on this particular skill assessment. On the table the RMSD evaluated comparing with fixed moorings surface temperature and salinity and with tide gauges SSH. Considering the moorings temperature and salinity, the new reanalysis does not show significant skill improvements when compared with the previous one. It is to be noted that this comparison is very coastal and near the surface and thus quite limited. Considering the comparison with tide gauges, the reanalysis sea level shows an error of 6.7 cm which is larger than the sea level anomaly error (3.8 cm) computed using altimeter data since tide gauges are located close to the coast but there is an improvement relative to the previous reanalysis (21% decrease of RMSD). In general, the improved skill of the new reanalysis when comparing to fixed and not assimilated data, is mostly due to improvement of the numerical model as the hindcast skill (not shown) is quite similar.
TABLE 2 | Summary of estimated RMSD compared to observations for the whole Mediterranean Sea. The value is for MEDREA24 and the percentage in parenthesis is the change from MEDREA16.
[image: Table 2]4 CLIMATE SIGNAL
4.1 Heat Content
The ability of the system to represent climate signals is evaluated looking at the heat content in different layers of the ocean. This heat content, computed as the volume-averaged temperature in different layers from both reanalyses and the hindcast, is presented in Figure 9A showing an overall increase of temperature during the considered period in the whole water column.
[image: Figure 9]FIGURE 9 | Time evolution of heat content [(A), in °C] and salt content [(B), in PSU] in different layers for both reanalyses and the hindcast. These are averaged over the whole Mediterranean Sea.
In the upper 20 m, this signal is mostly dominated by a strong seasonal cycle. The new reanalysis presents a marginally stronger seasonal amplitude (1.30°C vs 1.25°C) with warmer summers. The hindcast has an intermediate seasonal amplitude (1.28°C) with warmer winters, meaning that the assimilation contributes to the cooling of winters. This signal is also modulated by large interannual variability and a positive trend. The interannual variability is similar for all experiments and not negligible and for example, between 1990 and 1992 there is a decrease of 2°C. The standard deviation for the interannual signal is 0.16°C for all the curves. Concerning the trend, we get 0.026°C/year (0.023°C/year) increase of temperature for MEDREA24 (MEDREA16). The hindcast trend at the surface is slightly weaker (0.022°C/year).
In the layer below (200–600 m), the seasonal signal drops completely with an amplitude below 0.01°C for both reanalyses. The new reanalysis presents a steady increase of temperature modulated by some interannual variability. The other reanalysis however saw a larger drop of temperature from 1992 to 1994 followed by a stronger positive trend later. The drop around 1993 is not reproduced in the hindcast. In the end, the computed trend for both is equal to 0.013°C/year over the period while the hindcast presents a trend twice as large.
The decreased temperature in the early 90s is also noticeable in the deeper layer (600–1,500 m) for MEDREA16 although it occurs at a later date (after 1993) and more gradually. In MEDREA24, there is no drop of temperature but the trend is reduced after this period while the hindcast heat content keeps increasing at the same pace. Around the end of the simulation, MEDREA16 catches up with the estimation from the new reanalysis, probably thanks to the assimilated observations. As shown in Figure 5, the new reanalysis estimate is closer to the observations and the previous one had a cold bias. The trends are respectively 0.002°C/year and 0.005°C/year for MEDREA16 and MEDREA24 (the hindcast trend is 0.01°C/year).
In the bottom layer, both reanalyses have first a phase of warming followed by a period of relative stability. However, the new reanalysis warming phase is longer, lasting until around 2005 and there is still some lighter warming afterwards. The hindcast presents a weaker and constant warming in the deep ocean.
The accuracy of the heat content variations in the new reanalysis can be assessed by comparing it to other products. This is done in the CMEMS OMI (ocean monitoring inticators https://marine.copernicus.eu/access-data/ocean-monitoring-indicators) where the heat content deviation from a reference period (1993–2014) integrated over the 0–700 m depth layer is computed for global reanalyses and observation-only based products. This is reproduced in Figure 10 where the estimates from global reanalyses (GLORYS, C-GLORS, ORAS5 and FOAM, from the CMEMS product GLOBAL_REANALYSIS_PHY_001_031) and MEDREA24 are plotted alongside estimates from observation based products (CORA and ARMOR3D). The ensemble mean ocean heat content anomaly time series over the Mediterranean Sea shows a continuous increase in the period 1993–2018 at rate of 1.5 ± 0.2W/m2 in the upper 700 m. After 2005 the rate has clearly increased with respect to the previous decade, in agreement with Iona et al. (2018). The picture confirms that MEDREA24 is well within the ensemble of estimates and is actually the one that is closest to the mean of all products (lowest RMSD).
[image: Figure 10]FIGURE 10 | Time series of area averaged ocean heat content anomaly in the Mediterranean Sea, and integrated over the 0–700 m depth layer. Time series are based on different data products. The mean profile is in black and the grey shaded area corresponds to the ensemble spread.
4.2 Salt Content
The salt content time evolution in different layers for both reanalyses and the hindcast is reported on Figure 9B.
On the first layer, from the surface to 200 m, as with temperature, we observe a seasonal cycle with saltier waters in winter and fresher in summer. However, it accounts for less of the total variability in salt content (58%) than in heat content (97%) in both reanalyses. The salt content is slowly decreasing from 1987 to 2005 when there is a sharp increase followed by a slow increase of salt in the basin. Despite some small differences, the interannual variations are similar in both reanalyses. The hindcast, however, shows a quite different behavior before 2005. This hints that the assimilation of in-situ observations has a large effect in the salt content interannual variability for the upper layers. The trend is respectively 0.007 PSU and 0.005 PSU for MEDREA16 and MEDREA24 reflecting that the older reanalysis had a more pronounced decrease at the start and then increase at the end of the period.
On the layer below, there is no more perceivable seasonal cycle and the signal is dominated by interannual variability. Both timeseries present similar characteristics with a trend of 0.0038 PSU/year (MEDREA16) and 0.0032 PSU/year (MEDREA24). As in the heat content, there is a drop of salinity in 1992 in MEDREA16. This dip is no longer present in the new dataset. It is unclear what was the source of this behavior and therefore why it is not seen in the new reanalysis. As seen in the heat content, the trend for the hindcast is twice as large and the assimilation helps avoiding the non-realistic drifts.
In the deeper layer, the drift in the old reanalysis that we already discussed is evidenced with a trend twice higher (0.004 PSU/year) than in the new reanalysis. This trend was not realistic and is here corrected as shown in the previous section (Figure 7 for example). In 2018, a new initial condition for the extension of the timeseries corrected this bias partially but was not sufficient. For this layer, the hindcast trend is similar to the assimilated run, meaning that the correction of the trend is related to the change in the physical model.
At the bottom of the basin, a similar analysis can be made with the new reanalysis correcting the bottom drift in salinity and the new trend is now 0.0026 instead of 0.0057 PSU/year. Now, the trend of the hindcast is too low compared to the other experiments and this explains the negative bias in the deeper layers found in Figure 7.
The changes in temperature and salinity content also have an impact on the mixed layer depth (MLD) in the basin. MEDREA24 MLD climatology is quite consistent with estimations from observations (see the QUID documentation on the CMEMS website for more details, Escudier et al., 2016). Looking at the mean mixed layer depth in convection areas reveals that the new reanalysis has stronger deep convection than MEDREA16 but also the hindcast (not shown), showing that the corrections of temperature and salinity have a strong impact on this variable. This will be analyzed and described more in depth in a further study.
4.3 Currents
The average circulation of MEDREA24 is presented in Figure 11 on the surface and on the sub-surface (200–300 m). It shows that the new reanalysis is able to correctly reproduce the main currents and circulation. A full description of the circulation can be found in Pinardi et al. (2015) but here we will point out the main features.
[image: Figure 11]FIGURE 11 | Average currents from MEDREA24 at 15 m (A) and between 200–300 m depth (B) for the period 1987–2019.
At the surface, the water coming from the Atlantic flows through the Gibraltar Strait and forms the two Alboran gyres in the Alboran Sea. The Eastern gyre is smaller in amplitude as it is only semi-permanent. Then the Algerian current that transports this water along the African coast is strong and narrow in the western part and less intense and defined in the eastern part due to the high mesoscale activity and the large anticyclonic eddies that modulate the mean current. South of Sardinia, the current is joined by a current coming from the North along the Sardinia western coast and flows eastward along the Tunisia coast toward the Tyrrhenian Sea. A part of this current then continues eastward along the Northern Sicilian coast, another loops around the South-Western Tyrrhenian Gyre and the rest crosses the Sicily Strait. From the first part, a relatively strong current flows on the surface through the Messina Strait between Sicilia and Italy’s mainland while there is a weak circulation northeastward along the Italian coast. In this Tyrrhennian Sea, the other known gyre is the Northern Tyrrhenian Gyre (Artale et al., 1994) which is strongly reproduced in the model. From this gyre, the waters passing through the Corsica channel join the Gulf of Lion gyre and more specifically the northern part of it, the Northern current. This is a relatively strong current that follows the Southern coast of France and even extends along the Spanish Catalan coast, which is better reproduced in this version of the reanalysis. The Balearic current forms the beginning of the return part of the gyre flowing along the Northern coast of the Balearic Islands. In the Ibiza channel, there should be two current, one northward and the other southward (Heslop et al., 2012) and the reanalysis only has a northward current joining the Balearic current. Back at the Sicily Strait, the Algerian current branches into two currents, one southward (Sicily Strait Tunisian Current) and the other eastward along the Southern Sicily coast (Atlantic Ionian Stream, AIS). Both currents then meet a large anticyclonic gyre in the Southern part of the Ionian Sea (Sirte gyre in Pinardi et al., 2015). A part of the AIS meanders northward until both branches join into the Cretan Passage Southern Current (CPSC). North of this current, the Pelops Eddy (or Pelops Gyre) and the Western Cretan Eddy (Mkhinini et al., 2014) are represented. The CPSC then goes northward to become the Mid-Mediterranean Jet (MMJ, Golnaraghi and Robinson 1994) to form the Mersa Matruh gyre. The Southern Levantine current (SLC) follows the African coastline, bordering the Shikmona gyre in the eastern part of the basin and going northward around Cyprus to become the Asia Minor Current. This current turns southward when arriving at Crete forming the Rhodes gyre on the east and the IeraPetra gyre on the west. In the Aegean Sea, the main currents form a cyclonic circulation around the sea.
The subsurface circulation (bottom of Figure 11) corresponds to the circulation of the Levantine Intermediate Water. Starting from the Levantine Sea where the LIW is formed, the Shikmona and Mersa-Matruh gyres are also well defined. The flow follows the surface currents northward along the middle eastern coast and then westward like the Asia Minor current. Then both the Pelops Eddy and the Western Cretan Eddy will modulate the western propagation of the LIW. Some of the current goes northward to the Adriatic Sea and then south-westward along the Italian coast to the Sicily coast. The rest is flowing southward then westward on a coastal current that follows the Sirte gyre southern part. Both branches then join in the Sicily Strait where the highest velocities (0.2 m/s) are reached. The LIW is then advected towards the southern coast of France either in the Tyrrhenian Sea or along the western coast of Sardinia and Corsica. The Northern Current then propagates these waters south-westward to the Balearic Sea where they either turn east along the Balearic Current to circle around the Balearic Islands or they flow through the Ibiza Channel. Then they continue westward along the Spanish coast to reach the Gibraltar Strait.
It is difficult to evaluate quantitatively the differences in the mean circulation with respect to the previous reanalysis and an in-depth analysis is outside of the scope of this section. However, we can highlight some improvements in the surface (see Figure 3 of Pinardi et al., 2015) such as the Algerian current that is stronger and closer to the coast, the Northern current that reaches further in the Balearic Sea, the clearer separation in three branches south of Sicily (with current coming from the now open Messina Strait), a better representation of the Western Cretan Eddy or the Mersa Matruh gyre that has a better defined structure. As for the subsurface circulation, less is known about it but we can note that the gyres in the Eastern basin are more clearly defined and, in the Western basin, the Northern current goes further west also at depth.
Another view of the surface currents is presented in Figure 12. Here the averaged Sea Surface Height (SSH) over the altimetry time period is shown with the resulting geostrophic currents computed from the geostrophic equilibrium. In the figure, the Mean Dynamic Topography (MDT) from Rio et al. (2014) is plotted below as “reference”. This MDT is computed using a numerical model as a first guess and then combining it with all the available observations of the currents. This plot allows to clearly see the circulation and especially the various gyres that were discussed above. The modelized mean SSH is smoother than the MDT but displays very similar structures. Some differences can be found in both circulations such as the situation in the Aegean Sea where the model has a more accurate representation of the circulation (see Olson et al., 2007 for an independent estimation).
[image: Figure 12]FIGURE 12 | Mean SSH and associated geostrophic currents for MEDREA24 during the period 1993–2019 (A) and Mean Dynamic Topography (B) used for the SLA assimilation. A global constant has been removed in the basin in both plots.
To characterize the mesoscale activity in the new reanalysis, the average Eddy Kinetic Energy (EKE) over the whole period is represented in Figure 13. This EKE was computed from the SSH of the model as well as the SSH from altimetry maps. It allows to estimate the skill of the model keeping in mind the flaws and shortcomings of the altimetry interpolated maps. Indeed, these maps come from an optimal interpolation and therefore the fields are smoothed. In the Alboran Sea, the reanalysis has an eddy activity at the entrance from the Gibraltar Strait and along the entering current. This higher mesoscale activity close to the coast was also found in a high resolution regional model of the Alboran Sea (Peliz et al., 2013). Altimetry maps do not have the capability to resolve these small coastal eddies. In the Algerian current, similar levels of EKE is found in both datasets with the reanalysis having more coastal mesoscale activity. The Northern part of this sub-basin highlights stronger differences with almost no activity in the altimetry maps whereas the reanalysis shows mesoscale variability along the Northern current and in the Balearic Sea. The explanation for this is that the Rossby radius is smaller there than in the Southern part and thus the eddies are smaller (Escudier et al., 2013, 2016). Filtered and interpolated altimetry maps are thus not able to reproduce these structures. In the Tyrrhenian Sea, the EKE is highest around the Northern Tyrrhenian Gyre in both maps but, in the model, the current flowing north of Sicily also presents a stronger EKE. The model EKE in the Adriatic Sea contours the surface currents while the altimetry maps show no mesoscale activity. Here again, the smaller eddies due to a smaller Rossby radius can be the reason behind this discrepancy. In the Eastern part of the basin, the model differs from the remote sensing data with higher EKE along the coast and the coastal surface currents that compose the main cyclonic circulation. The strongest mesoscale activity is found around the Iera-Petra eddy location for both. However, in the altimetry product, variations in the eddy intensity are stronger and there is a clear trace in the EKE. This means that the reanalysis is not capable of fully reproducing the variability of this eddy. The Aegean Sea is a region that is difficult to observe with altimetry due to the high density of islands, therefore the higher EKE in the model is expected. Overall, the model and the observation datasets present similar patterns and most differences can be explained by the fact that the model can resolve smaller scales than the interpolated maps of altimetry.
[image: Figure 13]FIGURE 13 | Average geostrophic EKE (in cm2. s−2) computed from MEDREA24 SSH (A) and altimetry interpolated maps (B) for the period 1987–2019.
5 DISCUSSION
This paper describes a new reanalysis of the Mediterranean Sea that was produced in the framework of CMEMS. The new, higher resolution reanalysis shows good skill in the diagnostics performed and represents a significant improvement with respect to the previous version. The positive surface bias in SST is reduced, as well as the negative bias of temperature in the deeper layers. Concerning salinity, the biases below 500 m are now largely removed. The RMSD when compared to observations is reduced for all variables. The heat content evolution is consistent with observations and other estimates from global models. The surface and sub-surface currents correspond to previous knowledge and the surface EKE is comparable to what is observed with satellite altimetry.
There is still some bias observed in the comparison with satellite SST, even though it is reduced in the new version. This positive bias however is not present in the upper layers when compared to in-situ temperature profiles where it is instead negative. This discrepancy hints that the observed profiles are underestimated in the assimilation and that they do not agree with satellite SST. This issue with SST could come from a difference between the model SST we use, the model first layer temperature value, and the SST from satellite observations which is the night SST, so-called foundation SST. These may not be exactly the same and then introduce some biases in temperature at the surface.
The evaluation of the system is mainly done with the same in-situ observation dataset that was prepared for the assimilation. However, as mentioned, the model is evaluated before the observation is ingested. We can mention that all the diagnostics were also performed with a different database (EN4, Good et al., 2013) and the results are the same, confirming that the assessment does not depend on the specific dataset used. Completely independent observations are difficult to find as we want to assimilate all the good quality available observations. The comparison with fixed moorings shows relatively high errors for these coastal and sparse measurement and no difference between the two reanalyses. Comparisons with drifters can be made but these have to be treated carefully and some high order diagnostics such as presented in Bouffard et al. (2014) are outside of the scope of this paper.
Concerning the increased error in temperature around 30 m depth, an issue which was also present in the previous version, it is believed to be related to the vertical mixing in the model. Part of this error has been corrected but is still the highest error in temperature. The step forward to improve the model will then be to use a better parametrization of the vertical mixing and the introduction of tides (barotropic and internal) that may affect this process.
This new reanalysis offers a new estimate, more accurate, of the Mediterranean Sea circulation and characteristics. We have shown that its heat content is consistent with other analysis and that the higher resolution allowed to better reproduce the eddy kinetic energy of the geostrophic velocity field with respect to altimetry. The salinity in the deep layers has been corrected and corresponds more closely the observed values. In the future, this reanalysis could be used to study processes such as the overturning circulation or the deep convection in the different basins (i.e. Pinardi et al., 2019; Somot et al., 2016) as well as initial and boundary conditions for nested modeling studies at sub-regional scales.
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