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Energy budget decompositions have widely been used to evaluate individual process contributions to surface warming. Conventionally, the top-of-atmosphere (TOA) energy budget has been used to carry out such attribution, while other studies use the surface energy budget instead. However, the two perspectives do not provide the same interpretation of process contributions to surface warming, particularly when executing a spatial analysis. These differences cloud our understanding and inhibit our ability to shrink the inter-model spread. Changes to the TOA energy budget are equivalent to the sum of the changes in the atmospheric and surface energy budgets. Therefore, we show that the major discrepancies between the surface and TOA perspectives are due to non-negligible changes in the atmospheric energy budget that differ from their counterparts at the surface. The TOA lapse-rate feedback is the manifestation of multiple processes that produce a vertically non-uniform warming response such that it accounts for the asymmetry between the changes in the atmospheric and surface energy budgets. Using the climate feedback-response analysis method, we are able to decompose the lapse-rate feedback into contributions by individual processes. Combining the process contributions that are hidden within the lapse-rate feedback with their respective direct impacts on the TOA energy budget allows for a very consistent picture of process contributions to surface warming and its inter-model spread as that given by the surface energy budget approach.
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INTRODUCTION
The Intergovernmental Panel on Climate Change (IPCC) Assessment Report (AR) five states that the warming of the climate system is unequivocal [IPCC, 2013]. There is a clear globally averaged combined land and ocean surface warming of ∼0.85 K with a 90% confidence interval of 0.65–1.06 K, calculated by a linear trend over the period 1880–2012 (Hartmann et al., 2013). Over the same time period there has also been a pronounced increase in well-mixed greenhouse gases, particularly carbon dioxide (CO2), due to human activities (Hartmann et al., 2013). This anthropogenic increase in CO2 is the primary driver of the surface warming, which is corroborated by simple climate models and complex coupled global climate models demonstrating that increasing the CO2 concentration leads to a warming of the surface (Manabe and Wetherald 1975; Robock 1983; Washington and Meehl 1984; Schlesinger and Mitchell 1987; Manabe et al., 1991).
Increased CO2 triggers not only an increase of surface temperature but influences many other climate variables through the complex interactions of the climate system. These perturbed climate variables, including surface and air temperatures, atmospheric water vapor, clouds, ice coverage, feedback on each other leading to the observed or simulated response of the climate system to an increase of CO2. A particular emphasis has been placed in the climate literature on understanding the surface warming response to an increase of CO2, and thus understanding how the different climate feedbacks triggered by the CO2 increase contribute to the surface temperature response. With this purpose in mind, many climate feedback analysis methods have been developed to attribute and understand the contributions of individual climate feedbacks to surface warming (Wetherald and Manabe 1988; Cess et al., 1996; Aires and Rossow 2003; Gregory et al., 2004; Soden et al., 2008; Lu and Cai 2009a; Lahellec and Dufresne 2013). The advantages and disadvantages of these methods have been previously discussed (Aires and Rossow 2003; Soden et al., 2004; Stephens 2005; Bony et al., 2006; Bates 2007; Cai and Lu 2009; Klocke et al., 2013; Lahellec and Dufresne 2013, 2014).
The most commonly applied methods use a top-of-atmosphere (TOA) energy budget analysis to attribute the different climate feedback effects on surface temperature. The TOA serves as a natural reference point as it determines the total energy budget of Earth’s climate system. An advantage of using a TOA point-of-view is that radiative processes dominate the TOA energy budget. In a global-mean analysis, at equilibrium, all that has to be analyzed is the insolation, outgoing solar radiation, and outgoing longwave (LW) radiation (OLR), while oceanic and atmospheric heat transport must also be taken into account in a spatial analysis. Due to the extensive spatial coverage and reliability of recent satellite measurements of outgoing solar and LW radiation compared to surface measurements of radiative fluxes, latent and sensible heat fluxes, and dynamic transport, the TOA perspective is the favored method when performing observation-to-model feedback comparisons (e.g., Thorsen et al., 2018; Kramer et al., 2021). The TOA energy budget is thought to be a proper tool to evaluate surface temperature change, as moist convection in the Tropics leads to a vertical temperature profile that follows the moist lapse rate; this makes tropical atmospheric warming proportional to the surface warming (Hansen et al., 1997; Sobel et al., 2001; Goosse et al., 2018). Since moist convection only connects the surface to the troposphere, stratospheric adjustment is typically carried out, such that the radiative equilibrium response in the stratosphere is included in the radiative forcing at the TOA, or alternatively the analysis is carried out at the tropopause instead of the TOA (Hansen et al., 1997). Strong static stability at high latitudes, however, suppresses deep convection decoupling the surface from most of the troposphere. Thus, the applicability of using the conventional TOA feedback analysis to evaluate surface temperature change at high latitudes has been brought into question (Pithan and Mauritsen 2014; Payne et al., 2015; Goosse et al., 2018). The simplicity of the TOA perspective is also a limitation, as studies indicate the TOA lapse-rate feedback is a reflection of multiple processes (including non-radiative and non-local processes) that establish the non-uniform vertical warming pattern (Cai and Lu 2009; Cronin and Jansen 2016; Feldl et al., 2020; Boeke and Sejas, 2021). To avoid some of the limitations in the conventional TOA feedback analysis, recent studies have used the surface energy budget to analyze climate feedback effects on surface temperature (Andrews et al., 2009; Lu and Cai 2009b; Pithan and Mauritsen 2014; Laîné et al., 2016; Sejas and Cai 2016; Boeke and Taylor 2018), as surface temperature change is directly connected to surface energy flux changes. However, the simplicity, utility, and long-standing tradition of the TOA perspective have made it the preferred way to evaluate climate feedback contributions to surface warming.
Regardless of perspective, we contend that the forcing and feedback analysis should provide, at minimum, the same qualitative conclusions for the CO2 forcing and all the different radiative feedback contributions to the surface warming. After all, we do not want differing perspectives to provide contrasting views on which radiative feedbacks contribute most to global warming, polar warming amplification (PWA), or whether a specific radiative feedback amplifies or reduces the surface warming. Otherwise, it would be difficult to gain a true understanding of the warming response and spatial pattern, and thus difficult to comprehend the causes of the inter-model warming spread in model projections. If differences exist it is important to understand their physical cause and evaluate whether these differences are model dependent or robust features of climate models.
Unfortunately, previous studies show that the magnitude and spatial structure of TOA radiative feedbacks do differ from their surface counterparts, particularly LW feedbacks (Previdi and Liepert 2012; Pithan and Mauritsen 2014; Colman 2015). The differences are mainly due to the large atmospheric optical depth in the LW that causes TOA LW feedbacks to be predominantly impacted by upper tropospheric changes, while surface LW feedbacks are impacted by lower tropospheric changes.
Ideally, we should be able to unify the two perspectives to provide a consistent picture of process contributions to surface warming and its latitudinal pattern. The goal of this study is thus to analyze and explain the differences between the results given by the TOA and surface energy budget decompositions by evaluating the impact of the atmospheric energy budget. Then, on the basis of the understanding gained, we seek to reconcile the results provided by the two perspectives.
FEEDBACK ANALYSIS
TOA Perspective
Feedback analysis methods, such as the partial radiative perturbation (PRP; Wetherald and Manabe 1988) and radiative kernel techniques (Soden et al., 2008) have used a TOA perspective to analyze forcing and feedback contributions to surface warming. The TOA feedback analysis makes use of the perturbation of the TOA energy budget triggered by some external forcing,
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where the term on the left is the change in the heat uptake below the TOA for a given grid point. ΔSTOA is the change in net incoming solar or shortwave (SW) radiative flux, ΔRTOA is the change in net outgoing longwave (LW) radiative flux, and ΔDyn_trans is the change in net heat transport into the column below the TOA by the atmosphere and ocean dynamics. The radiative perturbation is then assumed small enough to linearize,
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where the change in radiative flux has been decomposed into changes in radiative flux caused by the external forcing (ext), water vapor changes (wv), cloud changes (cld), surface albedo changes (alb), atmospheric temperature changes over M atmospheric layers, and surface temperature changes. Substituting (2) into (1) and rearranging the equation gives
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In the conventional TOA feedback analysis, it is also common for the atmospheric temperature change to be decomposed into an atmospheric temperature response equal to the surface temperature change plus the deviation from vertical uniformity,
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After substituting (4) into (3) and rearranging, (3) becomes
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where ‘M+1’ corresponds to the surface layer ‘s’, and [image: image] is known as the lapse-rate feedback. It follows from (5) that if the external forcing causes an increase in net energy flux into the climate system (positive value) the climate will warm. Thus, if any of the changes triggered by the external forcing causes the net energy flux into the climate system to further increase (positive value), the warming will be amplified, and that process is said to be a positive feedback. On the other hand, if the physical process enhances the energy loss to space the warming will be suppressed and the process is said to be a negative feedback. Considering equilibrium conditions, the heat uptake term disappears in (3) and (5). The non-radiative heat transport term will vanish in (3) and (5) by taking a global-mean.
Surface Perspective
While much less common in the climate literature, feedback analysis methods have also employed a surface perspective to analyze the contributions of forcing and feedbacks to the surface warming (Andrews et al., 2009; Lu and Cai 2009b; Pithan and Mauritsen 2014; Laîné et al., 2016; Sejas and Cai 2016; Boeke and Taylor 2018; Hu et al., 2018). The surface perspective entails the use of the surface energy budget perturbed by the external forcing and feedbacks,
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where the terms are similar to (1), except everything is restricted to the surface layer. Following a linearization similar to that in (2) and after some rearrangement, (6) becomes
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Equation 7 states that the change in surface thermal emission is equal to the sum of the net radiative flux change due to the external forcing (ext), water vapor changes (wv), cloud changes (cld), surface albedo changes (alb), and atmospheric temperature changes plus the surface energy flux change due to non-radiative processes (such as surface latent and sensible heat fluxes, and ocean heat transport) minus the change in surface heat uptake. Therefore, if the external forcing causes an increase in net energy flux into the surface layer, (7) implies the surface will warm. If a feedback also increases the net energy flux into the surface layer (positive value) it will amplify the surface warming (i.e., positive feedback), but if it decreases the net energy flux into the surface layer (negative value) it will counter the surface warming (i.e., negative feedback). Unlike the conventional TOA feedback analysis, climate studies using the surface perspective do not decompose the atmospheric temperature change into that equal to the surface temperature response plus the deviation from vertical uniformity. Furthermore, notice that while the heat uptake term would disappear for equilibrium conditions, the non-radiative term in the surface perspective would not vanish in the global-mean.
Atmosphere’s Energy Budget
The TOA energy budget is equal to the vertical sum of the surface and atmospheric energy budgets. Therefore, the atmospheric energy budget can be used to understand the differences between the surface and TOA energy budgets. The perturbation of the atmospheric energy budget by an external forcing is given by,
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which is similar to (6), except each term is evaluated at the i-th atmospheric layer. The total atmospheric energy budget is the sum of all M atmospheric layers. Summing the M atmospheric layers and linearizing the radiative terms similar to (2), which is denoted by subscript “atm”, provides the total atmospheric energy budget,
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The sum of corresponding terms in (7) and (9) are equal to their corresponding terms in (3).
Climate Feedback-Response Analysis Method
The 3-dimensional partial temperature changes due to external forcing and climate feedbacks can be obtained by using the climate feedback-response analysis method (CFRAM; Lu and Cai 2009a; Cai and Lu 2009). At a given grid point, the CFRAM considers the energy budget of its atmosphere-surface column to evaluate the local temperature change needed to balance the local energy flux perturbation:
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where the vector symbol denotes the vertical profile of a variable from the surface layer j = (M+1) to the top layer of the atmosphere j = 1 with [image: image] standing for temperature, [image: image] for the vertical convergence of shortwave radiative fluxes, [image: image] for the vertical divergence of longwave radiative fluxes, and [image: image] for the (horizontal or vertical) convergence of non-radiative energy fluxes. In (10), [image: image] is the Planck feedback matrix whose jth column represents the vertical profile of (linearized) thermal radiative cooling perturbation due to 1 K warming in the jth layer alone. The CFRAM allows us to calculate the vertical profile of partial temperature changes due to changes in process x (e.g., water vapor, clouds, dynamics, etc…):
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where [image: image] is the vertical energy flux perturbation profile due to changes in process x. We can leverage the CFRAM results to decompose the lapse-rate feedback in the TOA perspective and the atmospheric temperature feedback in the surface perspective into individual contributions by radiative and non-radiative processes, respectively:
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The direct contribution of individual processes to the TOA energy budget (i.e., from Eq. 5) can be combined with their lapse-rate feedback contributions to produce the total TOA energy flux perturbation due to process x,
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Similarly, the direct contribution of individual processes to the surface energy budget (i.e., from Eq. 7) can be combined with their air temperature feedback contributions to produce the total surface energy flux perturbation due to process x,
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DATA AND ANALYSIS PROCEDURES
CMIP5 Simulations
All data used in this study are derived from the monthly mean outputs of the Historical and RCP8.5 model simulations produced by the Coupled Model Intercomparison Project Version 5 (CMIP5), which are archived and freely accessible at http://data.ceda.ac.uk/badc/cmip5/data/cmip5/ and https://esgf-node.llnl.gov/search/cmip5/. Table 1 lists the 25 models’ simulations considered in this study, whereas Supplementary Table S1 lists the seven models whose CMIP5 simulations are archived in the CMIP5 websites but are not used in this study because of the lack of either cloud fields or the information necessary to process cloud fields. Only a single ensemble member (r1i1p1) is used for each model. The historical and future climate states are evaluated as the 50-year means of the 1951–2000 period in the historical simulations and the 2051–2100 period in the RCP8.5 simulations. The surface temperature difference between the future and historical climate states of each model corresponds to the global warming projection of that model. The specific output fields of the historical and RCP8.5 simulations used in the analysis include cloud area fraction (cl), mass fraction of cloud ice (cli), mass fraction of cloud water (clw), specific humidity (hus), air temperature (ta), mole fraction of O3 (tro3), surface air pressure (ps), near-surface specific humidity (huss), surface temperature (ts), surface downwelling shortwave radiation (rsds), surface upwelling shortwave radiation (rsus), TOA incident shortwave radiation (rsdt), surface upward sensible heat flux (hfss), and surface upward latent heat flux (hfls). Well-mixed greenhouse gas concentrations (e.g., CO2, CH4, and N2O) are obtained from the RCP forcing database freely accessible at https://tntcat.iiasa.ac.at/RcpDb/. The first six variables are multi-level and interpolated into 17-level P coordinate (1,000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, and 10 hPa) before conducting the analysis. The results for of all 25 models have been interpolated onto a common grid with a 1° × 1° horizontal resolution.
TABLE 1 | A list of the CMIP5 models analyzed in this study.
[image: Table 1]Analysis Procedures
To obtain and isolate the radiative effects of the forcing and feedbacks on the TOA, atmospheric, and surface energy budgets the Fu-Liou radiative transfer mode (RTM; Fu and Liou 1992, 1993) is used for all offline radiative flux calculations at each longitude-latitude grid point of the model using the 50-year monthly mean outputs from the CMIP5 historical and RCP8.5 climate simulations. The radiative flux change at the TOA, atmosphere, and surface due to a specific process (e.g. water vapor change) is calculated by taking the perturbed 50-year monthly mean field of the process in question from the RCP8.5 simulations, with all other variables being held to their 50-year monthly mean fields from the historical simulations, and using these fields as input in our offline radiative flux calculations; then the historical radiative flux is subtracted from the perturbed offline radiative flux giving the radiative flux change due to that process alone, consistent with the PRP approach. As an extension of the PRP approach, similar to the radiative kernel technique, the partial derivatives in the above equations are obtained with the offline radiative transfer model by individually perturbing the temperature in each layer ‘j’ by 1 K and calculating the perturbed radiative flux at the TOA, atmosphere, and surface due to the 1 K increase of that specific layer alone; then as before the unperturbed radiative flux is subtracted from the perturbed offline radiative flux giving the approximate value of the partial derivative. The monthly-mean calculations are then annually averaged, from which the analysis follows.
The use of time-mean fields and a different RTM (i.e., the Fu-Liou RTM) than that native to the CMIP5 models to calculate the offline radiative fluxes introduces an error that is distinct from the linearization error. Previous studies indicate that the use of time-mean cloud fields accounts for most of this error (Sejas et al., 2014; Song et al., 2014a). Song et al. (2014a) found that accounting for the diurnal cycle using hourly data greatly reduced the error introduced by time-mean cloud fields. Supplementary Figure S1 shows there are non-negligible differences between the net radiative flux changes outputted by the CMIP5 models (left column in Supplementary Figure S1) and that calculated with the Fu-Liou RTM using time-mean fields (middle column in Supplementary Figure S1). The linearization error, however, is small, as the linearized version of the net radiative flux changes (right column in Supplementary Figure S1) is quite similar to the non-linearized version given by the Fu-Liou RTM (middle column in Supplementary Figure S1).
The non-radiative terms (e.g., thermodynamics, convection, large-scale dynamics, etc…) are not decomposed in this study, primarily because the energy flux changes due to non-radiative processes are generally not part of the standard CMIP5 data output. In addition, the CMIP5 present and future climate states are not in equilibrium indicating the ocean heat storage is non-negligible. Therefore, we calculate the combined net energy flux changes of the non-radiative terms and heat storage as a residual, taking advantage of the energy budget Eqs 1, 6, 8:
[image: image]
As indicated by (16), the TOA, atmospheric, and surface net energy flux changes of the non-radiative plus heat storage term are given by the negative sign of the corresponding net radiative energy flux changes.
RESULTS
Energy Flux Changes
Global-Mean
Figure 1 shows the net global-mean energy flux changes at the TOA, atmosphere, and surface due to individual processes. Though, the CMIP5 RCP8.5 simulations are not forced solely by CO2, the contributions of other well-mixed greenhouse gases (e.g., methane), solar forcing, and aerosol forcing are negligible relative to CO2 forcing and therefore not shown. The CO2 forcing in the atmosphere and the surface are positive and approximately equal, meaning the TOA forcing is about twice as large as the surface forcing. The energy flux changes due to water vapor and surface albedo are positive, have similar spreads, and have very small differences between their TOA and surface contributions, as their atmospheric contribution is near-zero. The TOA energy flux change due to non-radiative processes plus heat storage, which is non-zero for a non-equilibrium state, has the same sign as the corresponding surface contribution but with a smaller magnitude due to the partial offset by the positive contribution in the atmosphere. The (net) temperature contributions at the surface and atmosphere are also very similar but negative; the temperature contribution at the TOA is thus substantially more negative and with a greater inter-model spread.
[image: Figure 1]FIGURE 1 | The global-mean net energy flux changes (W*m−2) between the CMIP5 RCP8.5 and historical simulations at the TOA, atmosphere, and surface due to changes in CO2, water vapor (WV), clouds (CLD), the shortwave (CSW) and longwave (CLW) cloud components, surface albedo (ALB), dynamics plus heat storage (D + HS), and temperature (T). Temperature feedback (T) is further divided into lapse-rate (LR) and Planck (PL) feedbacks at the TOA, and atmospheric (Tatm) and surface (Tsfc) temperature feedbacks in the atmosphere and surface. Note that the sum of the surface and atmosphere contributions equals their respective TOA contributions, except for the last two terms on the right. Black circles indicate individual CMIP5 model results, while red crosses show the CMIP5 ensemble mean.
The cloud contribution at the surface can be positive or negative depending on the model, producing a slightly positive ensemble mean value (∼0.6 W*m−2). For nearly all models the TOA cloud contribution is positive and resembles the atmospheric cloud contribution more than the surface, which has a smaller spread. The difference between the TOA and surface cloud contribution is due to the LW cloud component, as the SW component is nearly the same for the TOA and surface. Overall, though, the surface and TOA global-mean results provide a very similar qualitative understanding of process contributions to surface warming.
Zonal-Mean
Unlike the global-mean, more noticeable differences are observed between the TOA and surface perspectives in the zonal-mean. The CO2 TOA forcing is largest in the tropics and decreases towards the poles, while the surface CO2 forcing is smallest in the tropics and increases poleward (Figure 2A). The difference is explained by the atmospheric CO2 forcing, which is positive and larger than the CO2 surface forcing in the tropics and decreases towards the poles even becoming negative in the Southern Hemisphere polar region. The TOA CO2 forcing is thus more indicative of the atmospheric than surface forcing. Additionally, the CO2 forcing has a larger inter-model spread at the TOA than surface. On the other hand, the water vapor TOA energy flux change is more indicative of the surface than atmospheric water vapor energy flux change (Figure 2B). This is a consequence of the atmospheric water vapor net energy flux change being smaller in magnitude than the surface. The negative atmospheric water vapor energy flux change in polar regions does cause the TOA water vapor energy flux change to decrease more from the tropics to poles than at the surface. The albedo TOA energy flux change is nearly the same as that at the surface (Figure 2C). This is because the albedo atmospheric energy flux changes, though slightly negative, are relatively very small. Both perspectives show a large inter-model spread for water vapor and surface albedo feedbacks, particularly in the tropics for the former and in polar regions for the latter. The TOA energy flux change pattern due to (atmospheric and surface) temperature changes is similar to that at the surface (Figure 2D) but is much more negative in the tropics and midlatitudes due to the large negative contribution by the atmospheric component there. The inter-model spread is much greater at the TOA than surface, except in polar regions.
[image: Figure 2]FIGURE 2 | The zonal-mean net energy flux change (W*m−2) at the TOA, atmosphere, and surface due exclusively to changes in (A) CO2, (B) water vapor, (C) surface albedo, (D) and temperature. The sum of the surface and atmosphere contributions equals their respective TOA contributions. Individual CMIP5 models (black lines); CMIP5 ensemble mean (red lines).
The energy flux changes due to non-radiative processes and heat storage tend to be negative at the surface but positive in the atmosphere (Figure 3A). This offset leads to a TOA contribution that has a similar pattern to the surface contribution but with a much weaker amplitude. Additionally, the non-radiative TOA energy flux change is positive in the Southern Hemisphere polar region in opposition to the sign of the surface contribution. Both perspectives show a large inter-model spread for this term, though the spread at the TOA is larger, particularly in the Arctic. The meridional pattern and magnitude of the TOA cloud energy flux changes, on the other hand, is more indicative of the atmospheric than surface component, except in the Arctic where the negative atmospheric contribution is canceled by the positive surface contribution (Figure 3B). This is because the SW and LW cloud contributions at the surface offset each other except in the Arctic, where the large positive LW cloud contribution dominates the relatively small negative SW cloud contribution (Figures 3C,D). The atmospheric cloud contribution is dominated by its LW component, as its SW contribution is very small, indicating that the atmospheric LW cloud contribution is mainly responsible for the TOA cloud energy flux changes, excluding the Arctic. The inter-model spread of the cloud feedback is larger at the TOA than surface, mainly due to its LW component. The SW cloud component, however, has a larger spread than its LW component for both perspectives.
[image: Figure 3]FIGURE 3 | Same as Figure 2 but due to changes in (A) dynamics plus heat storage, (B) clouds, and the (C) shortwave and (D) longwave cloud components.
Reconciliation
Thus far the net energy flux changes due to the lapse-rate feedback have not been discussed. The lapse-rate feedback represents the impacts of the deviation from a uniform atmospheric-surface temperature change (equal to the surface temperature change). As indicated by previous studies, the lapse-rate feedback is a manifestation of multiple processes that produce the non-uniform warming response (Cai and Lu 2009; Cronin and Jansen 2016; Feldl et al., 2020; Henry and Merlis 2020; Boeke and Sejas, 2021). As shown in Figures 1–3, the energy flux changes due to radiative and non-radiative processes are not uniform in nature. Therefore, radiative and non-radiative processes naturally produce a non-uniform temperature response. The impact of this non-uniform response on the TOA energy budget is precisely what is taken into account with the lapse-rate feedback. If we could quantify the contribution of individual processes to the lapse-rate feedback and combine it with their corresponding direct impacts on the TOA energy budget, we could obtain the net contribution of radiative and non-radiative processes to the TOA energy flux perturbations.
The CFRAM provides a 3-dimensional picture of radiative and non-radiative process contributions to the surface and atmospheric temperature change. Therefore, we leverage the CFRAM to quantify the contributions of radiative and non-radiative processes to the lapse-rate feedback (Eq. 12) and add it to their corresponding direct energy flux change Eq. 14. As originally shown by Sejas and Cai (2016), we can also quantify the contributions of radiative and non-radiative processes to the atmospheric temperature feedback in the surface perspective Eq. 13. Similarly, these can be combined with the corresponding direct impacts of radiative and non-radiative processes on the surface energy budget Eq. 15. Taking into account the impact of radiative and non-radiative processes on the lapse-rate and atmospheric temperature feedbacks should provide a more consistent picture of process contributions to surface warming, as given by the TOA and surface perspectives.
Global-Mean
Process contributions to the global-mean lapse-rate feedback are shown in Figure 4 (top-left). Non-radiative processes plus ocean heat storage are shown to be the cause of the negative lapse-rate feedback, as greater moist convection enhances upper tropospheric warming and ocean heat storage suppresses surface warming. It is also the source of greatest uncertainty for the lapse-rate feedback. We also find that water vapor feedback is the greatest reducer of the negative lapse-rate feedback (i.e., positive lapse-rate contribution), consistent with the well-known compensation between the two (Cess 1975; Zhang et al., 1994; Soden and Held 2006; Held and Shell 2012; Pendergrass and Hartmann 2014). Adding the decomposed lapse-rate feedback contributions to their corresponding direct TOA contributions (Figure 1), we find carbon dioxide, water vapor, and albedo contributions increase at the TOA, while the non-radiative plus heat storage contribution substantially decreases (Figure 4, top-right). The TOA cloud contribution experiences a very small change as the slight SW increase is offset by the slight LW decrease. Overall, the inter-model spread of all terms increases, particularly the water vapor and non-radiative plus heat storage terms.
[image: Figure 4]FIGURE 4 | The global-mean decomposition of the net energy flux change (W*m−2) due to the lapse-rate feedback at the TOA (upper-left) and due to the atmospheric temperature feedback at the surface (bottom-left). The sum of the left column with the corresponding direct impacts of CO2 (CO2), water vapor (WV), clouds (CLD), SW clouds (CSW), LW clouds (CLW), surface albedo (ALB), dynamics plus heat storage (D + HS), Planck (PL), and surface temperature (Tsfc) given in Figure 1 provides the total contribution of these processes at the TOA (upper-right) and surface (bottom-right), respectively. Black circles indicate individual CMIP5 model results, while red crosses show the CMIP5 ensemble mean.
The warming of the atmosphere enhances the downward LW emission to the surface and thus represents a positive feedback (Figure 1). The decomposition of the atmospheric temperature feedback indicates that the water vapor feedback is the largest contributor to the positive atmospheric temperature feedback with the non-radiative plus heat storage term serving as the largest suppressor (Figure 4, bottom-left); the reverse of the lapse-rate feedback decomposition. Adding the decomposed atmospheric temperature feedback contribution to their corresponding direct surface contributions (Figure 4, bottom-right) increases the magnitude of all process contributions to the surface energy budget. The surface cloud contribution increases mainly as a result of the SW component increasing. The inter-model spread substantially increases for all terms as well, even more than at the TOA.
As shown in Figure 4 (right-panel), including the lapse-rate and atmospheric temperature contributions in the TOA and surface radiative and non-radiative net energy flux changes, respectively, does provide a much more consistent picture between the two perspectives. Both perspectives indicate water vapor feedback is the largest contributor to surface warming, though with large inter-model spread, followed by the CO2 forcing. Negative energy flux changes due to non-radiative processes plus heat storage are the strongest suppressors of the surface warming and also exhibit large inter-model spread. The largest decrease in net energy flux at the TOA and surface, though, is due to the Planck feedback and surface temperature change, respectively, as these depict the increase in LW emission due to surface warming. Since these two factors are manifestations of the surface warming response itself and its inter-model spread, they do not amplify or suppress the surface warming but instead show how the climate system seeks to balance the positive energy flux perturbations by increasing LW emission through surface warming.
Zonal-Mean
The consistency between the TOA and surface individual process contributions in the zonal-mean is also greatly improved when taking into account their lapse-rate and atmospheric temperature feedback contributions (Figures 5–8). The contributions of the CO2 forcing to the lapse-rate and atmospheric temperature feedbacks (Figure 5A) are positive like its direct contributions (Figure 2A), but the meridional patterns are reversed. Their addition (Figure 2A plus Figure 5A) leads to a more positive CO2 forcing for both perspectives, flattens the meridional gradient at the TOA, and flips the sign of the meridional gradient at the surface (Figure 5B). On the other hand, the contributions of water vapor feedback to the lapse-rate and atmospheric temperature feedbacks (Figure 5C) are more similar to their direct contributions (Figure 2B). The water vapor feedback contribution to the lapse-rate feedback, however, displays a meridional gradient that decreases from the tropics to mid-latitudes but then increases in the Arctic. Water vapor feedback is thus an important contributor to the positive lapse-rate feedback in the Arctic, consistent with previous studies (Song et al., 2014b; Henry and Merlis, 2020). The total water vapor feedback contribution (Figure 5D), though, does decrease from the tropics to poles, but with a greater magnitude and inter-model spread, particularly at the surface. Both perspectives indicate water vapor feedback is the largest positive feedback in the tropics.
[image: Figure 5]FIGURE 5 | The contributions of the (A) CO2 forcing and (C) water vapor feedback to the net energy flux change (W*m−2) associated with the lapse-rate and atmospheric temperature feedbacks at the TOA and surface, respectively. The sum of (A) and (C) with their direct effects (Figures 2A,B, respectively) gives the total energy flux change (W*m−2) due to the (b) CO2 forcing and (d) water vapor feedback at the TOA and surface. Individual CMIP5 models (black lines); CMIP5 ensemble mean (red lines).
[image: Figure 6]FIGURE 6 | Same as Figure 5 but due to changes in surface albedo and dynamics plus heat storage.
[image: Figure 7]FIGURE 7 | Same as Figure 5 but due to the shortwave and longwave cloud feedbacks.
[image: Figure 8]FIGURE 8 | Same as Figure 5 but due to the net cloud feedback.
The contributions of surface albedo feedback to the lapse-rate and atmospheric temperature feedbacks (Figure 6A) are very similar to their respective direct contributions (Figure 2C). In line with past studies, we find the surface albedo feedback is the largest contributor to the positive lapse-rate (Graversen et al., 2014; Song et al., 2014b; Feldl et al., 2020) and atmospheric temperature feedbacks (Sejas and Cai 2016) in polar regions, particularly the Arctic. Like its direct contributions, the total surface albedo feedback continues to display no difference between the two perspectives (Figure 6B). However, the inclusion of the lapse-rate and atmospheric temperature contributions does increase the magnitude and inter-model spread of the surface albedo feedback in polar regions (Figures 6B vs. 2C), where both perspectives indicate the surface albedo feedback is the largest positive feedback.
The contribution of the non-radiative plus heat storage term to the lapse-rate feedback (Figure 6C) shows that it is responsible for the negative lapse-rate feedback in the tropics, consistent with the connection between moist convection and the lapse-rate feedback outlined in previous studies (Hansen et al., 1997; Sobel et al., 2001; Cronin and Jansen 2016), and suppresses the positive lapse-rate feedback in polar regions due to ocean heat storage. At the surface, the contribution of the non-radiative plus heat storage term to the atmospheric temperature feedback is largely negative except in the Antarctic; in the Arctic the inter-model uncertainty is very large with differing sign among models (Figure 6C). The total non-radiative plus heat storage contribution tends to be negative with a similar meridional pattern relative to its direct contributions at both the TOA and surface (Figures 6D ve. 3A), but the negative contribution and inter-model spreads are much larger. We also find the surface contribution is now positive in the Antarctic matching the TOA perspective.
The SW cloud feedback contributions to the lapse-rate and atmospheric temperature feedbacks matches its direct contributions (Figure 7A); its addition just amplifies the magnitude and inter-model spread of the direct contributions (Figure 7B). On the other hand, the LW cloud feedback contributions to the lapse-rate and atmospheric temperature feedbacks do not match its direct contributions (Figure 7C). The LW cloud feedback contributes to both the negative and positive lapse-rate feedback in the tropics and polar regions, respectively. At the surface, the LW cloud feedback tends to contribute positively to the atmospheric temperature feedback, though there is large inter-model uncertainty. The total LW cloud feedback displays less inter-model spread at the TOA, but more inter-model spread at the surface (Figures 7D vs. 3D). Though there is substantial offsetting between the LW and SW cloud feedbacks in the ensemble mean, the SW cloud feedback tends to dominate everywhere, except in the Arctic; thus, leading to a slight increase in the magnitude and inter-model spread of the net cloud feedback relative to its direct contributions (Figures 8B vs 3B).
DISCUSSION
In this study we compared the surface and TOA energy budget decompositions used to attribute surface warming to individual process contributions. We show that the differences between the two methodologies are explained by non-negligible changes to the atmospheric energy budget. In the global-mean, the impact of the atmospheric energy flux perturbations due to individual processes is smaller or of the same sign as the corresponding surface energy flux perturbations such that the TOA and surface perspectives provide a similar qualitative understanding. However, when expanding to a zonal-mean analysis, differences in pattern and even sign become apparent. This is due to individual processes, such as the CO2 forcing, clouds, dynamics and ocean heat storage, modifying the atmospheric and surface energy budgets very differently. Energy perturbations at the TOA due to individual processes and their inter-model spreads are thus a manifestation of the combined inter-model uncertainty and impacts of these processes on the atmospheric and surface energy budgets. When the magnitude of the atmospheric energy flux perturbation due to a specific process is large and pattern different than the energy flux perturbation it causes at the surface, the TOA and surface energy budget perturbations due to that process will differ greatly.
The asymmetry between the atmospheric and surface energy flux perturbations is precisely what is taken into account with the lapse-rate feedback. When we decompose the lapse-rate feedback at the TOA and the atmospheric temperature feedback at the surface into contributions by individual processes and add it to their corresponding direct effects a much more consistent picture between the two perspectives is achieved. Though differences in magnitude persist, the modified decomposition provides the same qualitative understanding of the inter-model spread, spatial pattern, and sign of the individual process contributions for both perspectives. Moreover, the relative importance of individual contributions to surface warming are in agreement.
With the modified approach, both perspectives indicate water vapor feedback is the largest contributor in the tropics, while surface albedo feedback is the greatest contributor in polar regions. Dynamics and ocean heat storage are the main suppressors of surface warming, except over Antarctica. Both perspectives show there is large inter-model uncertainty in the contributions of water vapor, clouds, albedo, and dynamics plus ocean heat storage. How these uncertainties amplify or offset each other and thus contribute to the inter-model warming spread is beyond the scope of this paper. However, the large inter-model spread in the dynamics plus ocean heat storage term does present a possible source of uncertainty hidden within the lapse-rate feedback that is often overlooked.
We note that our TOA energy budget decomposition uses the instantaneous instead of the stratospheric-adjusted radiative forcing. Since the stratosphere cools, its main impact is the reduction (increase) in magnitude of the negative (positive) lapse-rate feedback in the tropics (Arctic). This is mainly compensated by the global decrease in the CO2 forcing (i.e., instantaneous vs stratospheric-adjusted radiative forcing), since CO2 forcing is the predominant cause of stratospheric cooling (Fels et al., 1980). The total CO2 forcing (i.e., including its contribution to the lapse-rate feedback) takes this compensation into account such that the total CO2 forcing effectively includes stratospheric adjustment.
The non-negligible error, due to the use of time-mean fields in our offline radiative calculations, will impact some of the details in our analysis (Supplementary Figure S1). The error, however, is unlikely to change our main conclusions as indicated by previous studies (Sejas et al., 2014; Song et al., 2014a). More importantly, the ability to reconcile the TOA and surface process contributions to surface warming through decompositions of the lapse-rate and atmospheric temperature feedbacks is not dependent on the offline error.
The reconciliation of the TOA and surface perspectives relies on a decomposition made solely possible by the 3-dimensional CFRAM analysis. The need to carry out a 3-dimensional CFRAM analysis, however, detracts from the simplicity provided by the TOA methodology. Therefore, if using a TOA approach, it is important to understand that the differences in interpretation are due to process contributions hidden within the lapse-rate feedback. Alternatively, one could solely use the CFRAM to study radiative and non-radiative process contributions to surface and atmospheric warming and the inter-model warming spread (Cai and Tung 2012; Taylor et al., 2013; Sejas et al., 2014; Song et al., 2014a; Yoshimori et al., 2014; Hu et al., 2020).
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