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With the increasing popularity of high-precision applications of smartphone, more and more scholars carry out studies in the field of smartphone GNSS positioning. In the previous studies, more attention has been paid to data quality control, data preprocessing and observation models. However, the research on stochastic models is rare. The stochastic model is significant for the subsequent optimal positioning parameter estimation, meanwhile, the stochastic models of smartphones and professional geodetic receivers are very different for the completely different characteristics of smartphone GNSS observations. It is necessary to develop a stochastic model suitable for smartphone observations. Based on the characteristics of smartphone observations, this paper proposes an optimized stochastic model. The specific process of this method is as follows: firstly, the code-minus-phase (C-L) combi-nation and double-differenced measurement were used to quantify the noise of smartphone code and phase observations. Then, an optimized carrier-to-noise density ratio (C/N0) dependent stochastic model was proposed on the basis of the characteristic of smartphone observations. To validate the superiority of the proposed model, single point positioning (SPP) and real time kinematic (RTK) experiments were carried out by Xiaomi 8 in 2 days. The 3-dimensional root mean squares (RMS) of SPP were 6.18 and 5.38 m, with improvements varying within 0.00%-10.02% compared with the customary models. Likewise, the RMS of RTK were 0.14 and 0.24 m, with improvements fitting in range of 10.06%-39.92%. This research plays an important role in improving the positioning accuracy of smartphone and promoting the popularization of high-precision applications.
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1 INTRODUCTION
The Global Navigation Satellite System (GNSS) is significant for the location-based services, including the positioning, navigation and timing (Paziewski and Crespi, 2020). With the development of mass-market GNSS chipsets, the receiver devices have expanded from high-quality geodetic receivers to low-cost receivers, even the smartphones. Due to the worse performance of GNSS chipsets in smart-devices, the smartphones are generally employed to low-precision applications (Zhang et al., 2018), e.g., personal and vehicle navigation, social networking, geocoding, etc. One milestone was the availability of the smartphone GNSS raw code and phase observations, which made the high-precision positioning with smartphones possible (Banville and Van Diggelen, 2016; Fu et al., 2020). Gradually, more and more smartphones began to provide GNSS observations to users. In response to the huge market demands, the theory and algorithms of smartphone positioning have be-come one of the most concerned and disputed topics.
In this context, a large number of researchers have made great efforts to evaluate the smartphone GNSS observations. It has been found that the phase observation of smartphone is not continuous due to the duty-cycling model. This model is initially designed to save the low power consumption and prevent battery drainage (Paziewski et al., 2019). However, the discontinuous phase observation hindered the phase-based positioning, such as Real-Time Kinematics (RTK) and Precise Point Positioning (PPP) (Paziewski, 2020; Xiaohong et al., 2017). Fortunately, some latest emerging smartphones can turn off this mode, such as the Xiaomi 8 smartphones. Due to the limitations of low-cost hardware, the embedded antennas expressed as a high susceptibility to the multipath and linear polarization (Pesyna et al., 2014; Håkansson, 2019). Even worse, the sophisticated observation noise and the severe multipath errors also lead to the low correlation be-tween carrier-to-noise density ratio (C/N0) and corresponding satellite elevation, resulting in that the smartphone noise is inconsistent with that of the geodetic receiver (Paziewski et al., 2019).
The stochastic model is used to describe the relative correlation and precision of GNSS observations, which is vital for the subsequent optimal parameter estimation and quality control. For GNSS observations from geodetic receivers, the elevation-dependent and the C/N0-dependent weighting strategy were usually employed (Braasch and Van Dierendonck, 1999). However, due to the impacts of multipath effects and other factors, the low correlation between C/N0 and corresponding satellite elevation suggested that the elevation-dependent weighting strategy may be no longer suitable for smartphone GNSS observations (Gao et al., 2021; Zhang et al., 2021; Yuan et al., 2022). Liu et al. (2019) had verified that C/N0-dependent stochastic model was more optimized than elevation-dependent for smartphone positioning (Paziewski et al., 2019; Wanninger and Heßelbarth, 2020). However, up to now, the parameters used in the elevation-dependent or C/N0-dependent stochastic model are empirical, which may not suit particularly well for characterizing the signals of smartphones. To achieve better positioning performance with smartphone, more refined stochastic models for smartphone are required.
Under these backgrounds, this study aims to propose an optimized stochastic model which can be used to adequately describe the quality of smartphone GNSS observation, according to the characteristics of the smartphone pseudorange and phase observations. In order to achieve this purpose, two tasks need to be carried out sequentially. Firstly, the code-minus-phase (C-L) and double-differenced (DD) linear combination are formed to retrieve the characteristics of smartphone code and phase observations. In the second task, an optimized C/N0-dependent stochastic model using the weighted least-squares method is investigated based on the results obtained from the first task. To validate this model, the standard point positioning (SPP) and RTK were performed by comparing the optimized stochastic model with the customary models.
Therefore, our study is organized as follows. In the following section, we describe the theories utilizing the C-L and DD measurements to compare the smartphone with geodetic receivers. Afterwards, an optimized C/N0-dependent stochastic model for pseudorange and phase observation using the weighted least-squares method is de-scribed in detail. Then, the effectiveness of the optimized stochastic model is validated in Section 3. Finally, the main conclusions are drawn.
2 MATERIALS AND METHODS
2.1 Smartphone GNSS observations analysis using linear combinations
2.1.1 The C-L linear combination
The fundamental equations for single-frequency GNSS observations expressed in units of meters are as follows (de Bakker et al., 2009):
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where [image: image] and [image: image] are the pseudorange and carrier phase observation, respectively; [image: image] is the frequency independent term including geometric range, the receiver clock, the satellite clock and the tropospheric delay; [image: image] denotes the ionospheric delay; [image: image] and [image: image] are the code and the phase multipath, respectively; [image: image] indicates the carrier wavelength and [image: image] refers to the phase ambiguity; [image: image] and [image: image] are the unmodeled errors of pseudorange and phase measurement, respectively.
The C-L linear combinations are derived as follows:
[image: image]
Apparently, the geometric terms are eliminated in the C-L combination. It is worth noting that the multipath error and unmodeled error of the phase observation can be ignored with respect to that of the pseudorange observation. Therefore, the [image: image] and [image: image] terms are omitted in Eq. 3.
2.1.2 The pseudorange noise analysis using C-L observations
We proposed two different methods to isolate the pseudorange noise from other effects in code-minus-phase data, respectively. The first is by fitting a low-order polynomial to the data and then subtracting this polynomial from the data. The second, called doubled-differencing, is by subtracting the mean value from the double-differenced code-minus-phase data.
For the first method, the entire C-L measurements are segmented by intervals of consecutive [image: image] epochs (no cycle-slip occurs). Referring to de Bakker et al. (2012) and Paziewski et al. (2021), the size of n epochs are set as 120. Since long-term variations in the time series such as multipath eventually have little impact on the noise characterization based on 120 s data segments, we fit a low-order polynomial over each segment and subtract it. Through the above steps, the slowly changing components can be removed (de Bakker et al., 2009), including the constant ambiguity, the low-frequency multipath and the low-frequency ionospheric delay. Hence, only the high-frequency ionospheric delay, the code multipath and the code noise remained. The expectation [image: image] and dispersion [image: image]of the undifferenced (UD) measurements with second-order polynomial corrections [image: image] are:
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where [image: image] denotes the residual ionospheric delay, [image: image] is the residual multipath delay, [image: image] is the variance of the code measurement noise.
For the second method, since the double-differenced operator can effectively weaken or eliminate the receiver clock, the ionosphere delays and the troposphere delays for the short baseline, when the DD operator is employed for Eq. 3, only the DD phase ambiguity and the DD residual multipath errors are left. These can be removed by subtracting the mean value among consecutive [image: image] epochs without cycle-slips. As a result, such residuals are considered free from the influence of both dispersive and non-dispersive propagation errors, satellite and receiver-dependent errors. Theoretically, the DD measurements can describe pseudorange noise more accurately compared with the UD. The expectation and dispersion of the DD measurements are:
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where [image: image] is the mean value over [image: image] epochs, [image: image] is the DD residual multipath errors of short-baseline, [image: image] is the correlation coefficient between the observations of the two receivers. For the short-baseline it is assumed that there is very little correlation between measurement noise of the two receivers ([image: image]). In addition, for the ultra-short baseline, the multipath effects for the two receivers are similar but not the same, which suggests that the double-differenced multipath can be reduced rather than eliminated.
Because one DD measurement contains the difference between the measurements of the reference satellite and rover satellite, a pseudo carrier-to-noise density ratio (C/N0) is utilized (de Bakker et al., 2009):
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where [image: image] and [image: image] equal to C/N0 of the reference satellite and the rover satellite, respectively.
2.1.3 The phase noise analysis using DD observations
In the above analysis, the carrier phase observations are treated as an accurate reference in the linear combinations to model the pseudorange noise. The phase noise is analyzed separately by forming the DD carrier phase measurements. A low-order polynomial is fitted over [image: image] epochs time span again and subtracted to remove the carrier phase ambiguity and DD geometric range. It should be noted that once the cycle slip occurs, the data segments of 120 s will be rejected. Even the DD multipath is still existing, we expect that the corresponding residual is in line with the characteristics of white noise, which can reflect the quality of phase observations. The expectation and dispersion of the DD phase measurements are:
[image: image]
where the second-order polynomial [image: image] is based on sufficient data points to get rid of the uncertainty of the observations, [image: image] is the variance of the phase measurement noise.
In summary, the expectation and variance of the corresponding pseudorange and phase noise are summarized in Table 1. It is noted that the systematic errors can be removed or reduced to a negligible level, but the influence of multipath is unavoidable. This is the reason why we use ultra-short baseline later in our contribution to further eliminate the uncertainty errors.
TABLE 1 | Expectation and variance of different linear combinations.
[image: Table 1]2.2 An optimized stochastic model for smartphone GNSS, observations
2.2.1 The customary stochastic model for geodetic GNSS observations
Typically, the function of satellite elevation is generally used to describe the observation weight in GNSS positioning (Eueler and Goad, 1991). The well-known GNSS processing software, GAMIT, employed sine function as follows:
[image: image]
where [image: image] is the prior STD of observations, [image: image] denotes satellite elevations in units of radian, [image: image] and [image: image] are empirical constants, both of which are 0.003 (King, 1995).
Besides, C/N0 dependent weighting is also an important method to construct the stochastic model (Braasch and Van Dierendonck, 1999). Compared with the elevation weighting strategy, an advantage of the C/N0 weighting is that it is more suitable for poor signal environments. Therefore, Hartinger and Brunner (1999) put forward [image: image] model. Subsequently, Brunner et al. (1999) proposed the modified [image: image] model based on former researches, which is expressed as follows:
[image: image]
where [image: image] refers to the template value at the appropriate satellite elevation; The [image: image] value is a constant value of [image: image] (Hartinger and Brunner, 1999).
The underlying assumption of the above two stochastic models is that the accuracy of GNSS observation is decreased as the satellite elevation or C/N0 becomes lower. This situation is well suitable for the GNSS observations generated by geodetic receivers. However, Jacek et al. (2019) have proven that Eq. 8 is not suitable for smartphone measurements since the quality of smartphone observation is less correlated with the satellite elevation than satellite C/N0. Besides, the unreasonable determination of the factor [image: image] in Eq. 9 will seriously damage the positioning performance. Therefore, we propose an approach for constructing an optimized C/N0-dependent stochastic model for smartphone pseudorange and phase observations, respectively.
2.2.2 An optimized C/N0-dependent stochastic model for smartphone GNSS observations

• Stochastic model for pseudorange observations
The C/N0 values of the geodetic receivers are mainly concentrated around 40–50 dB-Hz. However, it has been illustrated that the values of the smartphones were generally 5–10 dB-Hz smaller than that of geodetic receivers. In fact, the [image: image]should be estimated as a parameter rather than being determined empirically for different smartphones. However, for brevity, in this work, we assume that the in Eq. 9 of Xiaomi 8 smartphone and Topcon geodetic receiver are set as 40 and 45 dB-Hz, respectively. To reasonably obtain the constant term [image: image] of pseudorange observations, we need to fully consider the characteristics of smartphone observations. The STD of every [image: image] epochs from C-L measurements, as described in subsection 2.2, and the average C/N0 can be used as the input data points of Eq. 10. We superimpose a function curve on every data point, and the slope of the fitted curve follows from the inversely proportional relationship between the C/N0 and the variance of the noise (de Bakker et al., 2009). Each data point can be expressed as follows, which is simplified by Eq. 9:
[image: image]
where [image: image] is the STD of C-L combinations over [image: image] epochs, [image: image] is the mean C/N0 value among [image: image] epochs, and [image: image] is the only unknown parameter. After a long period of observation, we assume that there are [image: image] epochs of data collected. The collected time series were split into data segments of [image: image](120 s), the [image: image] presents the total of data points can be expressed as: [image: image]
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with [image: image], [image: image],[image: image]
According to the weighted least-squares, it becomes straightforward to compute the optimal estimation of parameter [image: image]:
[image: image]
where [image: image]=[image: image]
• Stochastic model for phase observations
Since the precision of carrier phase observations is much higher than that of pseudorange observations, carrier phase observations play the most significant role in phase-based positioning. Furthermore, due to the different contributions of code and phase DD multipath errors, we employ the variant of Eq. 10 to construct another C/N0-dependent stochastic model for carrier phase observations:
[image: image]
where [image: image] is the STD of DD phase observations over [image: image] epochs. Refer to the data processing steps in subsection 3.2.1, we can calculate the optimal estimations of parameters [image: image] and [image: image]:
[image: image]
where [image: image] denotes the weight refer the same to be used in Eq. 12, [image: image], [image: image], [image: image] and [image: image] indicate the weighted averages of [image: image] and [image: image], respectively.
3 EXPERIMENTS AND RESULTS
3.1 Data collection
The experiment scenario is as shown in Figure 1. Three devices on parallel pillars were deployed to form two ultra-short baselines in an unobstructed sky environment. From left to right, two identical geodetic receivers (Topcon HIPER_SR) and one smartphone (Xiaomi 8) were mounted vertically, allowing the device to be continuously charged. The benchmark coordinate of each pillar was determined in advance by geodetic receivers in static model.
[image: Figure 1]FIGURE 1 | The setup of smartphone and geodetic receivers during data collection.
The GNSS observations from the smartphone were collected for 8 h with 1s interval using the GEO++ RINEX Logger ver.2.1.6 (Wübbena et al., 2018). Paziewski et al. (2021) and Wanninger and Heßelbarth (2020) found that the integer property of phase observations was easily destroyed mainly due to the contamination of the multipath and the observation noise. What’s more, despite the Xiaomi 8 is equipped with the dual-frequency GNSS chipset, the number of second signal (L5) which can be stably tracked is less than 5, as the sum of GPS IIF satellites transmitting the L5 signal is only 12. Due to this, we only took the GPS L1 as the experimental data in this work. It’s worth noting that the duty cycle is a mode in which the hardware clock is discontinuous, making the phase observations discontinuous (Linty et al., 2014). Fortunately, the duty cycle of the Xiaomi 8 used in this experiment can be turned off (Chen et al., 2019). Moreover, Netthonglang et al. (2019) determined the antenna reference point (ARP) of the Xiaomi 8 embedded GNSS antenna by averaging coordinates in northeast and east directions, which can be utilized to reduce the offset for the up component but neglect the horizontal components.
3.2 The C/N0 comparison between the smartphone and geodetic receiver
The C/N0 is essential for indicating the quality of the GNSS observations, as it is sensitive to the receiver hardware, propagation errors and satellites antenna (Hauschild et al., 2012). The Figure 2 shows the C/N0 as a function of satellites elevation for describing the signal properties of different equipment. We take this as an indication that there is a high positive correlation between the C/N0 and elevations for the geodetic receiver. In contrast, there seems to be no obvious correlation between the elevation and the C/N0 for the smartphone. The dispersion of the range at low elevations is obviously greater than the pattern at higher elevations (>50°). Due to the tiny size, the smartphone GNSS antenna gain varies little with the elevation angle, whereas the geodetic antenna gain varies closely with the incident angle. The findings are in line with the previous study reported by Paziewski et al. (2019). These can illustrate that the characteristics of smartphone signals are obviously different from that of the geodetic receiver.
[image: Figure 2]FIGURE 2 | Measured C/N0 versus satellite elevation correspond to signals collected by Topcon HIPER_SR (right) and the Xiaomi 8 (left). Corresponding different satellites are distinguished by different colors.
In order to further analyze the signal strength, Figure 3 shows the frequency distribution histograms of C/N0 collected by the smartphone and the geodetic receiver. The C/N0 collected by the geodetic receiver fits in the range of 35–50 dB-Hz, only 1% of the values are less than 35 dB-Hz. Whereas in the case of the smartphone, these values fit in the range of 35–45 dB-Hz, only 4% of the values exceed 45 dB-Hz. What’s more, 20.0% of the values are lower than 35 dB-Hz. On the one hand, Figures 2, 3 demonstrate that the C/N0 of smartphone is about 5–10 dB-Hz weaker than that of the geodetic receiver at the same elevation angle. This also proves why we use 40 and 45 dB-Hz as the values of the [image: image] in Eq. 9 for the smartphone and geodetic receiver, respectively. On the other hand, the lower C/N0 corresponds to more multipath errors and cycle slips. These findings suggest that the worse quality of smartphone GNSS observations deserve a more special and careful treatment.
[image: Figure 3]FIGURE 3 | C/N0 frequency distribution histograms of GPS L1 collected by Topcon HIPER_SR (right) and the Xiaomi 8 (left). The relative frequencies were labeled on bins.
3.3 Noise assessment of pseudorange observations
Figure 4 depict residuals of C-L measurements for GPS PRN28 satellite computed from the geodetic receiver and the smartphone, respectively. The time series of the C/N0 and elevations are also presented in the bottom panel. In order to assess the magnitude of noise, the STD of the corresponding residual was used. The smartphone measurements are characterized with the STD of 2.96 m, the residuals fit the range of ±10 m. Whereas in the case of the geodetic receiver, those values are STD of 0.20 m and vary in the range of ±0.7 m. The Xiaomi 8 pseudorange observations are noisier by about one order of magnitude with respect to the Topcon HIPER_SR.
[image: Figure 4]FIGURE 4 | (A)Stand-alone Topcon code-minus-phase (C-L) measurements for GPS PRN28 on 29 April 2021. (B) Stand-alone Xiaomi 8 code-minus-phase (C-L) measurements for GPS PRN28 on 29 April 2021.
We further observed that the correlation between the smartphone noise and elevations is not obvious. For example, when the satellite elevation reaches its maximum (about 80°) at 7:50 UTC, the residuals are increasing slightly unexpectedly. While focusing on the C/N0 versus the residuals, the value of the residuals exhibits a decrease as a response to the increase of the C/N0. Therefore, the smartphone measurement errors have a stronger correlation with the C/N0 instead of elevations. Noticeably, the periodic effect is clearly visible and extremely unstable in the bottom pane, which is most likely caused by the multipath effect. These facts thereby explain why the C/N0 is more appropriate to indicate properties of smartphone signals instead of elevations.
Next, we attempt to evaluate the characteristic of pseudorange observation noise. Figure 5 shows the time series of DD C-L residuals for GPS L1 and the corresponding pseudo C/N0 using Eq. 6. The magnitude of the DD multipath is in line with the UD multipath, the time series share high similarity to previous results. By definition, the conclusions come from the UD measurements are also suitable for the DD measurements. Note that, the DD residuals were obtained from DD observations tracked by the geodetic receiver and the smartphone, which can reflect the sum of the smartphone and geodetic receiver noise. However, the smartphone observation noise is assumed to be an order of magnitude larger than that of the geodetic receiver, and the latter is consequently neglected. Hence, The DD observation residuals are predominately driven by the smartphone observations noise. As a result, even the baseline is formed by nonhomogeneous receivers in this work, we can still assess the characteristic of the smartphone observation noise. As expected, the STD of the smartphone is 4.88 m, which is only 0.46 m in the case of the geodetic receiver. Regardless of whether it is UD or DD, the pseudoranges of Xiaomi 8 are approximately ten times noisier than the Topcon HIPER_SR.
[image: Figure 5]FIGURE 5 | Double differenced code-minus-phase (C-L) residuals for GPS L1 on 29 April 2021.
3.4 Noise assessment of phase observations
Figure 6 shows the time series of DD phase residuals after subtracting the fitted low-order polynomial for GPS L1 and the corresponding pseudo C/N0. The STD of the DD residuals time series is 6 mm for the smartphone, while the value is 3 mm for the geodetic receiver. What’s more, owing to the frequent cycle slips and clock jumps are depicted as outliers (Paziewski et al., 2021), there are many gaps in the time series of the smartphone DD phase residuals compared with that of the geodetic receiver. These indicate the serious discontinuity of the smartphone phase observations. From the above, we have two key findings. First, the success rate of ambiguity resolution will be heavily degraded, even under the situation of duty-cycle off. Nearly all absences of data occurred at the moments where the C/N0 was low or exhibiting a sharp reduction. Second, it is worth noting that, the attenuation of smartphone phase noise is not as large as the pseudorange noise.
[image: Figure 6]FIGURE 6 | Double differenced phase (DD) residuals for GPS L1 on 29 April 2021.
3.5 C/N0-dependent stochastic model for pseudorange and phase observations
To verify the correctness of Eq. 11, Figure 7 present the data which encompasses all GPS L1 pseudorange observations over 8 h for the smartphone and geodetic receiver. Every point represents the STD of C-L measurements among 120 epochs. The red and blue line exhibit distributions of UD and DD STD, respectively. As expected, the lines fit well with the points over all distributed C/N0. For the short baseline (Xiaomi 8-Topcon HIPER_SR), the fitting precision for the UD (red) and DD (blue) fitting functions is 1.17 and 1.23 m, respectively. In addition, the corresponding value for the short baseline (Topcon HIPER_SR -Topcon HIPER_SR) is 0.05 and 0.11 m, respectively. Table 2 lists the fitted coefficients using UD C-L and DD C-L at special C/N0 for smartphone and geodetic receivers. Taking the DD C-L as example, the STD of smartphone code noise for 40 dB-Hz is 3.40 m, while the value is 0.40 m with respect to the geodetic receivers. The results illustrate that the code noise of Xiaomi 8 is approximately ten times greater than that of the geodetic receiver, which is also consistent with the analysis of C-L measurements in subsection 4.3. This also proves that it is feasible to use C-L linear combinations to fit the pseudorange observation noise.
[image: Figure 7]FIGURE 7 | (A) UD and DD code-minus-phase (C-L) STD versus the measured C/N0 on short baseline (Xiaomi 8-Topcon HIPER_SR) for data segments of 120 s(B) UD and DD code-minus-phase (C-L) STD versus the measured C/N0 on short baseline (Topcon HIPER_SR-Topcon HIPER_SR) for data segments of 120 s.
TABLE 2 | Standard deviation (STD) of different linear combinations for Xiaomi 8 and Topcon (m).
[image: Table 2]Figure 8 present the distributions of carrier phase STD for the smartphone and the geodetic receiver, respectively. Similar to the pseudorange in fitting well with the data, the carrier phase fitting is also very good, which proves the reliability of the proposed model. For the short baseline (Xiaomi 8-Topcon HIPER_SR), the fitting precision for the and DD fitting functions is 0.0012 m. Besides, the corresponding value for the short baseline (Topcon HIPER_SR -Topcon HIPER_SR) is 0.0004 m. From the statistics given in Table 2, the STD of Xiaomi 8 carrier phase noise for 40 dB-Hz is 0.56 cm, the value of Topcon for 45 dB-Hz is 0.26 cm. It's worth mentioning that carrier phase observations of Xiaomi 8 are merely two times noisier than the geodetic receiver, which is consistent with the conclusions in subsection 4.3. The smartphone carrier phase noise is assumed to be two order of magnitude smaller than that of pseudoranges. These results explain why carrier phases are the key observations for high precision positioning rather than pseudoranges. To further verify the validity of the optimized C/N0 dependent stochastic model, we will turn to an analysis of SPP and RTK positioning solutions.
[image: Figure 8]FIGURE 8 | (A)Double differenced carrier phase (DD) STD versus the measured C/N0 on short baseline (Xiaomi 8-Topcon HIPER_SR) for data segments of 120 s. (B) Double differenced carrier phase (DD) STD versus the measured C/N0 on short baseline (Topcon HIPER_SR-Topcon HIPER_SR) for data segments of 120 s.
3.6 Positioning performance with optimized stochastic model
Based on the investigations of smartphone observations and stochastic model, the positioning performance of smartphones has been carried out extensively. To consolidate this work, we assessed the standard point positioning (SPP) and real-time kinematic (RTK) performance of smartphone under two baselines in 2 day, respectively. For the first day, the base station was set up at a geodetic control point 100 m away from the smartphone on 13 January 2021. For the other day, we use Continuously Operating Reference Stations (CORS) station in Nanjing Normal University to compose a 600 m baseline with the smartphone on 25 March 2021. The positioning performance are conducted with three stochastic models: 1) scheme 1 is the elevation-dependent stochastic model; 2) scheme 2 denotes the empirical C/N0-dependent stochastic model; 3) scheme 3 refers to the proposed optimized C/N0-dependent stochastic model. As the success rate of smartphone ambiguity resolution is fairly insufficient, we only investigate the positioning performance of RTK ambiguity-float solutions (Chen et al., 2019; Dabove and Di Pietra, 2019; Darugna et al., 2019).
Figure 9 visualizes the SPP results by Xiaomi 8 compared with the benchmark coordinates. The red, blue and green lines denote the positioning errors processed by schemes 1, 2 and 3, respectively. Tables 3 and 4 summarize the coordinate statistics of different positioning schemes. The root mean squares (RMS) for scheme 1 are (4.66, 4.02, 9.62) m and (4.56, 3.35, 8.67) m for north (N), east (E) and up (U) components on January 13 and March 25, respectively. In contrast, the values are (4.60, 3.33, 9.08) m and (4.05, 2.96, 7.85) m for scheme 3, with improvements of (1.29%, 17.16%, 5.61%) and (11.18%, 11.64%, 9.46%) for the N/E/U components when compared with scheme 1 on January 13 and March 25, respectively. In addition, the dispersion of red lines is larger than the blue lines, implying the STD values of scheme 3 with the improvements of (0.68%, 17.48%, 6.06%) and (15.61%, 12.01%, 17.89%) for the NEU components compared with scheme 1 on January 13 and March 25, respectively. The outcomes of scheme 2 are in reasonable agreement with scheme 3. These findings suggest that the C/N0-dependent stochastic model has better positioning performance for the smartphone with respect to the elevation-dependent models. It's worth noting that there is no differencing technique to eliminate high code noise in SPP experiments. Furthermore, considering scheme 3 and 2 are both based on C/N0, the SPP performance of the former cannot lead to accuracy enhancement with respect to the later.
[image: Figure 9]FIGURE 9 | Positioning errors of standard point positioning with Xiaomi 8 on January 13 and March 25. The red, blue and green line denote three different stochastic models.
TABLE 3 | Positioning performance of standard point positioning (SPP) and real-time kinematic (RTK) float solutions with Xiaomi 8 on 13 January 2021. STD denotes the standard deviation and RMS denotes the root mean square. S1 denotes the elevation stochastic model; S2 denotes the empirical C/N0 stochastic model; S3 denotes the optimized stochastic model.
[image: Table 3]TABLE 4 | Positioning performance of standard point positioning (SPP) and real-time kinematic (RTK) float solutions with Xiaomi 8 on 25 March 2021. STD denotes the standard deviation and RMS denotes the root mean square. S1 denotes the elevation stochastic model; S2 denotes the empirical C/N0 stochastic model; S3 denotes the optimized stochastic model.
[image: Table 4]Figure 10 shows the positioning errors of RTK float solutions compared with the known benchmark coordinates. Tables 3 and 4 prove that it is possible to achieve decimeter-level precision under reasonable environment for smartphone RTK. For scheme 1 on January 13 and March 25, the RMS errors are (0.20, 0.22, 0.28) m and (0.21, 0.37, 0.36) m for the N/E/U components, respectively. Compared with scheme 1 on January 13, the RMS errors of schemes 3 and 2 show the improvements of (25.00%, 50.00%, 42.86%) and (10.00%, 0.00%, 28.57%) for the N/E/U components, respectively. Likewise, the improvements are (66.67%, 37.84%, 8.33%) and (47.62%, 24.32%, 5.56%) for schemes 3 and 2 with respect to the scheme1 on March 25. Meanwhile, the STD errors of scheme 3 reach (0.04, 0.11, 0.04) m and (0.03, 0.06, 0.09) m for the N/E/U components on 2 days. Based on the statistics obtained, for scheme 3, not only the precision but also the accuracy has the best performance with respect to other schemes. The above results clearly depict that, scheme 3 is superior to scheme 1 and 2 for smartphone relative positioning, and scheme 2 is better than scheme 1.
[image: Figure 10]FIGURE 10 | Positioning errors of real-time kinematic float solutions on January 13 and March 25. The red, blue and green line denote three different stochastic models.
4 CONCLUSION
In this study, we compared the quality of raw GNSS observations collected by the smartphone and geodetic receivers based on the C-L and DD linear combinations. According to the analyzed characteristics of the pseudorange and phase observations, an optimized C/N0-dependent stochastic model was proposed. Our study can be divided into the following three respects.
First, the analysis of C/N0 demonstrated a discernible discrepancy between the smartphone and geodetic receiver. Specifically, GPS C/N0 of Xiaomi 8 smartphones was approximately 5–10 dB-Hz lower than those of geodetic receivers. The strong correlation between the elevation and C/N0 was proved to be significant for geodetic receiver, but not valid for the smartphone. Second, the UD and DD C-L measurements based on the ultra-short baseline revealed that the code observation of Xiaomi 8 is about one order of magnitude noisier than that of Topcon receiver. While the phase observations of Xiaomi 8 are only two times noisier than that of Topcon receiver. Third, to verify the superiority of our model, the SPP and RTK were performed by taking advantage of the optimized C/N0 stochastic model and the customary models. With the use of the proposed model, the 3-dimensional RMS of SPP for the smartphone are 6.18 and 5.38 m on January 13 and March 25, with improvements of 6.22% and 10.02% compared with the elevation-dependent stochastic. Likewise, using the proposed model, the positioning accuracy of RTK float solutions are 0.14 and 0.24 m on January 13 and March 25, with improvements of 39.92% and 26.74% with respect to the elevation-dependent model. What’s more, the improvements are 29.41% and 10.06% compared with the empirical C/N0-dependent model on the corresponding days. As expected, the results suggest that the optimized C/N0-dependent stochastic model we proposed is superior to the elevation-dependent model and customary C/N0-dependent model for smartphone positioning.
Although the positioning using smartphone has been illustrated to achieve the decimeter-level positioning accuracy, there are still obstructions restricting the high-precision positioning for smartphone. Further efforts should be made, such as to explore the determination of phase center offset and the integer ambiguity resolution of smartphone phase observation. Brunner et al., 1999, Zhang et al., 2017.
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