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The term “extreme event” is commonly used to describe high-impact, unanticipated natural events, like floods, tsunamis, earthquakes, and volcanic eruptions. It first appeared in the scientific literature in the 1950s and has since spread to disciplines as diverse as economics, psychology, medicine, and engineering. The term is increasingly being applied to the study of historical, prehistorical, and deep-time events across a broad range of scales, and it is widely acknowledged that such events have had profound impacts on the Earth’s biodiversity and cultures. Understandably, then, how people think about, define, and study extreme events varies considerably. With extreme events expected to become more frequent, longer lasting, and more intense in the coming decades as a result of global warming, the differing extreme event definitions—both across and within disciplines—is likely to lead to confusion among researchers and pose significant challenges for predicting and preparing for extreme events and their impacts on natural and social systems. With this in mind, we conducted a systematic quantitative review of 200 randomly selected, peer-reviewed “extreme event” research papers (sourced from Web of Science, accessed January 2020) from the biological, societal, and earth sciences literature with the aim of quantifying several pertinent features of the research sample. On the one hand, our analysis found a great deal of variability among extreme event papers with respect to research interests, themes, concepts, and definitions. On the other hand, we found a number of key similarities in how researchers think about and study extreme events. One similarity we encountered was that researchers tend to view extreme events within a particular temporal context and quite often in terms of rates of change. Another similarity we encountered was that researchers often think of and study extreme events in terms of risks, vulnerabilities, and impacts. The similarities identified here may be useful in developing a common and comprehensive definition of what constitutes an extreme event, and should allow for more comparative research into extreme events at all spatio-temporal scales which, we predict, will provide important new insights into the nature of extreme events.
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INTRODUCTION
Extreme events are expected to become more frequent, longer lasting, and more intense through the 21st century as a result of human-induced climate change (IPCC 2021). These changes will almost certainly have devastating societal, environmental, and economic consequences. Already we are witnessing an uptick in the number of extreme heat and precipitation events as a result of climate change (IPCC 2021). Take for instance the 2003 European heat wave. This record-breaking event put a tremendous strain on health, resource, and energy systems. The loss to the agricultural sector was estimated at around €13 billion (IPCC 2021) and the event claimed upwards of 30,000 lives (Kosatsky, 2005). Data suggest that human-induced climate change contributed significantly to the 2003 European summer warming (Stott et al., 2004), and climate model simulations suggest that late 21st century summers may see average temperatures that resemble the extreme temperatures of this devastating heat wave (Beniston, 2004). These expectations have put extreme events and extreme event attribution at the center of a growing body of scientific research and spotlighted them with respect to planning and policy (Kraas, 2008; IPCC 2021).
Human populations are also experiencing changes in their risk, vulnerability, and exposure to extreme events due to non-climatic factors (for definitions of key terms see Table 1). For instance, urbanization and population growth concentrate people and activities into small areas, increasing vulnerability and exposure of people and populations to extreme events (Kraas, 2008; IPCC 2021). Moreover, human activities such as “soil sealing” and extensive cover of urban areas with impermeable materials increases flood risks (e.g., Pistocchi et al., 2015). There are also other societal changes such as rapidly aging populations in developed nations (e.g., Li et al., 2016). Variables such as these, all of which may be overlapping and compounding, make clarifying the meaning and character of extreme events a pertinent research topic (e.g., McPhillips et al., 2018; Broska et al., 2020).
TABLE 1 | Some definitions of terms commonly used in extreme events literature as provided in the IPCC (2022).
[image: Table 1]Analyzing extreme events and planning for them, however, is challenging because events considered “extreme” can be decidedly different (Albeverio et al., 2006). Environmental hazards, for instance, can include extreme events like volcanic eruptions, earthquakes, asteroid impacts, heat waves, floods, and firestorms. Economic events can also be considered extreme, like recession, depression, and investment bubbles (e.g., Longin, 2000; Pagan and Sossounov, 2003). Events of a more sociological character, like crime waves, riots, demonstrations, and mass migration can be extreme, and so can political events like regime changes, state failure, acts of terrorism, and warfare (e.g., Comfort, 2002; Andrade et al., 2019). Finally, medical and epidemiological events can justifiably be called extreme as well, with examples like seizures, cardiac events, historical plagues, and the ongoing COVID-19 crisis (e.g., Lehnertz, 2006; Wang and Su, 2020). The variety of events that can and have been labelled “extreme” is surprisingly vast, making it hard to see the forest for the trees.
Even among events of a kind, there can be important differences. Flooding, for example, is an event commonly labelled “extreme,” but floods can differ dramatically despite the fact that they all involve relatively large increases in the volume of water. In the summer of 2021, 15 cm of rain fell over parts of Germany and Belgium in as little as 24 h, leading to at least 196 deaths and millions of Euros in immediate damage to property and infrastructure. Compare that relatively localized extreme event with the expected scale and extent of global coastal flooding caused by sea level rise over the next century (e.g., Goddard et al., 2015; Frederikse et al., 2020). Scientists expect mean sea level to rise by as much as 2.5 m by 2100 with as many as 1.4 billion people directly affected by increasingly severe storm surges, flooding, saltwater intrusion, and coastal erosion. The economic costs could be astronomical and there will almost certainly be a grim human toll. These two extreme events are related by the involvement of climate change and flood water, but they are in many ways very different from each other in terms of causal chains, scale, time horizons, and the magnitude of costs, both economic and human.
Crucially, differences in temporal scale occur as well, and these have not been adequately discussed in the literature as far as we are aware. The timescales over which extreme events are thought to occur can sit at opposite ends of a long continuum. At one end are events occurring over seconds to minutes, like epileptic seizures within the brain (Lehnertz, 2006). At the other end, events may unfold over millennia or even millions of years, with classic examples being the “big five” mass extinction events (Raup and Sepkoski, 1982). These timescale differences highlight an understudied aspect of extreme events, namely the degree to which they are “event-like.” English speakers usually only refer to an occurrence as an “event” if it (whatever is observed) is bounded in time and of some significance (Collins English Dictionary, 2018)—events have to be temporally discrete in some way in order for the label to make much sense in contrast to a common state of affairs or general condition. They also tend to recur—floods and heatwaves, for instance, happen every year somewhere in the world. Consequently, an event considered extreme when viewed on one timescale may be humdrum when viewed on another. Take for example the greatest mass extinction event, the end-Permian Extinction. Around 252 million years ago, ∼60% of all biological families went extinct (Benton, 1995), an event sometimes called “The Great Dying.” It was extreme by any sensible standard, but it occurred over a period of roughly 200,000 years. So, while all events have to be temporally bounded in order to be an “event” (in contrast to some standing reference condition), the ones we know about tend to only appear bounded at some temporal scales while being continuous at others.
Furthermore, scientists studying extreme events do so from perspectives that differ in important ways. In a recent review, McPhillips et al. (2018, pp. 443–445) state that climate scientists are primarily concerned with “mapping, characterizing, and modeling [natural] hazards,” whereas social scientists are mostly concerned with understanding the “underlying social conditions that influence and/or are influenced by extreme events.” These different motivations and natural/physical domains of interest give rise to different conceptions of what an “event” is and what makes one “extreme.” They also lead researchers to emphasize different aspects of events and their effects. Some, for instance, emphasize “vulnerability” as a core component of extreme event research. As Brooks (2003) notes, social scientists typically think of vulnerability in terms of the “set of socio-economic factors that determine people’s ability to cope with stress or change,” whereas climate scientists tend to view vulnerability as the “likelihood of occurrence and impacts of weather and climate related events.” These differences in terms of research interest and natural/physical domains make one wonder whether scholars from these separate fields are studying specific subtypes of a more general phenomena (i.e., extreme events) or phenomena that are altogether different.
Differences regarding research perspectives have led to a variety of conceptual and operational definitions for extreme events. Again, according to McPhillips et al. (2018), a variety of concepts related to extreme events have been used in the academic literature and, importantly, that different fields of research seem to employ different terms. They found, for instance, that “disturbance” was most common in ecological research, “hazard” more common in the Earth sciences, and “disaster” was most common in the social sciences. While it is easy to see how these terms are related to “extreme events” more broadly, they are not exact synonyms. Each term emphasizes a different perspective of extreme events and implies a slightly different conceptual definition—e.g., a given event may be “extreme” to a social scientist only if it results in a “disaster.” McPhillips et al. also found distinctly different operational definitions—that is, definitions that determine how events are identified and measured. In some cases, events were identified by exceedances of absolute thresholds, while in other cases researchers determined a given event was extreme because it was considered statistically unlikely within a set of observations. The definitions identified by McPhillips’ et al. were so variable that no normative definition(s) could be identified even within a given academic discipline.
Another key difference relates to whether extreme events should be defined by their impacts (realized or projected) or not. Sarewitz and Piekle (2001), for example, define extreme events as “an occurrence that, with respect to some class of occurrences, is either notable, rare, unique, profound, or otherwise significant in terms of its impacts, effects or outcomes.” Similarly, from an ecological sciences perspective, Smith (2011, p. 656) defines extreme climatic events as “an episode or occurrence in which a statistically rare or unusual climatic period alters ecosystem structure and/or function well outside the bounds of what is considered typical or normal variability.” In both these definitions, the impact (or response) is integral to the definition of extreme event. In other words, if a system’s response falls within its natural range of variability—regardless of the natural properties of the event itself—then the system has not experienced an extreme event. In direct contrast to these definitions, McPhillips and others (2018) call for the separation of events and impacts when defining extreme events. Essentially, the authors argue that if the motivation for studying extreme events is ultimately to lessen their impacts, then it is important to distinguish between events on the one hand, and impacts on the other, so that successful management and mitigation strategies can be properly recognized and developed.
Based on these conflicting definitions, it is easy to see how an event could be classified as extreme or not depending on which definition one subscribes. Take for instance the Canterbury earthquake that struck the South Island of New Zealand in 2010. Despite having a magnitude of 7.1—and therefore being classified as “extreme” on the modified Mercalli intensity scale—this earthquake resulted in only two deaths. A definition based on the natural properties of the earthquake would describe this event as extreme, whereas a definition that incorporates the event’s impacts may not. Now compare this event to the earthquake that hit Port-au-Prince, Haiti, in the same year (see Matthewman, 2016). This earthquake was of a similar magnitude, depth, and other characteristics, but saw some three million people affected and upwards of 100,000 casualties. That is to say, these events were similar in their natural characteristics but had profoundly different impacts. A definition that includes impacts would, therefore, describe the Canterbury earthquake as being much less extreme of an event (or not an extreme event at all) than the Port-au-Prince earthquake, whereas a definition based solely on the natural characteristics of the events would describe these events as being of similar “extremeness.”
At first glance, the variability in extreme event research could be seen as a hinderance. The seemingly irreconcilable differences between research goals, scales, and definitions limit our ability to generalize and, therefore, to predict and prepare for extreme events. And yet, this variability also creates an opportunity for consilience. Here we mean “scientific consilience” whereby observations made in different fields with different tools and perspectives may all point to a single conclusion, indicating a convergence of knowledge. When knowledge convergence occurs, the differences among individual findings strengthen a given conclusion more than would a similar number of repeated, identical findings (Wilson, 1999). Consilience regarding extreme event phenomena, then, would allow us to better understand those phenomena individually and collectively. We could, in turn, better predict the occurrence of extreme events and their effects in the long-term. The costs of such events compounded by their increasing frequency and severity make it important to determine whether consilience is possible. This, in our view, is an urgent task.
With this in mind, we conducted a systematic review of 200 randomly selected scientific extreme events articles and book chapters in the biological, societal, and earth sciences as part of the special issue Extreme Events in Human Evolution: From the Pliocene to the Anthropocene. In essence, we wanted to capture extreme events literature that intersected these three disciplines, as well as provide a long-term perspective to extreme events to address the important issue of temporal scale we described above. To that end, this review had three main goals. The first was to synthesize how researchers across these disciplines defined and conceptualized extreme events. Importantly, we wanted to try and determine how “events” are being defined and what makes them “extreme” across disciplines, while at the same time avoiding imposing our own definition of these terms and the compound term “extreme event” on the literature. The second goal was to identify and scrutinize clusters in the literature based on the themes identified in our analysis. And finally, we aimed to determine whether a cohesive, multidisciplinary, multiscalar definition of extreme events could be developed and, if so, lay out a research trajectory to that end.
MATERIALS AND METHODS
To explore how researchers conceptualize and operationalize extreme events in biological, societal, and earth sciences, we conducted a review of academic literature using Web of Science (WoS; accessed January 2020) and following, where applicable, the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) statement (Moher et al., 2009). On beginning, we had to establish some search limits. In terms of time, we wanted to emphasize more recent research without excluding early studies. We also know from other reviews (e.g., McPhillips et al., 2018; Broska et al., 2020) that the publication of the first IPCC report in 1990 may have coincided with a marked increase in public and scholarly interest in human–environment interactions, including anthropogenic climate change and its impacts on society. So, as a compromise, we decided to limit our literature search to the three decades following 1990. Moreover, to reduce picking up articles outside of the scope of this review, we then further restricted our search to the following WoS categories: archaeology, anthropology, environmental sciences, ecology, geology, evolutionary biology, geography, and multidisciplinary studies.
In order to isolate papers focused on extreme events, we used a WoS topic query. Terms were searched for within the keywords, titles, and abstracts of papers indexed by WoS. As discussed above, different disciplines oftentimes emphasize different aspects of extreme events, sometimes explicitly using the term “extreme event,” while other times using similar words with slightly different connotations (McPhillips et al., 2018). To bridge this divide we included additional search terms. On preliminary reading of the literature, it was clear that the terms “abrupt” and “rapid” were commonly used to describe extreme climatic events in history and prehistory, and so these terms were added to capture the long-term perspective mentioned above. Terms related to people, the climate, and the environment were also added to emphasize the disciplines of interest. The final WoS search query was: TS = (human or homin*) AND TS = (climat* OR environment*) AND TS = (extreme OR rapid OR disaster* OR abrupt OR catastroph*) AND event. Asterisks acted as wildcards to capture alternative endings like “environment-al,” climat-ic, “catastroph-ic,” and “homin-in.”
The search returned 1,626 articles. Metadata for these articles were compiled into an Excel spreadsheet. The rows of the spreadsheet were then randomized and two of the authors (MS, WCC) independently analyzed the articles in the shuffled spreadsheet, one starting at the top and the other at the bottom. Articles outside the scope of the review were excluded—for example, a study on the effects of rearing methods on the post-release survival of southern sea otters mentioned the vulnerability of populations of this species to catastrophic oil spills, however, the study itself was not concerned with extreme events (Nicholson et al., 2007). Articles were analyzed until each analyst had reviewed 100 articles (for a total of 200).
The articles were analyzed with QSR International’s Citavi reference manager version 6.3.0.0 (https://www.citavi.com). This program allows text in documents to be highlighted, tagged, and coded so that themes in the literature could be identified and explored. Using these functions, we coded text in each article to answer a series of questions designed to capture how extreme events are conceptualized and operationalized by scholars (Table 2). This included manually grouping each article into disciplines, similar to McPhillips et al. (2018). As our study was not concerned with research quality, no quality checks were performed. Once all relevant articles were tagged and coded, all authors consulted the data to check for instances where related tags might be placed under “senior” labels. As an example, “ecological management,” “risk management,” and “hazard management” were placed under “management.” After tags were collated, the data was then exported using Citavi’s “Export to Microsoft Excel” function and imported into R version 3.6.3 (R Core Team, 2013). The patterns in the data were then explored in R using igraph (Csardi and Nepusz, 2006), gplots (Warnes et al., 2009), tidyverse (Wickham et al., 2019), tm4ss (Wiedemann and Niekler, 2017), and their associated packages.
TABLE 2 | The 10 questions asked of each paper and examples.
[image: Table 2]To assess how sufficiently the literature had been sampled, we constructed collector’s plots (also known as species accumulation curves) for event types, data types, concepts, and themes. This approach charts the increase in some variable of interest—the number of species of beetles in a forest plot, for example—relative to sampling effort. Typically, the resulting curve rises rapidly at the start, and then more slowly in later samples (in this case articles) as increasingly rare occurrences (in this case tags) are added, before ultimately reaching a plateau (Gotelli and Colwell, 2001). The curve, therefore, reflects the diminishing returns of sampling effort and gives an idea as to how sufficiently a variable of interest has been sampled for—that is, if the curve reaches a stable plateau, it could be argued that the total sample is representative of the variable of interest.
We also assessed the through-time trend in research interest in extreme events. This required correcting for through-time increases in publication volume more generally. We therefore divided the number of articles published each year in our sample by the number of articles published each year in five of the most common journals in our dataset. Number of per year publications was sourced from Clavarites’ InCites tool, which provides data going back to 1997, and we included only those journals with data available going back to this time. While this excludes newer journals like PLOS One (active since 2006), it likely captures the general through-time trends in publication volume.
Lastly, we ran a simple clustering analysis using the heatmap.2 function (gplots) to explore co-occurring themes in the literature sample. This function first computes a distance (dissimilarity) matrix for the objects being clustered—in this case themes and articles—and then performs a hierarchical clustering analysis using the calculated distances. The output is then visualized as two dendrograms—one each for the rows and columns—and a heatmap. No specific dissimilarity cutoff value was used to define the clusters in our analysis. Instead, the heatmap was visually inspected to identify groups of papers that covered similar topics, which were in turn used to structure the discussion. And so, while the clusters are somewhat arbitrarily defined, we considered it to be an appropriate and useful approach for our purposes, and one that provided more objectivity to the analysis than more traditional reviews.
RESULTS
The WoS search returned 1,626 articles. Of these, 124 were excluded as they did not fall within the scope of the literature review—that is, their focus was not on extreme events (for an example of such an article see Methods sections) (Supplementary Figure S1). A total of 200 articles were analyzed and the results of the systematic review are presented below. A full list of the articles can be found in Appendix 3.
Sampling adequacy
As expected, all five curves show a rapid rise at the start of the simulation as new tags were quickly added, followed by a deceleration in later articles with the addition of rarer tags (Supplementary Figure S2). The concepts curve appears to be approaching a plateau suggesting that a larger dataset would not result in significantly more concepts being added. The other three curves, however, still appear to have been increasing towards the end of the simulation. This is perhaps unsurprising given the broad scope of this review. Still, given that we focus on the most common concepts, themes, event types, and data types, it seems likely that we have adequately captured the structure of the data and that a significantly larger literature sample would show broadly the same patterns.
This is also supported by the almost exponential distribution of tags in each of these cases. For example, over half of the event types have only a single occurrence, whereas the top five occur in 29–62 articles (15–31% of articles). Similarly, around half of the concepts have three or fewer occurrences, whereas the top five concepts occur in 43–73 articles (22–37% of articles). It therefore seems unlikely that a significantly larger sample size would drastically alter the structure of the data with respect to the most common event types, data types, concepts, and themes.
Summary of the literature
It is clear from the data that interest in extreme events has been increasing in recent decades, with around one sixth of all papers in the literature sample being published in 2019 alone (Figure 1). Even when accounting for through-time increases in publication volume, the number of extreme event publications has been growing since at least the 1990’s. Among the articles analyzed, a wide range of extreme events was covered including natural hazards (e.g., earthquakes, floods), ecological events (e.g., plagues, extinctions), societal events (e.g., conflicts, war), and existential threats (e.g., extraterrestrial impacts, nuclear fallout). The top five most common events were 1) floods, 2) heat waves, 3) droughts, 4) severe precipitation, and 5) hurricanes (Figure 2).
[image: Figure 1]FIGURE 1 | Number of publications per year (A) and adjusted for through-time increases in publication volume (B). Note that the two graphs have different starting years (Graph A starts at 1996, whereas Graph B starts at 1997). This is because of the way by which we attempted to correct for through-time increases in publication volume (see Methods).
[image: Figure 2]FIGURE 2 | The top most common concepts, themes, data types, and event types in the literature sample (n = 200). Numbers within the bars denote the number of papers each occurred in.
Studies based in United States, China, and India were best represented, whereas those in countries in Africa, Oceania, eastern Europe, and western Asia were drastically underrepresented. Around one fifth of the world’s countries were represented by at least one study (21%, or 41 out of 195 countries), and around one fifth of all studies in the literature sample were global in focus (Figure 3). Two thirds of the articles focused on humans and human populations, followed by the environment/climate (49%), policy (33%), plants/animals (11%), and finally infrastructure (2%). Unsurprisingly, there was a great deal of overlap in article focus as, for example, articles that were concerned with the role of climate change in altering the frequency and magnitude of extreme events were also often concerned with the impacts that these changes might have on contemporary and future human populations.
[image: Figure 3]FIGURE 3 | The number of extreme event studies by country. Note that 40 articles in our literature sample had a “global” focus and are included in the counts here, making the minimum count for any particular region 40. Studies of inter-country regions (e.g., the Mediterranean) were excluded.
Studies of contemporary (>1900 AD) extreme events were most common, followed by events from the early Holocene to the start of the early modern period (10,000 BC to 1500 AD), future events, Modern Era historical events (1500–1900 AD), and lastly early prehistorical events (<10,000 BC) (Table 3). In terms of scale, contemporary and future studies were primarily concerned with natural hazards, their impacts, and the role of anthropogenic climate change in altering the nature of hazardous events. Studies of past events were also concerned with natural hazards, but also focused on longer-term climatic events driven by broad scale changes in the Earth’s climate systems.
TABLE 3 | Number and percentage of papers by period.
[image: Table 3]About half of all studies provided only a qualitative definition of extreme events, or no definition at all. In these instances, extreme events were described as simply being “rare” or “anomalous”; as an “abrupt,” “sharp,” or “rapid” change in some variable of interest like temperature; some peak in a time-series; or passing some vague threshold. Quantitative definitions of extreme events were the next most common (37% of papers) and included significant changes in some variable of interest, usually expressed as an absolute numerical value or ratio; passing some defined threshold such as daily precipitation; or the most extreme or some set of extreme values. Least common were statistical definitions of extreme events (22% of papers) which included exceeding some pre-defined statistical threshold (e.g., 95th percentile) or number of standard deviations, or were defined using more sophisticated analytical techniques (e.g., Peak-Over-Threshold). In terms of analyses, most studies (87% of papers) presented some sort of numerical or statistical analysis. Around a third of articles were primarily qualitative, most of these being literature reviews.
A total of 50 data types were used in the study of extreme events. The top five most common were 1) meteorological, 2) chronological, 3) geological and sedimentological, 4) literature review, and 5) mortality and indices data (tied) (Figure 2). Meteorological data consists of physical measures like temperature and wind velocity, as well as climate models. Chronological data comprises mostly time-series data, as well as radiocarbon data used in pre-Modern Era studies. Geological and sedimentological data includes a variety of measures related to the Earth’s surface and sediments (e.g., slope, grain size, magnetic susceptibility). Literature review and mortality data are self-explanatory. And lastly, index data relates to a variety of indices often used in climate studies (e.g., heat index).
We identified 105 concepts related to extreme events (Supplementary Table S2). The top five most common were 1) impact, 2) frequency, 3) disaster, 4) hazard, and 5) intensity (Figure 2). We also conducted a simple analysis of collocation strength (CS), collocations essentially being commonly co-occurring word pairs, such as “fast food.” The results show that impact is most strongly associated with the concepts magnitude (CS = 0.43), hazard (CS = 0.38), and disaster (CS = 0.38); frequency is most strongly associated with the concepts intensity (CS = 0.55), disaster (CS = 0.38), and impact (CS = 0.35); and disaster is most strongly associated with the concepts hazard (CS = 0.48), impact (CS = 0.38), and frequency (CS = 0.38).
A total of 90 themes related to extreme events were identified (Supplementary Table S3). The top five themes were 1) climate change, 2) vulnerability, 3) health and psychology, 4) risk, and 5) industrialization and infrastructure (Figure 2). Climate change was most strongly associated with the themes vulnerability (CS = 0.55), risk (CS = 0.49), and health and psychology (CS = 0.45); vulnerability was most strongly associated with health and psychology (CS = 0.61), risk (CS = 0.58), and climate change (CS = 0.55); and health and psychology was most strongly associated with vulnerability (CS = 0.61), risk (CS = 0.57), and industrialization and infrastructure (CS = 0.54).
Lastly, we ran a simple clustering analysis to explore co-occurring themes in the literature sample (Figure 4 and Supplementary Figure S3). The clustering analysis revealed little in terms of structure, although this is perhaps unsurprising given the broad scope of the literature surveyed and the type of data being analyzed. Still, some clusters do stand out that are worth exploring. The most apparent is a cluster of 48 articles focused on climate change on the one hand, and human health, vulnerability, and risk on the other (hereafter health, vulnerability, and risk). Three other clusters can be made out but are narrower in focus with respects to our tags. These are 27 articles related to human activity (hereafter human-environment interactions), 44 articles concerned mainly with human health and well-being (hereafter human health and well-being), and 64 articles focused on climate change (hereafter climate change dynamics). These clusters are discussed in detail below.
[image: Figure 4]FIGURE 4 | Heatmap showing paper likeness and theme clustering. Papers on the x-axis and themes on the y-axis. Only the top 20 themes were used in this clustering analysis. The clusters are color-coded as follows: health, vulnerability, and risk in red; human-environment interactions in green; human health and well-being in yellow; and climate change dynamics in blue. The full figure, with all 200 papers displayed, is presented in the Supplementary Material (Supplementary Figure S3). Please note that this figure was generated prior to some merging of themes and this dataset is provided as Appendix 4.
Breaking down the most common concepts by discipline revealed some interesting differences in how extreme events are defined and conceptualized (Figure 5) (see McPhillips et al., 2018 for a similar analysis). Impact, and the related concept disaster, are commonly used to define extreme events in the social sciences but occur much less frequently across the other disciplines, although impact was still the most common concept in earth sciences. Thresholds are also commonly applied in the earth sciences. In the climate and ecological sciences, the frequency of an extreme event appears to be particularly pertinent. Whereas in the palaeo sciences, the abruptness, rapidity, and magnitude are key to defining extreme events.
[image: Figure 5]FIGURE 5 | The common most concepts across the social, earth, climate, ecological, and palaeo sciences. Numbers within the bars denote the number of papers each concept occurred in.
Likewise, there were some evident differences when breaking down the most common themes by discipline (Figure 6). Social sciences were mostly concerned with the themes of human health and well-being, vulnerability, and risk. Earth sciences were also concerned with risk as well but also with the themes of human activity and loss and damage. Climate sciences were concerned with health and psychology and vulnerability, but also the themes of trending extremes and climate and circulation. Ecological sciences, understandably, had a strong focus on the theme ecology and ecosystems, as well as human activity and vulnerability. And lastly, the palaeo sciences had a strong focus on the themes of populations, agriculture, habitat destruction, and ecology and ecosystems. Climate change as a theme was common across all disciplines.
[image: Figure 6]FIGURE 6 | The common most themes across the social, earth, climate, ecological, and palaeo sciences. Numbers within the bars denote the number of papers each concept occurred in.
DISCUSSION
Defining and conceptualizing extreme events
One of the primary goals of this review was to scrutinize how “extreme events” were being defined across biological, societal, and earth sciences. Concerningly, only half of all papers provided any sort of quantitative definition of what constitutes an extreme event, while the remainder gave only qualitative definitions or no definitions at all. Concerns over the lack of definitions in the extreme events literature have been raised elsewhere (McPhillips et al., 2018), and the present review suggests that the situation is even less clear when considering extreme events across an exceptionally broad range of spatial and temporal scales.
One key finding of this review was that studies of historical and prehistorical events rarely provide explicit, quantitative definitions of what constitutes an extreme event. This is perhaps unsurprising given the types of events commonly investigated and the resolution of the data available. Take for instance one commonly studied type of extreme event in history and prehistory—long-term climatic events. Such events are typically described as being an abrupt or rapid change in one or some set of climate parameters, and are often defined or discussed in relation to their magnitude and impacts (e.g., Innes et al., 2014; Crombé, 2018). These descriptions imply that some measure was used to determine magnitude and impact, and they further imply that comparisons must have been made to some baseline or reference period. However, rarely do scholars quantify what about a climate change event and/or its impacts qualify it as an extreme event and neither do they explicitly describe the baseline compared to which the given event is evidently extreme in some way. The same is often the case for more recent events. In our literature sample, observations about natural hazards like floods, hurricanes, and earthquakes were rarely accompanied by definitions for the relevant events. Only a handful of articles provided some sort of quantitative definition, which included metrics like total area affected, number of lives lost, and damage to property or income (e.g., Messerli et al., 2000; Gray and Mueller, 2012), and statistical definitions were even rarer. Again the baseline or reference condition is also rarely if ever explicitly described in the research.
Statistical definitions were far more common in studies of heat waves (e.g., Anderson and Bell, 2011; Baldwin et al., 2019) and severe precipitation (e.g., Coumou and Rahmstorf, 2012; Fischer and Knutti, 2015). The key reason for this being that these events are easy to measure on a continuum with simple metrics. Particularly common was the use of threshold values such as the 90th, 95th, or 99th percentile. In these instances, threshold values were typically based on the underlying statistical distribution derived from historic data relevant to the area of study—the previous 30 years temperature record from New York City, for example (e.g., Jegasothy et al., 2017; Matthews et al., 2017). Importantly, this considers the spatio-temporal dynamics of extreme events, as what is considered extreme in one place and/or time may not be considered extreme in another (Goodess, 2013). A few papers discussed other statistical approaches for identifying and modelling extreme events using Extreme Value Theory—such as the Peak Over Threshold method—although these were rarely applied in our sample (e.g., Evin et al., 2018; Singh et al., 2019). For a detailed discussion on statistical approaches for studying extreme events we refer readers to Ghil et al. (2011).
Indices were another common approach for describing and defining extreme events. Again, these were particularly common for climate-related events such as heat waves (e.g., Modarres et al., 2018; Sun et al., 2019), droughts (e.g., Modarres, 2007; Wu et al., 2015), and severe precipitation (e.g., Bartholy and Pongrácz, 2010; Gado et al., 2019). Most often, these indices combined two or more physical measures in an attempt to better capture the multivariate aspects of weather-related events and their impacts on human health and natural systems. The heat index (HI), for example, combines air temperature and relative humidity to provide an “apparent” or “feels like” temperature, with HI values >40.6°C considered to represent an extreme heat event with respects to human health and well-being (e.g., Matthews et al., 2017). Drought indices like the Palmer drought severity index (PDSI) and the Palmer hydrological drought index (PDHI), which combine various measures including temperature, soil moisture, and evapotranspiration, were popular tools for assessing drought exposure and damage in the agricultural sector (e.g., Rohli et al., 2016). Lastly, several studies defined extreme events using simple univariate thresholds, such as exceeding some daily rainfall amount or maximum temperature (e.g., Cunningham et al., 2013; Nel et al., 2014). As with the statistical distributions of single metrics (e.g., temperature or rainfall) described above, the studies involving indices must have employed a baseline or reference in order to judge when a given index reached some critical level. But in many cases the baseline was either not described in detail or seemed to have been defined arbitrarily or pragmatically given the data available (e.g., Sung et al., 2013; Wang et al., 2016).
It is clear from the above that the motivations for studying extreme events dictate how extreme events are defined, measured, and identified. This is made more apparent if we observe the most commonly used concepts across the various disciplines (Figure 5). As noted elsewhere (McPhillips et al., 2018), one of the key inter-disciplinary differences in the study of extreme events is the consideration of their impacts. In the social sciences, and to a lesser extent the earth sciences, the concepts of impact and disaster are key components of extreme events. Frequency appears to be a particularly important characteristic of extreme events in the climate and ecological sciences. Disturbance is unique to the latter and has a long history in the discipline (see McPhillips et al., 2018). Whereas rapidity, abruptness, and magnitude appear to be key concepts in the definition of extreme events in the palaeo sciences.
Thematic clusters in the literature
To further explore the thematic clusters in our literature sample we conducted a simple hierarchical clustering analysis using the top 20 themes only (see above). Although this clustering analysis is somewhat arbitrary, we believe that it captures well the extreme events themes in our literature sample. As mentioned above, we identified four broad thematic clusters: Health, vulnerability, and risk; Human-environment interactions; Human health and well-being; and Climate change dynamics.
Health, vulnerability, and risk
Papers in this cluster focus on the interaction between climate change on the one hand, and human health, vulnerability, and risk on the other. Climate change in these articles is typically discussed in relation to natural hazards. In fact, in many of these articles the authors make some reference to the role of climate change in increasing the frequency, duration, and intensity of natural hazards, now and into the future.
In at least 43 papers, the authors discussed the vulnerability of people, populations, and, to a lesser extent, systems, to extreme events. About half of these were concerned with the specific socioeconomic factors that make people particularly vulnerable to extreme events. This included vulnerable populations, such as those living in developing nations (e.g., Sena et al., 2014; Wang et al., 2019), as well as vulnerable individuals, typically the very young, the elderly, the poor, and people with underlying mental or physical health conditions (e.g., Baldwin et al., 2019; Smid et al., 2019). Some studies examined the specific link between natural hazards and human health (e.g., Green et al., 2010; Bush et al., 2014; Margolis, 2014), while others investigated the impacts of natural hazards on human livelihoods more generally (e.g., Gray and Mueller, 2012; Arias et al., 2016; Middleton et al., 2019).
Risk was the second most common theme in this cluster, occurring in at least 40 papers (e.g., Bush et al., 2014; Tessler et al., 2015). Several studies in this cluster were primarily concerned with determining the risks associated with present and future extreme events (e.g., Ameca y Juárez and Jiang, 2016; Abadie et al., 2019). Baldwin et al. (2019), for instance, argued that effective risk assessment of compound heat waves—which are predicted to become more frequent in the future—will require factoring in vulnerability from prior heat waves. In a similar vein, Coffel et al. (2018) modelled future wet bulb temperatures to assess which regions will be most at risk to extreme heat waves in the second half of the 21st century.
More common in this cluster, however, were studies focused on adaptive strategies for reducing risk. Included in these were a number of related concepts such as mitigation, risk management, climate change adaptation (CCA), disaster risk reduction (DRR), and early warning systems (EWS) (for reviews of these concepts we refer readers to Few, 2007; Birkmann and von Teichman, 2010). The approaches proposed in this cluster were understandably diverse and included various social, ecological, and infrastructural adaptive strategies. With regards to heat waves, Margolis (2014) lists a number of effective strategies for reducing heat wave risk. These included promoting good health, access to quality health care, acclimatizing to heat, reducing exposure to ambient heat and air pollution, formal emergency heat wave response plans, among other things, all of which have been shown to reduce risk and increase resilience to extreme heat events.
In at least 18 papers, the risks that climate change and natural hazards pose to agricultural activity was discussed (e.g., Feng et al., 2019; Middleton et al., 2019). This is perhaps unsurprising given 1) the obvious effects that events like floods and droughts can have on agricultural productivity, 2) the fact that data strongly suggests that such events are becoming more frequent and intense as a result of climate change, and 3) the economic and societal importance of agriculture. In one review, Bindi and Olesen (2011) suggested that climate change and extreme weather events will have varying impacts on agriculture across Europe in the coming decades, with increases in crop yields in northern Europe and large reductions in southern Europe. Other studies investigated the impacts of abrupt climate change on agricultural productivity in the past (e.g., Messerli et al., 2000; Feng et al., 2019). One such study found that over the last two millennia in China’s Hexi Corridor, abrupt cooling events have resulted in significant declines in grain yield which ultimately led to rises in socioeconomic crises and social disturbances (Feng et al., 2019). Several studies, including the one just mentioned, advocated for studying natural archives and palaeontological and archaeological records as models for examining how human populations and natural systems will respond to future climate change and extreme events (e.g., Riede, 2014; Hoffmann et al., 2015). We return to this point below.
Human-environment interactions
The second theme-group comprises papers focused primarily on the interactions between human activity and the environment. In at least 11 papers, the authors discussed the direct impacts that agricultural practices, such as land clearing, compaction, cropping, terrace construction, and so on, can have on the landscape (e.g., Giguet-Covex et al., 2012; Hölting et al., 2016). A clear message in these papers is that the impacts of such activities can be quite severe, for example, by promoting floods, erosion, dust storms, and denudation. Particularly problematic is when such activities coincide with significant climatic changes. In one study, Viglizzo and Frank (2006) discussed the role that land-clearing practices played in the late 20th century ecological and socio-economic collapse of the Argentine Pampas. Despite only being colonized by agriculturalists in the 19th century, intensive deforestation, over grazing, and over cropping, combined with particularly wet conditions starting in the 1970’s, increased the frequency and severity of floods so much so as to disrupt farming practices and send the region into a socio-economic crisis. Along similar lines, Giguet-Covex et al. (2012) found that flood frequency in the French Alps increased during the warmer periods of the Iron Age and the Roman Period, which the authors attribute to increased rainfall on the one hand, and intensive land-clearing practices that reduced rainfall infiltration and increased surface runoff on the other.
Several papers in this cluster highlighted the challenges associated with studying and understanding compound events such as those just mentioned. The spatial and temporal interactions between drivers and/or hazards can make predicting extreme events and their impacts more difficult than if all the drivers and hazards were independent, oftentimes leading to drastic underestimations of risk. In one study, Cuenca Cambronero et al. (2018) tested the impacts of 1) extreme temperature as a single stressor and 2) extreme temperature combined with biotic (i.e., food) and abiotic (i.e., insecticide) stress on the mechanisms of thermal tolerance in the water flea Daphnia magna. Importantly, the physiological and molecular responses to the combined stress environment were not predictable from the response to warming alone, and, therefore, if we want to accurately predict how species will respond to rising temperatures, it will be necessary to understand how multiple stressors act synergistically. Other ecological studies investigated the compounding impacts of extreme climatic events on the one hand, and environmental and human disturbances on the other, on various animal communities (e.g., Oliveira et al., 2014; Hölting et al., 2016).
Human health and well-being
Similar to the first cluster, the cluster human health and well-being addressed human health, but rather than treating it as a dimension of vulnerability, the research in this cluster focused specifically on the biophysical and psychological impacts of extreme events. In at least 21 papers, for instance, extreme events as a cause of mortality were investigated. Several papers analyzed mortality data directly. This included deaths caused by temperature extremes (e.g., Kalkstein et al., 2011; Li et al., 2016; Smith and Sheridan, 2019), floods (Thieken et al., 2016), air pollution (Vanos et al., 2015), earthquakes (Pawson, 2011), and tsunamis (Vött et al., 2019). A number of studies investigated how mortality rates have changed, or will change, in response to climate change and more frequent and intense extreme events. Kalkstein et al. (2011, p. 126), for example, developed time-series of meteorological and mortality data to assess how heat-related mortalities changed between 1975 and 2004 across 40 major U.S. cities. Encouragingly, their findings showed a significant decrease in heat-related deaths since 1996 for most of the major cities investigated, which the authors suggest is the result of “improvements in [excessive heat event] forecasting/recognition combined with an increased interest and commitment of public and private resources to [excessive heat event] education, notification, and response measures.”
Around 20 papers were concerned with human physical and mental health. Several studies investigated how extreme events might result in toxic levels of pollution and the possible impacts on human health (e.g., Pedersen et al., 2008; Li et al., 2010; Vanos et al., 2015). Through a combined literature review and geographic information systems (GIS) analysis, Plumlee et al. (2016) evaluated the impacts that an ARKStorm—a hypothetical but realistic “megastorm” scenario for California—could have on environmental contamination. Their results indicated that a number of anthropogenic and natural sources of contamination are vulnerable under an ARKStorm scenario including: numerous small (e.g., gas stations, dry cleaners) and large-scale (e.g., chemical manufacturing plants, agricultural operations) industrial and commercial facilities; livestock agricultural operations that, in addition to contaminants, have the potential to release deadly pathogens; urban centers and mining operations that have the potential to leach dangerous heavy metals and asbestos; and a number of other sources. Other studies were concerned with the psychological impacts that extreme events have on mental health (e.g., Pedersen et al., 2008; Thieken et al., 2016). In a study on the economic and psychological impacts of the 2003 European floods, survey respondents frequently reported feelings of “uncertainty about the future, worries with regard to family, existence and subsistence, and the future, fears of loss, panic, trauma, shock, crying fits or nervous breakdowns” (Thieken et al., 2016, p. 1527).
Lastly, a handful of studies were primarily concerned with the interaction between extreme events and disease (e.g., Andrade et al., 2019; Cheung et al., 2019). What is clear from these studies is that extreme events can, under the right circumstances, result in the proliferation of deadly diseases and other ailments. In one such study, Lara et al. (2009) investigated the impacts that cyclones and landslides have on counts of Vibrio—the genus of bacteria that causes cholera, among other illnesses—in an estuarine setting in Bangladesh. They found significantly higher abundances of Vibrio following both cyclones and landslides which the authors attribute to a higher amount of suspended particulate matter as a result of sediment disturbance.
Climate change dynamics
The final cluster comprises 64 articles intently focused on climate change, as defined by our tags. Around half of these articles were concerned with identifying trends in climate processes over the last century or so, or were aimed at predicting how these trends will change throughout the 21st century in response to climate change.
With respect to recent trends in extreme events, studies of precipitation were the most common (e.g., Cárdenas et al., 2016; Christy, 2019). In one study, Gado et al. (2019) analyzed precipitation data from 31 weather stations to examine the spatial and temporal changes in rainfall in Egypt between 1955 and 2016, showing that despite recent increases in extreme rainfall events in Egypt, rainfall trends have been on the whole decreasing since the 1950’s. In another study, Räsänen et al. (2016) analyzed tree-ring based drought indices to assess long-term variations in ENSO over Mainland Southeast Asia between 1650 and 2004. A key finding of this study was that most extremely wet and dry seasons in the past 355 years occurred during ENSO events, but that there has been considerable spatial and temporal variability in ENSO teleconnection and that this variability may be increasing. Given the strong influence that ENSO has over precipitation, and the potential impacts on heavily agricultural-dependent regions like Mainland Southeast Asia, a better understanding of the relationships between ENSO and the hydroclimate—now and into the future—is paramount (Räsänen et al., 2016)
Future projections of climate change and weather events were central to around 12 papers in this cluster. These included projections of extreme temperature (e.g., Huguet et al., 2008; Matthews et al., 2017), precipitation (Bartholy and Pongrácz, 2010), storm surge (Gaslikova et al., 2013), and air pollution events (Hong et al., 2019). Matthews et al. (2017), for instance, used global climate models (GCMs) to assess the impacts that 1.5°C and 2.0°C warming will have on the hazards of extreme events in China. Presently, heat waves occur in approximately half of the country—mainly in southern, eastern, and the southern part of northern China—and impact around 20% of people. Under a 2°C warming scenario, Matthews et al. (2017) predicted that approximately 80% of the country would experience heats waves—excluding only mountainous regions like the Tibetan Plateau and Changbai Mountains—and would impact roughly 80% of China’s population. In another study in China, Hong et al. (2019) combined climate, air quality, and epidemiological models to assess how China’s air quality will change under a RCP 4.5 climate change scenario. Alarmingly, the study found that fine particulate matter and ozone concentrations are expected to rise drastically across much of the country, resulting in an estimated additional ∼9,000–12,000 deaths. Despite focusing on different climate and hydrological phenomenon, all of these studies reached a similar conclusion—that is, as the climate continues to warm, extreme climatic events are going to become more frequent, more severe, longer lasting, and impact a greater number of people worldwide.
Precisely what is driving the uptick in extreme events was a theme in at least five papers in this cluster (e.g., Fischer and Knutti, 2015; Bellprat et al., 2019). In other words, to what degree, if at all, has human activity contributed to the rise in extreme events. In one analysis, Christidis et al. (2015) found that anthropogenic forcing has led to a considerable shift in the temperature distribution, indicating that human activity has had a strong influence on the frequency of extremely hot summers in Europe over the past 15 years. Moreover, and rather concerningly, the study suggested that summers like the 2003 European heat wave will become increasingly common by the mid-century and may even, under particularly severe climate and anthropogenic forcing scenarios, come to represent rather cold summers by the end of the century. Similarly, Fischer and Knutti (2015) found that 18% of moderate daily precipitation events are attributable to post-industrial anthropogenic warming.
Other studies instead emphasized the difficulties in detecting extreme events and linking a causal mechanism to them, which Coumou and Rahmstorf (2012) refer to as the “detection problem” and “attribution problem” (Coumou and Rahmstorf, 2012). Statistically speaking, detecting extreme events is difficult because extreme events are, by definition, rare occurrences, “living” in the tails of poorly constrained probability density functions. Even once detected, attributing an extreme event to a particular external forcing requires models to “get the unforced internal variability of extremes right as well as the spatiotemporal pattern of the forced response” (Coumou and Rahmstorf, 2012, p. 492). This typically requires multiple climate models/time series of sufficient length, as well as properly accounting for model errors in simulating the probabilities of extreme event occurrences, the latter often not being achieved in extreme event attribution studies (Bellprat et al., 2019). And lastly, there remain philosophical and epistemological questions surrounding extreme event attribution. These extend from what it means for something to be caused by something else in complex systems, and to what extent answers to such questions are influenced by politics and moral considerations (Hulme, 2014).
Lastly, around a third of all papers in this cluster focused on climate change and extreme events in history and prehistory. The reason for this cluster being so heavily dominated by these papers likely relates to themes common in these papers not being included in our hierarchical clustering analysis. Given the growing interest in past extreme events, for not only understanding human and ecosystem responses to climate change and extreme events in the past, but also as models for understanding how humans and ecosystems may react to climate change and extreme events now and into the future, we dedicate the following section to examining how extreme events are conceptualized and operationalized in the palaeo sciences.
Extreme events in history and prehistory
A total of 39 papers, or around one fifth of papers in our literature sample, were concerned with pre-Modern Era extreme events, which we define here as pre-dating 1500 AD. Progressively higher resolution pollen, sediment, ice core, and speleothem data mean that scientists are increasingly better positioned to identify and characterize past extreme climate events and natural hazards. Likewise, higher-resolution archaeological data and growing access to large online databases are providing archaeologists with new means by which to test the impacts that extreme events had on past human populations. The idea that past climate events and natural hazards can act as model systems for exploring how humans and ecosystems may respond to extreme events now and into the future is also gaining traction. In a recent review, not included as part of our literature sample, Burke et al. (2021) p. 1 make the case that studying the archaeological record and earth archives “offers opportunities to identify the factors that promoted human resilience in the past and apply the knowledge gained to the present, contributing a much-needed, long-term perspective to climate research.” Important to such a goal will be a common language to ensure that ideas and concepts are communicated effectively between and within disciplines. It is clear from our analysis, however, that no common language has yet emerged. With that in mind, we review the 39 palaeo sciences papers in a similar way to the clusters above to see specifically how researchers in the palaeo sciences define, think about, and study extreme events.
As stated above, a key distinguishing trait of palaeo science extreme event research is an emphasis on long-term climatic events. Studies of these are typically concerned with two main objectives. The first is trying to identify these climate events in pollen, sediment, speleothem, ice core, and other proxy records, to determine if a particular region experienced the event in any meaningful way (e.g., Huang et al., 2013; Innes et al., 2014). And the second is identifying, if any, the impacts that these events had on ecosystems and human populations, the latter often regarding the possible role of abrupt climatic change in driving cultural change, settlement abandonment, societal conflict, and population collapse (e.g., Madsen et al., 2007; Yeakel et al., 2014).
Two climatic events that have received considerable attention in this respect are the Medieval Climate Anomaly (MCA; c. 950–1250 AD) and the Little Ice Age (LIA; c. 1300–1850 AD), not least because they appear to have had significant impacts on human populations around the globe (e.g., Panin et al., 2009; Feng et al., 2019). Based on pollen assemblages from Anatolia, Bakker et al. (2013) argued that the MCA—which saw a rise in temperature across the North Atlantic region—played a key role in the resurgence of agriculture and revival of the Byzantine Empire around the 10th century AD. In contrast, the LIA—which saw a drop in temperatures following the MCA—has been linked to significant decreases in food production that resulted in “famines and plagues and, secondarily, conflicts and social disturbances” (Feng et al., 2019 p. 958).
Two other climatic events are the 8,200 BP and 4,200 BP events, both of which are thought to have played important roles in precipitating cultural change and population collapses around the globe (e.g., Ghilardi et al., 2012; Yeakel et al., 2014; Cheung et al., 2019). Broadly speaking, these events seemingly involved abrupt (i.e., within decades) transitions to much cooler and drier conditions and each had significant ecological and societal consequences, although detailed multidisciplinary studies often reveal the complex nature of these interactions (e.g., Groucutt et al., 2022, this issue). At the Tanjialing site in eastern China, for instance, pollen and biogeochemical data show that between c. 4,200–4,000 BP the region experienced a chronic drought which some have suggested reduced agricultural productivity and ultimately led to the collapse of the Shijiahe culture (Li et al., 2013). At the same time in central-western Korea, Ahn and Hwang (2015) found a significant decrease in archaeological radiocarbon dates, which the authors interpreted as a significant population decline or return to less sedentary lifeways in response to deteriorating climatic conditions.
The warm Bølling-Allerød (B-A; c. 14,700–12,900 BP) and the cold Younger Dryas (YD; c. 12,900–11,600 BP) are yet another two examples of extreme climatic events that had substantial and far reaching ecological and societal impacts (e.g., Wang et al., 2012; Mayewski et al., 2014). In one study, Wang et al. (2012) examined charcoal records from the Chinese Loess Plateau and found that the YD was associated with intense fire activity, possibly due to the expansion of grasslands, increased fuel loads, and longer fire seasons. Based on sediment marker and ice core data, the YD has been argued to have been triggered by an extraterrestrial impact that exploded over North America c. 12,900 BP, which, from the blast and ensuing climate cooling, caused the extinction of the vast majority of North America’s megafauna, as well as significant population declines and cultural changes among Native American populations (Firestone et al., 2007).
Several studies warned about the difficulties in separating climatic and anthropogenic influences in the proxy records often used to identify extreme climatic events (e.g., Bakker et al., 2013; Azuara et al., 2015). By studying lake sediments, pollen, and chironomids—a family of insects also known as midges or lake flies—from the Inner Hebrides in Scotland, Edwards et al. (2007) found that the opening of woodlands at around 8,200 BP was likely caused by human activity (e.g., land clearing for grazing) and not by climatic deterioration, as is often suggested. In two similar studies, Wang et al. (2012) and Miao et al. (2017) studied sedimentary charcoal records in East Asia to investigate how fire frequencies changed throughout the late Pleistocene and Holocene, arguing that increased fire activity starting in the mid-Holocene was likely driven by intense land-use practices and not climate change. In another study, Bakker et al. (2013) argued, based on sediment, pollen, and archaeological data, that the mid 12th century decline in agricultural activity was linked to socio-political change and not to the onset of the Little Ice Age. Studies such as these caution against conclusions drawn from simple correlations between observed changes in proxy records and known climatic events.
Other studies warned about separating truly abrupt climate changes from more gradual ones. Similar to the 8,200 BP and 4,200 BP events, albeit less well-known, the 9,300 BP event is also considered to have been an abrupt cooling event that precipitated ecological and cultural changes. In northwestern Europe, this event is associated with the drying up of lake and river beds and more frequent wildfires, and, from an archaeological standpoint, significant changes in raw material use, site distribution, and hunting strategies (Crombé, 2018). Crombé (2018, p. 353) argued, however, that some of these changes may have been initiated by climate changes in the preceding millennia, stating that without a high resolution chronology “a serious problem of equifinality remains.” Madsen et al. (2007) make a point about long-term climate cycles being the overall driver of the shift from the Paleolithic to the Neolithic, but that shorter-term centennial-to millennial-scale climate shifts acted as triggers for abrupt cultural and social change.
Lastly, as indicated at the start of this section, there appears to be a growing emphasis on drawing on past climate events and their impacts as a way for understanding how ecosystems and human populations may respond to extreme events in the future. Feng et al. (2019, p. 957), for instance, stated that to build “resilience against the impacts of climate change requires a deep understanding of social and environmental feedbacks to create a reliable buffer against future changes.” In that study, the authors examined the relationship between climate change on the one hand, and food security and social stability on the other, over the past two millennia in China’s Hexi Corridor. Based on their findings, the authors described a “domino effect” whereby society’s failure to respond to climate change led to cascading feedbacks that ultimately resulted in socioeconomic crises such as famine, plague, migrations, and conflicts. Paulette (2012) made a similar case for Bronze Age Mesopotamia, stating that “it is possible that an examination of ancient forms of hazard management and mitigation could resurrect some forgotten techniques that could be directly applied to the modern world.” And finally, by using historic and prehistoric volcanic eruptions as case studies, Riede (2014, p. 355) made that case that by studying the societal impacts of past natural disasters “we can derive historically informed evidence-based policy recommendations that can provide otherwise purely symbolic planning with operational and functional dimensions and that can be part of culturally sensitive social resilience strategies.”
Consilience
In addition to the differences highlighted above, we also identified some regularities and highlighted clusters of themes and concepts that appeared in the sample. Both the variability and the regularities are important for the useful convergence of knowledge. As we argued in the introduction, having multiple distinct pieces of evidence pointing to a particular conclusion lends more weight to that conclusion than would a similarly-sized collection of identical pieces of evidence (Wilson, 1999). The differences among extreme events in terms of type, scale, cause, and effect(s) can be an advantage for research. That advantage, however, can only be realized if different extreme events can be made comparable somehow, and that requires at least some broad similarities. Essentially, consilience in the study of extreme events requires some common denominators.
One broad similarity apparent from the patterns we observed is that researchers view extreme events within a particular temporal context. The vast majority of extreme event research we encountered involved the identification of a “rapid” change over time—e.g., a major swing in climate conditions, increase in local temperature, change in species composition, or the breach of a key threshold. The presence of “time” in the event definition has not always been explicitly recognized, but it is almost always present. Relatedly, a baseline or reference period of some kind was always present or implied, and it was the rate of change in conditions from the baseline to some state considered extreme that defined extreme events. So, “time” provides a context to all extreme event research, and importantly it usually appears in the denominator of an explicit or implicit rate function. Some of the papers we read included an explicit mathematically defined rate of change in some variable of interest (e.g., Marriner et al., 2013; Zhang et al., 2015), while others included discussions and word choice that only implied authors were thinking about rates of change (e.g., Innes et al., 2014; Moreno et al., 2019). A climate swing, for example, is considered extreme not just because of the magnitude of the difference in climate parameters between one time and another, but because of the rapidity of the observed change. Therefore, most of the extreme event research we encountered contextualizes extreme events in terms of rates of change. Consequently, the differences we observed in terms of temporal scale between event types or research domains can be marginalized by focusing on the rates of change. It may, at least in-part, be the rate of change that makes an event “extreme.” So, comparing events that appear to be incomparable because of vastly different temporal scales (e.g., mass extinctions and heatwaves) could be made possible by shifting the focus of extreme event research onto time-series analyses aimed at understanding rates of change.
The other broad similarity we observed is that many researchers discussed their particular events in terms of risk, vulnerability, and impact. To us, this broadly similar way of thinking indicates that extreme events may be “extreme” primarily because one or more observable phenomena are acutely sensitive to changes in another phenomenon. For example, humans have thermal tolerances, which means that changes in temperature matter for human health—and, crucially, an acute change in temperature can lead to an acute change in health status. This link between observable phenomena implies that extreme events might usefully be viewed as features of certain systems. Briefly, a system (vis. Systems Theory) is any collection of interrelated parts that make up a unitary whole—e.g., an ecosystem, a circulatory system, a computer system. Systems usually also exhibit the flow of materials, energy, or information between the interrelated components. Changes in one component can affect (cause changes in) another component. When isolating two components for study, the relationship between the components can be abstractly viewed like a mechanical device, say a circuit including a switch and bulb—flip the switch, turn on the bulb. And it may be the nature of the relationship between inputs and outputs in certain systems that gives rise to extreme events concerning the system. In fact, there is an extensive literature on taking a (dynamical) systems theory approach to climate change modelling that could serve as a jumping off point for building a unified theory of extreme events across domains (e.g., Scheffer, 2020). That research has indicated that environmental, ecological, and social systems can contain feedbacks between components, and that changes in one component can lead to cascades of changes in all inter-connected components. The measurements of components in these systems, we argue, can be scaled with respect to time—a change in health status per unit time, for example, compared to a change in temperature over the same interval—which would allow for potentially very different “extreme event systems” to be compared in terms of the nature of the relationship(s) between components in an abstract system. Essentially, the comparisons would take place between input and output rates (or changes therein) of measured variables. Exciting potential may lie in taking a time-series based approach to studying rate changes in dynamical systems across many domains—see for example recent work on predicting regime shifts in systems as varied as epileptic seizures and the Earth’s climate (Bury et al., 2021), based largely on studying rates of change over time in one or more variables.
Together, these two broad similarities suggest there are common denominators that could be used in comparative research of extreme events. More research is needed, but it is encouraging to see that “extreme events” comprise a broad class of phenomena and that radically interdisciplinary research into them could be fruitful. Importantly, comparative extreme event research could potentially yield new insights into extreme events of all types, at all spatio-temporal scales. With better general insights in-hand, we expect that predictions concerning future extreme events will be more accurate and, thereby, more useful for planning and preparation. Better predictions are clearly needed if climate change continues to increase the magnitude and frequency of extreme events over the next century or longer.
Future directions
In our view, the present review identified several important lacunae and biases in the extreme events literature. The first of these relates to the fact that many studies do not provide an explicit definition of what constitutes an extreme event, an issue that has been raised recently by others (e.g., Smith, 2011; McPhillips et al., 2018; Broska et al., 2020). Moreover, even when provided, definitions of extreme events vary greatly between, and oftentimes within, disciplines. According to some, the growing interest in extreme events across a broadening range of disciplines makes a “common and comprehensive definition more crucial than ever” (Broska et al., 2020, p. 1). It may also be important to develop a common nomenclature in describing and studying extreme events to help bridge interdisciplinary divides. As we noted, we think there are key similarities that could support a general definition and bring consilience to the study of extreme events, but further research is going to be necessary. That research will have to include attempts to compare events from across a range of spatiotemporal scales and possibly from domains of research that may appear to be largely unrelated.
A key part of this research may involve taking a dynamical systems approach (see Scheffer, 2020), as we suggested earlier. Dynamical systems have been an active area of research across academic disciplines for decades and a branch of mathematics for a century. Its primary focus is on the study of change (usually over time) in the state of a system measured by one or more variables (Strogatz, 2018). It is abstract and, so, can be applied in a variety of contexts. Dynamical systems research is often concerned with the identification of certain system features like “tipping points,” “regimes,” and “attractors,” which are now familiar terms in ecology and climate change literature (Lenton et al., 2008) and can be regularly found in popular media reports. A tipping point, for instance, is a parameter value (e.g., global temperature) at which a system will change states from one region of parameter space (set of potential values) to another. Different regions of potential parameter values are often called “regimes.” And “attractors” are parameter values that a system will tend toward. These and other features of dynamical systems—indeed the theory and math of Dynamical Systems more generally—are becoming an integral part of climate change science (Ghil and Lucarini, 2020). The famous hypothesized collapse of the thermohaline circulation (Marotzke, 2000) is an example of a complex climate system reaching a tipping point that shifts the Earth’s climate from one regime into another. A dynamical systems analysis is concerned with studying the long-term evolution and behavior of a system in abstract terms with a focus on understanding the qualitative features of potential trajectories the system might take. This sort of abstraction makes it an attractive approach for comparing extreme events in different domains with different time scales. To compare extreme events, we propose viewing them as features of dynamical systems and then abstractly defining a multicomponent system model to represent the relevant processes. For example, heatwaves could be compared to floods by considering each phenomenon as a two-component system. One component would represent the environment and the other humans in the environment. Changes in the first component (an increase in heat, or rainfall) affect changes in the second (hospital visits, or property damage respectively). Each component has traits that can be measured and quantified, and those quantifiable traits can be used to find parameters in a statistical or dynamical systems model. If the model is parameterized in terms of rates, as we explained earlier, then the two quite different systems can be compared directly. One possible outcome of this exercise is that the two systems, even when modelled with the same framework, share no similarities. In that case, the conclusion would be that the events are not part of a common class of “extreme event” phenomena, and perhaps no common class exists. Another outcome, however, might be that the two models share important features—like parameter values, attractors, and/or tipping points. In that case, we could conclude that these two distinct phenomena frequently labelled “extreme” in the literature do in fact belong to a common class. While we cannot, as yet, confidently define extreme events in an inclusive way, we see a clear path toward determining whether a single definition is useful and/or warranted. That way forward involves taking a systems approach and leveraging our observation that rates of change seem to be a common feature in the research on extreme events we examined.
Another area in need of attention relates to geographical biases. Studies based in United States, China, and India were best represented, whereas those in countries in Africa, Oceania, eastern Europe, and western Asia were drastically underrepresented (Figure 3). Around one fifth of the worlds countries were represented by at least one study (21%, or 41 out of 195 countries), and around one fifth of all studies in the literature sample were global in focus (Figure 3). What is particularly interesting about this bias is that it is at odds with the apparent interest in vulnerability, as expressed in the literature. That is to say, that for some of arguably the most vulnerable groups of people in the world, there has been very little research into how they might be impacted by climate change and extreme events, at least as far as our literature sample is concerned. The clearest example here is Africa. Only eight papers in our literature sample (4% of papers) focused specifically on Africa: two of these were concerned with events earlier in the Holocene (Marriner et al., 2013; Yeakel et al., 2014), and one examined the impacts of heat waves on birds (Cunningham et al., 2013). That is to say, the number of studies concerned with the impacts of extreme events on contemporary Africans can be counted on one hand. Another clear example here is islands. According to the IPCC (2021), small island states are some of the most vulnerable to climate change and extreme events, notably sea level rise, droughts, and tropical storms. And yet, only four studies in our literature sample focused specifically on small island states (Yamano et al., 2007; Green et al., 2010; Aswani et al., 2017; Smith and Dressler, 2019). Therefore, a greater focus on vulnerable regions is critical if we are to reduce the impacts of climate change and extreme events on some of the world’s most vulnerable groups.
A third area in need of attention is causality. Most studies in our literature sample either explicitly or implicitly dealt with causality in some way—humans and their activities as drivers of climate change, for instance. However, very few studies tackled the epistemology of causality directly, and those that did tended to highlight the difficulties in identifying causal relationships in complex systems (e.g., Schneider and Root, 1996; Coumou and Rahmstorf, 2012; Lu et al., 2016). One of the key reasons for this is that extreme events are, by definition, rare, and most observational records relatively short, making detecting systematic changes in extreme event occurrence difficult (Stott et al., 2016). To this we would also add the sizable challenge of identifying causal relationships between extreme events given only very infrequent, sometimes isolated co-occurrences. Take for example research on societal collapses in the past thought to be triggered by climatic events, such as the abovementioned abrupt cooling episodes at 4,200 BP and 8,200 BP and dramatic societal upheavals that followed (e.g., Yeakel et al., 2014; Cheung et al., 2019). Dramatic societal collapses tend to be rare and so do major climate transitions or events—at least, rare on the scale of human generations as far as we know. Co-occurrences, then, between major climate events and societal collapses can be expected to be even rarer, assuming the two event types are not universally related. Their rarity, both individually and in combination, makes a causal relationship between them hard to demonstrate. Distinguishing potential casual factors from mere coincidence may, therefore, require special methodological, philosophical, and theoretical frameworks (e.g., Hulme, 2014; Stott et al., 2016). Some of the theoretical work may relate to extreme event prediction, which is an area of research that has included methodological attention to the challenges raised by event rarity in statistical analyses (e.g., “extreme value theory”). Future research could proceed from that work and recent work on extreme event attribution (Shepherd, 2016). In particular, the latter would be highly relevant for systems approaches seeking to explain ecological or societal responses to climatic or meteorological extreme events, but we must also highlight that there are important challenges and limitations related to event attribution methods (van Oldenborgh et al., 2021). Needless to say, though, understanding extreme events and planning for them will require a firm understanding of the relevant causal relationships and our review indicates there is a lot of room for methodological and theoretical development.
A fourth area in need of attention are compound extreme events. While only a handful of studies in our literature sample focused on compound events (e.g., Oliveira et al., 2014; Baldwin et al., 2019), a key takeaway from these studies was that their impacts oftentimes equate to more than the sum of their parts. In other words, the impacts of compound extreme events—successive flooding and droughts, for example—can have particularly devastating impacts on biological, societal, and earth systems. As argued recently (Raymond et al., 2020), successive events and events of different types that co-occur can rapidly overwhelm even well-prepared societies and, as with isolated events, will tend to affect most those communities with the highest baseline risk levels. Raymond and others (2020) urge deeper interdisciplinary research and collaboration among policy makers and other stakeholders in order to understand the potential impacts of compound extreme events on various societies at local, regional, and larger scales. Crucially, as extreme events become more frequent, longer lasting, and more intense, so too will compound extreme events, and there is now strong evidence to suggest that this is already the case (e.g., Baldwin et al., 2019). Critical, then, is a good understanding of how extreme events interact and compound with one another so that their impacts can be effectively mitigated. Achieving that understanding, we argue, may require not just interdisciplinary research, but comparative extreme events research based on some common framework.
Another area in need of attention relates to the use of past extreme events as models for contemporary and future extreme events (e.g., Mayewski et al., 2014; Feng et al., 2019). Looking to the past would expand the database for extreme events and human societal responses to those events. Having a bigger, more varied database would lead to a deeper understanding of extreme events and, thereby, better predictions for future events. Unfortunately, though, while there are now hundreds of scientific papers published every year on long-term human environment interaction based on palaeoclimatological and archaeological data (e.g., Carleton and Collard, 2020; Davis, 2020), most of these report conclusions that are not sufficiently rigorous or reliable to be used as a basis for policy or planning (Smith, 2021). The relevant measurement and chronological uncertainties are generally poorly handled, if at all, in typical case studies and systematic quantitative comparisons between palaeo climate records and archaeological records are uncommon. This problem, we think, has to do in part with the inherent and often irreducible uncertainties in palaeo datasets. But it also stems from a dearth of appropriate statistical models and accessible, user-friendly computational tools that do not require software development skills. Only recently have we seen a greater emphasis on methodological research concerned with all-source uncertainty quantification (e.g., Parnell et al., 2015; Boers et al., 2017). So, while we argue that past extreme events (and human responses to them) should be investigated in order to better understand extreme event phenomena in general, the scientific community needs to devote more time and resources to developing the necessary methodological and computational tools. Only then will we be able to use past events as models for future ones.
And lastly, from a review-oriented methodological standpoint, we recommend using collector’s plots (also commonly known as species accumulation curves) when conducting systematic reviews of literature. These should be done regularly throughout the analysis and the plots inspected. This will 1) ensure that sufficient sample sizes are reached and 2) will reduce sampling redundancy—it may be a waste of time to analyze, say, 200 papers, when the data of interest is adequately captured with fewer papers.
Study limitations
We recognize a number of important limitations and biases that characterize our study. The first of these relates to the scope of the literature search and systematic review. Although our review was intentionally broad with respects to discipline and spatial and temporal scale, it did not include all the ways scholars consider extreme events. In addition to those discussed above, events that have been considered “extreme” in the literature include economic events like recession and depression and medical events like seizures and cardiac arrest (see Introduction). Expanding the scope to include economics and medical science—and any disciplines interested in extreme events for that matter—should provide a more comprehensive insight into how extreme events are conceptualized and operationalized across an even broader range of disciplines. To that end, future work should extend the literature search beyond Web of Science to literature databases like MEDLINE, Embase, PsycINFO, and JSTOR to better capture research across disciplines such as medicine, economics, and history.
A second limitation involves likely biases in the literature favoring sensational, trendy, or otherwise attentional grabbing research topics. Since our literature sample was randomly selected, we likely observed topics, themes, and event types that were most frequently investigated, which means our sample reflects the interests of the research community. In part, that was intentional because we aimed to discover how scientists thought about, identified, measured, and studied extreme events—i.e., in part we intended to understand the scholarly community, biases or not. As a result, any biases affecting what research was common in the literature would have no negative effect on our inferences. But, we also aimed to determine whether extreme events could be studied as a general class of phenomena. This second objective meant that our focus was also in part on extreme events rather than just what researchers thought about them. Thus, research biases could potentially have obscured our view of extreme event phenomena since our sample of event types would have been filtered by the researchers’ biases. In future, it may be worthwhile scouring the literature for more rarely-discussed event types, themes, topics, regions, and time periods in order to investigate whether there are widespread relevant biases potentially skewing our understanding of extreme event phenomena more broadly.
The third limitation we recognize concerns the search terms used in our study. While we selected search terms to capture extreme events literature that intersect the biological, societal, and earth sciences, additional search terms may have improved our literature search and thereby our literature sample. For instance, McPhillips et al. (2018) found the terms “impact,” “frequency,” and “disturbance” to be key components of extreme events in the social, climate, and ecological sciences. To better capture these disciplines, these search terms, and likely others, should be considered in the future.
The final limitation we recognize concerns the lack of cross-validation during the coding and tagging of the articles. So, while the two authors (MS, WCC) that conducted the analysis of the papers worked closely and regularly consulted on the meaning of tags and how and when to apply them, no efforts were made to cross-validate the tags as a test for intra-observer variability. We see this as likely being less of an issue for the most common tags in our data set. For example, concepts such as climate change or vulnerability are fairly unambiguous and we suspect that the two authors would have tagged these similarly. So, while intra-observer variability was likely present, we suspect that it would have had little impact on the most common tags and therefore our results overall.
CONCLUSION
On the one hand, our systematic analysis revealed a great deal of variability among extreme event papers with respect to research interests, themes, concepts, and definitions. On the other hand, we found a number of key similarities in how people think about and study extreme events across a diverse range of disciplines. Namely, we found that scholars tend to view extreme events within a particular temporal context, and quite often in terms of rates of change. We also found that researchers often discuss their particular events in terms of risk, vulnerability, and impact. We believe that these “common denominators” may be useful in developing a universal and comprehensive definition of what constitutes an extreme event and should allow for more comparative research into extreme events at all spatio-temporal scales. Taken together, a common understanding of extreme events, a greater emphasis on comparative research across disciplines, and addressing the biases identified in this study, we think, will be key for better predicting, planning, and preparing for extreme events now and into the future.
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Definition

“the propensity or predisposition to be adversely affected”

“the potential for adverse consequences for human or ecological systems, recog
associated with such systems”

ing the diversity of values and objectives

“the presence of people, livelihoods; species or ecosystems; environmental functions, services and resources; infrastructure; or
economic, social or cultural assets in places and settings that could be adversely affects.”

“the potential occurrence of a natural or human-induced physical event or trend that may cause loss of life, injury, or other health

impacts, as well as damage and loss of property, infrastructure, livelihoods, service provision, ecosystems and environmental
resources.”

In human systems, as “the process of adjustment to actual or expected climate and its effects in order to moderate harm or take
advantage of beneficial opportunities.”

In natural systems, as “the process of adjustment to actual climate and its effects; human intervention may facilitate this.”
“the capacity of social, economic and ecosystems to cope with a hazardous event or trend or disturbance, responding or

reorganizing in ways that maintain their essential function, identity and structure as well as biodiversity in case of ecosystems while
also maintaining the capacity for adaptation, learning and transformation.”
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Article example

Anderson and Bell (2011) studied the impact of heat-waves in the United states on mortality risk

Bush et al. (2014) defined extreme precipitation as > 90th percentile based on daily precipitation
data between 2004 and 2007

Christidis et al. (2015) stated that severe heat waves in recent years have been characterized by their
impacts

Ghirardi et al. (2015) investigated the relationship between temperature and emergency department
visits

Feng et al. (2019) conducted correlational analyses to investigate the relationship between trends in
social variables on the one hand, and temperature and precipitation on the other

Bindi and Olesen (2011) discussed the potential consequences of climate change on agriculture in
Europe

Hong et al. (2014) investigated changes in summer rainfall in Central Asia over the past 8500 years

Pettay et al. (2015) tested the hypothesis that populations of the zooxanthella Symbiodinium
trenchii in the Indo-Pacific Ocean represented a recent invasion

Hong et al. (2019) studied the impacts of climate change on future air quality and human health in
China

Gray and Mueller (2012) investigated the effects of flooding and crop failures on population
mobility in Bangladesh
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