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Induced seismicity has become a concern for industry and nearby residents. Fluid-induced
earthquakes are a side effect of industrial operations such as hydraulic fracturing, where
high-pressure fluids are pumped into the Earth’s crust to increase hydrocarbon flow to a
well from petroleum-bearing rock formations. Previous studies on fluid-induced seismicity
showed the existence of spatiotemporal clustering and aftershock activity. Here, we study
seismic catalogs from the Kiskatinaw Seismic Monitoring and Mitigation Area (KSMMA),
British Columbia, Canada to investigate spatiotemporal clustering and determine the
aftershock activity due to secondary triggering mechanisms such as static and dynamic
stress changes arising from preceding seismic events. Our analysis is based on modern
tools of statistical seismology such as the Bi-test and triggering analysis. We find significant
aftershock triggering and spatiotemporal clustering across the KSMMA but with large
spatial variations, which might be indicative of pre-existing stresses and fault systems. In
particular, aftershock triggering is characterized by rapidly decaying spatial distributions of
aftershocks beyond the mainshock rupture area and by a strong dominance of small but
frequent triggers, consistent with that observed for hydraulic fracturing and saltwater
disposal elsewhere.
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1 INTRODUCTION

Fluid invasion in stressed materials can initiate processes of mechanical failure due to changes in
effective stress (Eaton, 2018; Goebel and Brodsky, 2018). This phenomenon can account for fluid-
induced seismicity related to enhanced geothermal systems (EGSs) (Martínez-Garzón et al., 2014;
Schoenball et al., 2012, 2015), hydraulic fracturing (HF) operations (Maghsoudi et al., 2016; Schultz
et al., 2018), and underground saltwater disposal (SWD) (Ellsworth, 2013; Schoenball and Ellsworth,
2017). These injection activities have led to an increase in earthquake rates in parts of North America
and Central Europe (Ellsworth, 2013; Yeck et al., 2017; Schoenball et al., 2018). An M4.6 earthquake
in 2019 in Red Deer, Canada (Yu et al., 2019), induced by HF and an M5.5 earthquake in 2015,
Pohang, South Korea (Ellsworth et al., 2019), induced by EGS are two examples of the potential
seismic hazards associated with fluid injections. Reliable seismic hazard assessment of such industrial
operations, especially in tectonically active areas and highly populated areas, is thus critical.

To improve our current ability to assess such seismic hazards, it is essential to establish the degree
to which the underlying mechanisms are not only related to direct effects of injection such as pore
pressure diffusion but also arise from secondary processes (Cattania et al., 2015; Maghsoudi et al.,
2018). This includes interevent triggering that emerges from stress changes due to preceding events,
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leading to cascades of seismic activities such as aftershock
sequences (Gu et al., 2013; Smirnov et al., 2019; Kothari et al.,
2020). In general, earthquake catalogs can be decomposed into
two populations: dependent and independent events (Baiesi and
Paczuski, 2004; Zaliapin et al., 2008). Dependent events or
aftershocks are thought to be triggered by mechanical
processes that are at least partly controlled by previous
earthquakes (Maghsoudi et al., 2016, 2018). Independent or
background earthquakes are directly caused by aseismic
mechanisms such as tectonic loading or fluid injections
(Shapiro et al., 2005; Hainzl et al., 2013; Eyre et al., 2019; Eyre
et al., 2022).

The presence and importance of aftershocks in the context of
fluid-induced seismicity have been analyzed in several case
studies: In Salton Sea EGS field in California (Martínez-
Garzón et al., 2018), Hoadley HF field of Alberta, and HF
operations in the Horn River area in British Columbia
(Maghsoudi et al., 2018) and in Oklahoma SWD (Schoenball
and Ellsworth, 2017; Schoenball et al., 2018; Karimi and
Davidsen, 2021), aftershock triggering has been documented,
while in some situations [e.g., Soultz, France (Langenbruch
et al., 2011; Schoenball et al., 2012) and Geysers EGS fields in
California (Martínez-Garzón et al., 2018)], this is not the case.
Schoenball et al. (2015) showed that fluid-induced seismicity in
the Coso EGS field in California appears primarily as
independent events, but aftershock triggering is also present.
In this study, we investigate the presence of spatiotemporal
clustering and aftershock triggering in the Kiskatinaw Seismic
Monitoring and Mitigation Area (KSMMA) in British Columbia,
Canada, a region where regulations have been implemented to
manage risks of induced seismicity and where large scale fluid
injection operations are based. We first examine the
Gutenberg–Richter relation and find the magnitude of
completeness. Using the Bi-test, we show that one can reject
the hypothesis of independent events in the form of a
homogeneous or non-homogeneous Poisson process at high
confidence levels. Finally, we present direct evidence for

aftershock triggering using the triggering analysis method
explained in Section 2.2.2. Based on this methodology, we
identify the background and triggered events and study their
respective properties, such as the aftershock triggering rates and
the aftershock productivity relation, as well as spatial aftershock
zones. The strong regional variations in the response to fluid
injections highlight the importance of pre-existing stresses and
fault systems.

2 MATERIALS AND METHODS

2.1 Data
The data used in this study were obtained from the analysis of
continuous data from a 15-station broadband seismograph array
in the KSMMA together with nearby public stations (Eaton et al.,
2021; Salvage et al., 2021). The KSMMA was designated in the
greater Farmington area of BC, Canada, with the issuance of a
special project in May 2018 by the BC Oil and Gas Commission
(BCOGC). After seismic events ranging from 3.4 to 4.5
magnitude, hydraulic fracture operations at a well pad were

FIGURE 1 | Spatial map of seismic events in KSMMA catalog; 14,159
seismic events (from −0.93 to 3.72 ML) were detected and located during
January 21, 2020 to September 30, 2021. The color intensity shown is
associated with the passing of time. The radius is associated with the
size of the earthquakes. Only events above magnitude of completeness (mc =
1.4) are shown here.

FIGURE 2 | (A) Red circles show the magnitudes (ML) of the events in
the full catalog from January 22, 2020 to September 30, 2021. Only events
above magnitude of completeness are shown here. Blue circles show the
average daily injection rate from January 21, 2020 to August 28, 2021
due to hydraulic fracturing. From March 30 to July 14 of 2020, there are no
fluid injections due to the COVID-19 lockdown, yet there are still events being
recorded. (B) Red line indicates the accumulated number of events above
magnitude of completeness. The radius of the red circles is proportional to the
magnitude of the induced events. The blue line shows the accumulated
amount of injection volume to the KSMMA from January 21, 2020 to August
28, 2021 due to hydraulic fracturing. (Injection Data provided by geoLOGIC
systems ltd.ⓒ.)
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suspended on 29 November 2018. There have been a few reports
of felt events at the surface. The events were caused by fluid
injection during hydraulic fracturing operations in the Montney
formation (Fox et al., 2019; Eaton et al., 2021; Salvage and Eaton,
2021; Salvage et al., 2021) in addition to seismicity triggered by
SWD (Salvage and Eaton, 2021, 2022). In early 2020, in addition
to the 9 public sensors, 13 additional broadband seismic stations
and two accelerometers were installed within the KSMMA as part
of a joint project between the University of Calgary, Nanometrics,
Geoscience BC, and several universities in South Korea to
monitor seismicity associated with hydraulic fracturing
operations (Salvage and Eaton, 2021).

In this case study, we consider the seismic catalog from the
KSMMA, as shown in Figure 1. Using the seismograph

network (15 stations), 14,159 seismic events (from −0.93 to
3.72 ML) were detected and located during January 21, 2020 to
September 30, 2021 (Figures 1, 2). As Figure 2A shows, this
catalog exhibits periods with highly clustered seismic activity.
Related to this, there are large variations in the seismicity rates,
as can be seen in Figures 2A,B. All the injection data shown in
Figure 2 are from HF wells, yet we need to bear in mind that
SWD wells are also operational in the region (Salvage et al.,
2021; Salvage and Eaton, 2022), and their injection data are not
available. HF well operators have 1 year to report their
injection data; therefore, there are a small number of HF
wells with no reported injection data after February 02,
2021 (Figure 2). From March 30 to July 14 of 2020, there
were no fluid injections occurring in KSMMA due to the
COVID-19 lockdown (Salvage and Eaton, 2021; Salvage
et al., 2021), yet there are still events being recorded
(Figures 2A,B).

2.1.1 Frequency–Magnitude Distribution
As expected, the frequency–magnitude distribution follows the
Gutenberg–Richter relation, N(>m)∝ 10−b(m−mc), where the
b-value controls the exponential decay rate and mc = 1.4
indicates the magnitude of completeness (Gutenberg and
Richter, 1944; Davidsen et al., 2015). For tectonic
earthquakes, b-value ≈ 1 (Gu et al., 2013; Davidsen et al.,
2015), whereas b-values for induced seismicity falls into an
approximate range of 0.5 and 3 (Dinske and Shapiro, 2013;
Eaton et al., 2014; Van der Elst et al., 2016; Mousavi et al., 2017;
Smirnov et al., 2018; Lord-May et al., 2020; Khajehdehi et al.,
2022). In a conceptual fluid-induced seismicity model by Lord-
May et al. (2020), this broad spectrum of b-values has been
explained as arising from a competition between different
seismic event populations.

We alter mc and include events with m ≥ mc to estimate
b-value as a function of mc using a maximum-likelihood
estimator (Aki, 1965). Note that the magnitudes in our

FIGURE 3 | (A) Frequency–magnitude distributions for the KSMMA catalog. (B) b-values estimated by maximum likelihood within the interval of magnitudesmc <
m < ∞ as a function of mc. Based on the stability analysis, mc ≈ 1.4.

FIGURE 4 | Density plots of the set n* represented in log τ-log l space.
(A) Result for the original KSMMA catalog. (B) Result for the shuffled KSMMA
catalog. Here, we used the shuffled catalog to estimate n*, shown as a yellow
line that separates the two populations of triggered events below the line
and background events above the line.
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catalog correspond to local magnitudes. The magnitude of
completeness in Figure 3 has been estimated as the lowest
magnitude threshold, for which the estimate of the b-value in
the frequency–magnitude distribution became constant
(Bhattacharya et al., 2011; Davidsen et al., 2015, 2021). We
estimate b = 1.4 ± 0.05 for magnitudes larger than mc = 1.4
(Figure 3). In the following, we only consider events with
magnitude bigger than mc. Note that both b-value and mc are
input parameters for the triggering analysis method explained
in Section 2.2.2.

2.2 Methods
2.2.1 Bi-Test
The Bi-test allows testing whether seismic activity follows a
Poisson process or whether temporal clustering or regular
behavior is present (Maghsoudi et al., 2018). Consider the
temporal sequence of events (tj). The Bi-test consists of the
joint evaluation of the interevent time from a given event at tj
to the closest one in time: δtj = min(tj−tj−1, tj+1−tj) and the
consecutive interevent time in the same temporal direction,
that is, δτj = tj−1−tj−2 if δtj = tj−tj−1 and δτj = tj+2−tj+1 if δtj =
tj+1−tj. From the data pairs (δtj, δτj), we can build the statistic
variable:

H � δtj
δtj + 1

2 δτj
, (1)

with values between 0 and 1. If the data are indeed drawn from
a random process that is locally Poisson, then the values δtj are
randomly distributed and independent from the values δτj. In
this case, it can be shown that the variable Hj is uniformly
distributed between 0 and 1 and independent of the local
Poisson rate (Bi et al., 1989). Deviations from the uniform
distribution indicate the presence of correlations between
events. If the interevent times exhibit a regular pattern,
〈δtj〉 ≈ 〈δτj〉 and thus H will be distributed around

〈H〉 � 2
3. In contrast, an excess of low H values denotes the

existence of large gaps between groups of clustered events,
whereas an excess of high values denotes some ordering in
which δτ is systematically smaller than 2δt. Both effects are
indicative of temporal clustering.

Using the Bi-test, deviations from Poisson behavior can be
systematically quantified using the performance of the
Kolmogorov–Smirnov (K-S) test (Stephens, 1970) comparing
the experimental cumulative distribution function Fn (H) to
the uniform distribution F(H) = H expected for a Poisson
process. Specifically, a p-value can be assigned to the process
as the probability of obtaining an extreme difference max
[Fn(H)−H] in a Poisson process. Figure 5 shows Fn(H)−H
scaled by the factor k( �

n
√ ) to compare the statistical

significance of the Bi-test. The difference between both
functions, Fn(H)−H, typically follows one of three
characteristic behaviors (Vives et al., 2017):

1) oscillate around 0 for a Poisson process;
2) display a rotated S-shaped (excess of H values around 〈H〉 =

2/3) whenever there exists regularity among the interevent
times;

3) exhibit a rotated Z-shaped (excess of H-values around H ≈ 1
and H ≈ 0) whenever the process exhibits clustering
(Figure 5).

Thus, for low p-values, one can identify the type of
deviation from the Poisson hypothesis. Clustering (rotated
Z-shaped) is given by Hmax < 2

3 and H < Fn(H), or Hmax > 2
3 and

H > Fn(H). Regularity (rotated S-shaped) corresponds to the
opposite cases. This is the classification scheme we use to test
whether temporal clustering exists or not.

2.2.2 Triggering Analysis
The robust classification of earthquakes into independent and
dependent events and understanding how one earthquake triggers
another one are important challenges. Addressing them can help us
better understand earthquake occurrence physics, distinguish
between earthquakes directly caused by external dynamics (e.g.,
fluid injection driven and aseismic slip) and those triggered by
other earthquakes, and reflect the internal dynamics. To directly
show the presence of interevent triggering and aftershocks, we
perform a more detailed statistical analysis of interevent triggering
using a method first proposed by Baiesi and Paczuski (2004), which
has been used for the recognition of statistically significant interevent
triggering (Zaliapin et al., 2008; Gu et al., 2013; Moradpour et al.,
2014; Schoenball et al., 2015; Shebalin and Narteau, 2017; Kothari
et al., 2020; Shebalin et al., 2020; Davidsen et al., 2021).

In the absence of interevent triggering, events are expected
to follow a Poisson process with a spatiotemporal magnitude
rate given by the Gutenberg–Richter relation (Maghsoudi
et al., 2016, 2018). Therefore, we look for violations of this
null hypothesis to identify potential triggering relations
between events. Consider a time-ordered earthquake catalog
given as (tj, �rj, mj), where tj is the occurrence time of the jth
event, �rj its hypocenter, mj its magnitude, and 1 < j < N. At
first, one must determine the most likely trigger for each event j

FIGURE 5 | Results of the Bi-test. Deviations from Poisson behavior in
the cumulative distribution function for KSMMA catalog. The corresponding
80%, 95, 99.5, and 99.95% probability that a given value is not consistent with
the Poisson hypothesis is highlighted by the shaded areas.
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by considering all events i that occurred before event j (ti < tj)
to ensure causality (Moradpour et al., 2014) and then
calculating the respective expected number of events nij in
the spatiotemporal window spanned by events i and j. This
expected number is given by (Baiesi and Paczuski, 2004)

nij � c|rij|df tij10−bmi , (2)
where df is the fractal dimension of hypocenters, tij = tj−ti, and c is
a constant that depends on the specific region under
consideration. This equation is based on the
Gutenberg–Richter relation.

Based on Equation (2), we can designate the most plausible
candidate i that triggered event j as the one that minimizes the
expected number of earthquakes nij, since it is the least likely
event pair to have happened at random. In the following, we
denote nj* � ni*j. In the next step of the method, we need to
establish which of the observed values of nj* are statistically
significant. This translates into identifying a threshold value n*
such that only those events j with nj* ≤ n* are considered to be

triggered by another event. All other events with nj* ≥ n* are not
triggered by any other event in the catalog at hand and are
referred to as background events. From the set {nj*}, we can
distinguish two populations of event pairs by defining the
weighted relative spatiotemporal distances, respectively:

τipj � tipj10
−0.5bmp

i , (3)
lipj � |ripj|df10−0.5bmp

i . (4)
This follows from Figure 4 which shows density plots of the

set {nj*} split into its τi*j and li*j contributions as first proposed by
Zaliapin et al. (2008). Note that n* � τi*jli*j, where we have set c =
1 without loss of generality. To obtain a reasonable threshold
value n* to separate background and triggered events as best as
possible, we consider shuffled catalogs for which the order of
magnitude and location are independently and randomly
rearranged. This destroys any correlations between space, time,
and magnitude while keeping the respective individual
distributions identical (Pisarenko and Rodkin, 2019). Thus,
such a shuffled catalog is a good proxy for a process only with

FIGURE 6 | Interevent triggering in the KSMMA catalog, where we have separated events into triggered (blue) and independent (red) events. Only events above
magnitude of completeness (mc = 1.4) are shown here. (A)Magnitude time series and the ratio of triggered to independent events over a window size of 50 events. The
dashed black rectangle represents a period (September 9–13, 2020) with maximum triggered to independent ratio. (B) Spatial map of events. The color intensity and
radius are associated with the passing of time and the size of the earthquakes, respectively. (C) Spatial map of triggering cascades associated with the period
represented by the dashed black rectangle in (A) and (B). The green stars indicate the root events of each triggering cascade where more than two events have been
triggered in that cascade.
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background events and allows us to pick a reasonable n*, shown
as the yellow line in the bottom panels of Figure 4. By definition,
events below the threshold line are predominantly triggered ones,
and all others are predominantly non-triggered ones or
background events without a trigger in the catalog.

3 RESULTS

3.1 Temporal Correlations
Without clustering and any causal relation between events, one
would expect a Poisson process. The time intervals between
successive events would follow an exponential distribution with
a characteristic rate. For fluid-induced seismicity, this is the
hypothesis proposed in Hajati et al. (2015). Nevertheless,
Maghsoudi et al. (2016, 2018) showed that for several fluid-
induced seismic catalogs, the distribution does not follow
exponential behavior. In principle, such behavior can arise
from a Poisson process with a time-varying rate, which
might emerge due to time-varying injection rates in fluid-
induced seismicity. To establish explicitly whether this is the
case, we use the Bi-test (described in Section 2.2.1) to test the
hypothesis.

The curve shown in Figure 5 corresponds to the rescaled K-S
distances for events with magnitude above the respective
magnitude of completeness mc = 1.4. The curve in Figure 5
resembles a rotated “S” shape, which is a signature of regularity, as
described in Section 2.2.1. The shaded areas in Figure 5
represent different probabilities that a given value of H is not
consistent with the Poisson hypothesis. For mc = 1.4, the p-value
associated with the K-S test is below 0.05%. Therefore, the Bi-test
provides strong evidence that the seismic activity here does not
follow a (time-dependent or time-independent) Poisson process.
This indicates that a simple proportionality between injection

rates and seismic activity is inadequate to describe the
observations.

3.2 Interevent Triggering
To use the triggering analysis discussed in Section 2.2.2, we need
the b-value and df for the KSMMA catalog. As discussed in
Section 3.1, we find b = 1.4 and mc = 1.4. The parameter df is
harder to estimate reliably, yet the overall results of the
methodology are typically robust over a range of realistic df-
values (Gu et al., 2013). Note that we focus on hypocenters here
and the 3D distances between them. Thus, in the following, we
present our findings only for df = 2.2.

The top panels of Figure 4 provide clear evidence in favor of
interevent triggering in the KSMMA catalog. The denser regions
in Figure 4 correspond to the most probable occurrences of
weighted relative time and distances of all pairs, and an almost
bimodal structure is visible in the top panels of Figure 4. Such a
structure indicates that the triggering relations of event pairs with
log nj* < logn* (indicated by the straight yellow lines in Figure 4)
are statistically significant, while event pairs above the threshold
n* are not (Zaliapin et al., 2008).

Figure 6 shows the classification of events into the background
and triggered ones. As expected, the number of triggered events is
exceptionally high during periods of high activity. After the
division of events into background and triggered ones, one
can investigate the ratio of triggered to background events
over time (Figure 6A). As a specific example, during
September 9–13, 2020, we observe that the ratio of triggered
to background events is at a maximum (Figure 6A), and the
temporal clustering of events during this period is significant.

FIGURE 7 | Average triggering or aftershock rates above mc of
mainshocks within different magnitude ranges for KSMMA catalog. The black
dashed line represents the Omori exponent (p ≈ 1.3).

FIGURE 8 | Average number of triggered events as a function of the
magnitude of the trigger over magnitude bins of size δm ≥ 0.15, which
increases as ≈ 10αm. We find α = 0.35 ± 0.02 for the KSMMA catalog. The red
circles indicate the mean value over prescribed bins. The green dashed
line indicates the productivity relation ≈ 10αm fitted to the data over the
specified magnitude range. To find α, we have also taken those events into
account that did not trigger any aftershocks.
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Additionally, the spatial map of events during this period shows
clustering in space near Farmington, BC (Figure 6C), a region
with significant number of faults (Wozniakowska et al., 2021;
Hayes et al., 2020). During September 9–13, 2020, hydraulic
fracturing took place in this region along seven horizontal wells
with multiple stages each; the surface location of the wells is
represented by a black cross in Figure 6C. The overall seismic
activity closely aligns with the location of the wells orientated
along the east/northeast direction. This suggest that the high rate
of seismic activity and the dominance of triggered events in this
region are related to pre-existing high stress levels and fault
systems (Hayes et al., 2020; Wozniakowska et al., 2021).

3.3 Interevent Triggering Rates and
Productivity
To characterize the behavior of the interevent triggering in
more detail, we now focus on the occurrence rate of triggered
events as a function of the time after the trigger. One specific
property is that the decay rate of aftershocks above a certain
magnitude is typically inversely proportional to the time since
the mainshock as captured by the Omori–Utsu relation: r(t) �
K

(t+c)p (Utsu et al., 1995; Holschneider et al., 2012; Ommi et al.,
2016; Davidsen and Baiesi, 2016; Shebalin and Narteau, 2017).
Here, c is a case-dependent time scale, and K quantifies the
productivity. Figure 7 represents the average triggering rate
over a given mainshock of the different magnitude range for
the KSMMA catalog, which follows the Omori–Utsu relation
to a good approximation. As shown in Figure 7, we find p ≈
1.3, which is close to similar p-values found in the natural
swarm catalogs in Mogul Nevada and Yuha desert, California
(Karimi and Davidsen, 2021), as well as in western Bohemia,
Europe (Hainzl et al., 2013).

To study the triggering productivity, we analyze the total
number of triggered events or aftershocks (Naftershock) triggered
by a mainshock. The average number of aftershocks of a tectonic
earthquake of magnitude m typically scales with m as

Naftershock(m) ≈ 10αm (Helmstetter and Sornette, 2003; Hainzl
et al., 2013; Davidsen and Baiesi, 2016; Shebalin et al., 2020).
Figure 8 shows the average number of aftershocks triggered by
earthquakes within magnitude ranges of size δm ≥ 0.15.We find α
≈ 0.35 for the KSMMA catalog, which indicates that the
aftershock productivity increases relatively slowly with the
magnitude of the trigger.

3.4 Spatial Aftershock Zones
We assess the normalized linear aftershock density P(r) associated
with triggers (or mainshocks) of magnitude m. As shown in
Figure 9A, aftershock densities show an initial increase up to a
maximum, followed by a power-law decay. The location of the peak
is closely aligned with the rupture length of the trigger, which scales
as rrup∝ 10σm (Gu et al., 2013; Karimi and Davidsen, 2021). To test
this explicitly, we rescale the distance r with 10σm, and we indeed
obtain a robust data collapse of all aftershock densities for KSMMA
in Figure 9B. The value of σ = 0.4 for KSMMA is consistent with
previously reported estimates for tectonic earthquakes (Gu et al.,
2013; Moradpour et al., 2014), and fluid-induced and natural
swarms catalogs (Karimi and Davidsen, 2021). The data
collapse also indicates that beyond the rupture length, the
aftershock density decays as r−]. Aftershock zones in the
KSMMA show a decay with ] = 2.4 ± 0.1 (Figure 9B), where
this range of decay is consistent with the seismic catalogs related to
SWD in Oklahoma and southern Kansas as well as those of natural
swarms from the Long Valley Caldera, Fillmore, and Mogul
(Karimi and Davidsen, 2021).

4 DISCUSSION AND CONCLUSION

This case study provides evidence of seismic clustering in space and
time in KSMMA. Our analysis shows that seismic activity does not
follow a simple Poisson process, and aftershock triggering plays an
essential role for fluid-induced seismicity here. Previous studies
(Maghsoudi et al., 2016; Schoenball and Ellsworth, 2017;

FIGURE 9 | (A) Probability density function of spatial distances in meters between directly triggered aftershocks and their mainshocks for different ranges of
mainshock magnitudes. (B) Probability density function of spatial distances between directly triggered aftershocks and their mainshocks (for r > 10 m), where a factor of
10−σ〈m〉 rescales the distances (in meters) with σ = 0.4.
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Maghsoudi et al., 2018; Schoenball et al., 2018; Karimi and
Davidsen, 2021) observed aftershock triggering in other fluid-
induced seismicity catalogs, similar to the findings of our study.

When directly comparing α and b-value across catalogs,
different magnitude scales—for the KSMMA catalog, all
magnitudes correspond to local magnitudes—need to be taken
into account. Yet, b−α should be invariant under changes in the
definition of magnitude (Karimi and Davidsen, 2021), and we
focus on this difference here. Similar to the observation by Gu et al.
(2013) and Karimi and Davidsen (2021), we find b > α implying
that the overall interevent triggering is dominated by the more
frequent smaller triggers, instead of the fewer larger triggers (Gu
et al., 2013). Moreover, the larger b−α, the larger the contribution
of the smallest triggers to the overall aftershock production. Karimi
and Davidsen (2021) showed that b−α allows one to differentiate
between natural swarms and fluid-induced seismicity, with b −α <
0.6 for natural swarms, and 0.8 < b−α for fluid-induced seismicity.
For KSMMA, b−α ≈ 1.05, consistent with the previous results. In
particular, this very limited role of large events for aftershock
triggering is confirmed by the absence of significant aftershocks
after a 3.74-ML earthquake in our case study. All these confirm that
the overall seismic aftershock hazards associated with fluid-
induced seismicity are quite different from natural swarms.

As one of the common properties of all fluid-driven seismicity
(natural swarms and seismicity induced by humans), we identify
a relatively steep decay of the spatial density of aftershocks P(r)
beyond the rupture length of the mainshocks with ] ≈ 2.4, similar
to the observations in Oklahoma and southern Kansas, as well as
natural swarms in the Long Valley Caldera, Fillmore, and Mogul
(Karimi and Davidsen, 2021). This relatively rapid decay of the
aftershock zone is indicative of the dominant role of fluid
migration compared to that observed for tectonic seismicity.

Investigating the event–event triggering clusters in KSMMA,
our findings also show that the clustering is relatively localized in
space and time. In the periods where seismic activity is somewhat
higher, the interevent triggering is also higher (Figure 6A), and
vice versa. The highly temporal clustered periods are also spatially
localized (e.g., Figure 6C), which is further confirmed by the
consistent rapid spatial decay of aftershocks (with a robust ] ≈ 2.4,
see Supplementary Figure S1). In contrast, a series of events in
the northwest of the KSMMA, including the aforementioned
3.74-ML event (Figure 6B), do not show any significant
interevent triggering behavior as manifested by relatively high
time difference and spatial distance between these events
(Figure 1). The absence of aftershocks following relatively
large earthquakes such as a 3.74-ML earthquake or a 4.1-Mw
earthquake in Alberta, Canada, could be related to aseismic
processes. Eyre et al. (2019) discussed the role of aseismic slip
in fluid-induced seismicity, where pore pressure-driven aseismic
slips have been the leading cause of 4.1-Mw earthquake. To
directly establish that indeed aseismic slips caused by fluid
injection plays a role in northwest of KSMMA, one would
need to study ground-deformation observations measured by
satellite radar (Eyre et al., 2022).

The more narrow spatial reach of fluid-induced seismicity and
the relatively low contribution of significant seismic events to
interevent triggering are essential cornerstones of assessing the

seismic hazard associated with fluid injections related to HF in
KSMMA and beyond. Indeed, our results indicate that the fluid-
induced seismicity in KSMMA follows non-Poissonian statistics
while being conditioned spatiotemporally by anthropogenic
activities. This implies that the simple assumption of Poissonian
behavior—sometimes used for short-term probabilistic seismic
hazard assessment (Atkinson et al., 2015; Mulargia et al., 2017;
Canales et al., 2022)—is not adequate here. Consequently, one must
consider non-Poissonian approaches for time-dependent seismic
hazard assessment and forecasting of seismicity (Beauval et al., 2006;
Bachmann et al., 2011; Convertito et al., 2021). This is in addition to
the correlation of induced seismicity with fluid injection (Broccardo
et al., 2017; Convertito et al., 2021), since otherwise the probability of
earthquake occurrence would be underestimated or misleading
(Atkinson et al., 2015; Convertito et al., 2021). Additionally, as
we showed here, investigating the seismic interevent triggering
processes arising in fluid-induced seismicity can also provide
indications of high stress or weakened regions (including faults),
which is another crucial step toward improved seismic hazard
assessments.
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