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Modeling rules of regional flash
flood susceptibility prediction using
different machine learning models

Yuguo Chen, Xinyi Zhang, Kejun Yang, Shiyi Zeng and Anyu Hong*

School of Civil Engineering and Architecture, Nanchang University, Nanchang, China

The prediction performance of several machine learning models for regional flash
flood susceptibility is characterized by variability and regionality. Four typical
machine learning models, including multilayer perceptron (MLP), logistic
regression (LR), support vector machine (SVM), and random forest (RF), are
proposed to carry out flash flood susceptibility modeling in order to investigate
the modeling rules of different machine learning models in predicting flash flood
susceptibility. The original data of 14 environmental factors, such as elevation, slope,
aspect, gully density, and highway density, are chosen as input variables for the MLP,
LR, SVM, and RF models in order to estimate and map the distribution of the flash
flood susceptibility index in Longnan County, Jiangxi Province, China. Finally, the
prediction performance of various models and modeling rules is evaluated using the
ROC curve and the susceptibility index distribution features. The findings show that:
1) Machine learning models can accurately assess the region’s vulnerability to flash
floods. The MLP, LR, SVM, and RF models all predict susceptibility very well. 2) The
MLP (AUC=0.973, MV=0.1017, SD=0.2627) model has the best prediction
performance for flash flood susceptibility, followed by the SVM (AUC=0.964,
MV=0.1090, SD=0.2561) and RF (AUC=0.975, MV=0.2041, SD=0.1943) models,
and the LR (AUC=0.882, MV=0.2613, SD=0.2913) model. 3) To a large extent,
environmental factors such as elevation, gully density, and population density
influence flash flood susceptibility.

KEYWORDS

flash flood susceptibility prediction, uncertainty analysis, machine learning, multilayer
perceptron, support vector machine, random forest

1 Introduction

A flash flood is defined as rapid flooding within the distribution of drainage basins in hilly
areas (Bobrowsky, 2013), and it is characterized by rapid disaster generation, strong ring-
breaking, and unpredictability, as well as the potential for a large number of casualties (Marchi
et al.,, 2010). China has paid close attention in recent years to the predictive study of geological
hazard susceptibility. Because China has many hilly areas, flash floods affect a wide range of
areas, and regional flash floods are easy to produce under short-term heavy rainfall (Bobrowsky,
2013). With China’s elevated level of climate risk and an increase in extreme weather, such as
heavy rainfall, regional research on flash flood susceptibility is becoming increasingly
important.

With the continuous development of GIS and machine learning methods in recent years, an
increasing number of researchers have cross-fertilized the engineering geology analogy method
across disciplines to obtain more accurate susceptibility prediction models (Istvin et al., 2022).
Processing preliminary data, obtaining information on required environmental factors,
selecting basic environmental factors, dividing prediction units, distributing training and
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test datasets, selecting susceptibility prediction models, plotting
accuracy results are typical steps in
susceptibility prediction modeling (Huang et al., 2021a). Choosing

curves, and testing
machine learning models is critical to modeling uncertainty, according
to the susceptibility prediction modeling steps. Different machine
learning models have different effects on regional susceptibility
prediction results; thus, the prediction performance of different
machine learning models varies (Ha et al, 2021). According to
existing studies, machine learning models are widely used in
susceptibility prediction modeling due to their powerful ability to
handle non-linear data with different scales and from different types of
sources (Zhang et al., 2022). Recently, the research field of machine
learning models has been rapidly expanding, with models such as
multilayer perceptron (MLP) (Haribabu et al., 2021), support vector
machine (SVM) (Xiong et al., 2019), logistic regression (LR) (Nguyen
and Bouvier, 2019; Huang et al., 2020a), random forest (RF) (Abedi
et al., 2022), decision trees (Ngo et al., 2021), and artificial neural
networks (Dahri et al., 2022).

Numerous studies have demonstrated that the susceptibility
prediction results of the aforementioned machine learning models
are highly credible. In other words, it is possible to assess the
vulnerability of actual geological hazards (Jiang et al., 2018; Huang
et al, 2021b). However, the selection of susceptibility prediction
models is currently not well defined, and the weights of input
variables and analysis methods differ between machine learning
models (Ha et al., 2021). Meanwhile, the machine learning models
are regional, which means that the prediction accuracy of each model
varies from district to district (Huang et al., 2020b). Roy et al. (2020)
used machine learning models, for example, to predict the impact of
climate and soil characteristics on flash flood susceptibility. They
concluded that the RF model outperforms SVM in prediction
performance and has the advantages of a simple implementation
process, strong data mining capability, and broad applicability.
Zhao et al. (2018) classified and evaluated flash flood susceptibility
using multiple machine learning models. They discovered that the RF
model outperformed other models such as SVM and ANN in
identifying flash flood-prone areas. Elkhrachy (2022) investigated
flood depth using machine learning models based on remotely
sensed data and concluded that the ML model outperformed the
RFR. Wang et al. (2021) demonstrated the multilayer perceptron-
probability density hybrid model’s excellent prediction performance
in their study of flash flood susceptibility in Poyang County.

The MLP model has excellent non-linear mapping capabilities in
performing susceptibility prediction compared to deterministic
models or general linear statistical methods (Li et al, 2019). The
LR model is controlled by multiple variables, and the algorithm has the
advantage that the independent variables do not need to satisfy a
normal distribution (Das and Lepcha, 2019). The SVM model has
many unique advantages, which are reflected in solving large sample,
non-linear, and high-dimensional pattern recognition problems
(Wang et al,, 2019). Based on statistical analysis, the RF model has
the characteristics of simplicity, ease of calculation, and high accuracy
(Demir et al, 2013). Consequently, to analyze and compare the
prediction performance of different categories of machine learning
models, the above four widely used machine learning models, MLP,
LR, SVM, and RF, are chosen for flood susceptibility prediction
modeling in this study.

The study of a standardized process for constructing flash flood
susceptibility prediction models using machine learning models,
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comparing and analyzing the prediction performance of different
machine learning models, and carrying out practical engineering
applications in Longnan County is of great practical importance
for flash flood and geological hazard prevention and control, road
planning, and development of appropriate risk mitigation strategies in
the southwest and southern China (Sheng et al., 2022). Longnan
County, in the southernmost part of Jiangxi Province, is used as an
example in this study. ArcGIS 10.2 software and the remotely sensed
imagery website are used to extract 14 environmental factors such as
topographic and geomorphological factors, hydrological factors, land
cover factors, and human activities as input variables for the machine
learning model. Denoted as 1 and 0, the flash flood and non-flash flood
are considered the output variables. The MLP, LR, SVM, and RF
models are then used to predict flash flood susceptibility. Besides, the
model’s predicted flash flood susceptibility index is imported into
ArcGIS 10.2 software to map flash flood susceptibility. Finally, each
model’s prediction performance is compared and analyzed to verify its
applicability and reliability using the receiver operation characteristic
(ROC) curve and susceptibility index distribution features.

2 Study area and data sources

2.1 Study area

Longnan County has a total area of 1,640.55 km? and is located in
the zone of 114°23'-114°59" E longitude and 24°29'-25°01" N latitude
(Figure 1). Longnan County has a typical subtropical humid monsoon
climate with an annual average temperature of 19.2°C, according to the
data. It has seasonal rainfall, with the wet season lasting from March to
August, and the annual average precipitation is approximately
1,506 mm. The Longnan stratum spans the Upper Proterozoic
Sinian stratum to the Cenozoic Quaternary stratum. Other strata
exist except for the Ordovician and Silurian strata in the middle
stratum. The strata in the study area are classified as sedimentary rock,
metamorphic rock, intrusive rock, Quaternary alluvial layer, and
magmatic rock based on their lithology. Denuded hills are in the
middle, where expose Cretaceous and Jurassic thin siltstone, magmatic
rocks, and volcanic clastic rocks. The county’s surroundings are the
Quaternary alluvial layer, which has loose soil. Longnan is high in the
southwest and low in the northeast, with folds and fractures as the
primary tectonic features (Cui et al., 2016; Zhang et al., 2015). The
most common landform types are eroded moderate and low
mountainous areas, as well as eroded and denuded hilly areas.
Furthermore, the county has a dense population distribution,
engages in a variety of engineering activities, and the territory is
primarily dependent on the mountains for self-built houses and roads.
Because of the lack of slope support measures and means of protection,
as well as the high rainfall in the study area, flash floods and other
geological hazards are easily triggered. As a result, the predictive
modeling of flash floods in this study area is important.

As 0f 2014, there were 127 geological hazard sites in the study area.
The eroded low mountainous area and the eroded and denuded hilly
area have the highest hazard sites in each geomorphological area. At
the same time, flash floods are primarily distributed in Longnan
County’s central eroded and denuded hilly area, which is primarily
located in the distribution range of metamorphic rocks. Based on
previous studies and extensive literature (Guzzetti et al., 1999; Zhao
et al,, 2018; Roy et al., 2020; Wang et al., 2021; Elkhrachy, 2022), the
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FIGURE 1

Overview of the study area and flash flood inventory.

difficulty of extracting environmental factors, the weight and effect of
type factor, the
geomorphological characteristics of the study area, and the model’s

each of environmental topographic and
accuracy, 14 environmental factors such as elevation, rainfall, and
highway density are chosen as input variables for flood susceptibility
prediction modeling. Figure 1 depicts an overview of the study area as

well as a flash flood inventory.

2.2 Data sources and the classification of grid
units

The sources of the flash flood basic data for the study area include:
1) The flood flash inventory investigated by Longnan County Land
and Resources Bureau and specific information by field survey; 2) The
geodata cloud platform is used to download digital elevation model
(DEM) data with a spatial resolution of 30 m. Then, using ArcGIS
10.2 software’s spatial analysis tools, extract environmental factors
such as elevation, aspect, slope, profile curvature, and plan curvature;
3) Landsat-8 remote sensing images with a spatial resolution of 30 m
downloaded from the Chinese Academy of Sciences’ Earth
Observation Center are used to obtain land cover factors such as
the normalized difference vegetation index (NDVI) and modified
normalized difference water index (MNDWI); 4) The lithology
factor in the study area is derived from a 1:50,000 scale China
Hydrogeological map; 5) The rainfall factor is derived by
downloading China’s average annual rainfall from 1975 to
2015 from the China Meteorological Data Sharing Network
(Huang et al.,, 2022a; Li et al., 2020).

Regional, slope, grid, terrain, and uniform condition units are
some of the most commonly used evaluation units (Huang et al,
2021a). Because the grid unit is simple, efficient, and widely used (Xiao
et al., 2022), the flash flood inventory chooses a grid with a 30 m
resolution as the flash flood prediction unit for this study. The entire
research area is divided into 1,842,345 units.
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3 Research framework

This study compares and analyzes the modeling results of MLP,
LR, SVM, and RF models to estimate their susceptibility prediction
performance. The following are the main contents.

(1) Based on the information from the flash flood inventory and the
geological environment, 14 basic environmental factors that are
highly correlated with flood occurrence are identified. The
correlation between the factors is then evaluated using
Pearson’s correlation coefficients in SPSS Statistics software,
and basic environmental factors with absolute correlation
coefficients greater than 0.7 are eliminated (Cao et al, 2020;
Lee et al., 2020).

(2) The original data of three environmental factors, NDVI, MNDWTI,
and surface radiation, are normalized and the other factors are
kept constant. Then the original data of 14 environmental factors
is directly used as the input variables of four classical machine
learning models, MLP, LR, SVM, and RF, and the flash flood and
non-flash flood (denoted as 1 and 0) are considered the output
variables. The combined flash flood and non-flash flood samples
are then randomly divided into two sets, the training dataset and
the test dataset, in a 7:3 ratio (Huang et al., 2022b).

(3) To achieve the best prediction accuracy, the model parameters are
adjusted by cross-validation (Yao et al., 2022).

(4) The model’s predicted flash flood susceptibility index is imported
into ArcGIS 10.2 software to generate flash flood susceptibility
maps. Furthermore, based on the natural break method, the
predicted flash flood susceptibility index is divided into five
levels: very low, low, moderate, high, and very high (Pham
et al., 2020).

(5) The prediction performance of the four machine learning models
discussed above is evaluated using the receiver operation
characteristic (ROC) curve and susceptibility index distribution
(Haoran et al., 2019).
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FIGURE 2
The flow chart of the research framework.

4 Flash flood-related environmental
factors

4.1 Environmental factors

The interaction of basic and externally induced environmental
factors can result in geological hazards, and the selection of
environmental factors can affect the reliability and accuracy of
prediction results (Varnes, 1984; Abedi et al.,, 2022). As a result,
identifying the effective environmental factors influencing flood
occurrence is critical for flood susceptibility mapping (Rahmati
et al., 2016). Based on researches on the causes of flash floods, an
analysis of the study area’s topographic and geomorphological
features, and a review of relevant literature on geological hazard
susceptibility, Figure 2 it can be concluded that the occurrence of
geological hazards such as flash floods is primarily related to basic
environmental factors such as geology, hydrology, and topography, as
well as externally induced environmental factors such as rainfall and
human activity (Guzzetti et al., 1999; Zhao et al., 2018; Roy et al., 2020;
Wang et al., 2021; Elkhrachy, 2022). As a result, 14 representative
environmental factors, such as elevation, slope, and aspect, are
chosen as input variables for the models in this study, as
illustrated in Figure 3 and Table 1. The original data of each
environmental factor are obtained by using the conversion tool of
the spatial analysis tool in ArcGIS software to perform grid
turning point, and NDVI, MNDWTI, and surface radiation are
normalized. The various environmental factors are then used as
input variables in predictive modeling to assess flash flood
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susceptibility, yielding a more accurate flash flood prediction
model.

(1) Topographic and geomorphological factors: Based on the DEM
data obtained through downloading, ArcGIS 10.2 software is used
to extract topographic and geomorphological factors such as
elevation, slope, aspect, plan curvature, and profile curvature
(Sun et al., 2020; Huang et al., 2022c¢). Elevation is defined as
the distance along the plumb line from the grid unit to the earth’s
ellipsoid (Chang et al., 2020). Furthermore, elevation serves as an
indirect proxy for regional climate, land cover distribution, and
the impact of rock weathering at different elevations on flash flood
evolution (Marjanovic¢ et al., 2011). The slope denotes how steep
the land surface is. The flow velocity increases as the slope
increases (Mahmoud and Gan, 2018). However, on steep
slopes, infiltration is less and runoff is more. Excessive runoff
can cause flash floods in downslope flat areas. Therefore, the
probability of flash floods is generally higher in flat areas near and
adjacent to high-gradient side slopes (Pham et al., 2020). Having
an effect on soil moisture and weathering, the aspect refers to the
direction of the projection of the slope normal on the horizontal
plane (Chang et al., 2020; Huang et al., 2020c). Plan curvature is
obtained as a representation of flow convergence and divergence
using the ArcGIS tool to extract the slope from the aspect (Panahi
et al,, 2021a). Profile curvature is an extraction of slope from the
slope that is primarily concerned with delineating areas of active
and weak water runoff (Abedi et al., 2022). The magnitude of
ground cutting and fragmentation is conveyed by gully density

frontiersin.org


https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2023.1117004

Chen et al.

2

~

10.3389/feart.2023.1117004

Slope(°)
M 655

Elevation(m) -

o921
b 1m0
oK

Aspect(®)
- 360.0

Lithology
W P, KT

Terrain wetness
index

37.7

23

Highway density
(km/km?)

FIGURE 3

Part of the basic environmental factors of flash floods in Longnan County: (A) Elevation, (B) Slope, (C) Aspect, (D) Lithology, (E) MNDWI, (F) NDVI, (G) Plan
curvature, (H) Profile curvature, (I) Surface radiation, (3) Terrain wetness index, (K) Gully density, (L) Highway density.

(Sheng et al., 2022). Using the hydrology function of ArcGIS
10.2 Spatial Analyst Toolbox, streams in the study area are
extracted from the DEM. The gully density is also calculated
using the ArcGIS Spatial Analyst tool, which is the total length of
the streams per unit area (Liu et al., 2022). The distribution of all
of the above environmental factors has a significant impact on
flash flood development.

Hydrological environmental factors: Water not only accelerates the
erosion of geotechnical bodies, but it also causes loosening and
deformation of the interbedded layers in the soil, which promotes the
development of flash floods in the event of heavy rainfall (Liu et al,,
2019a). Flow analysis, depression determination, depression filling,
confluence analysis, and river network analysis of DEM data by
ArcGIS 10.2 software characterize hydrological environmental
factors (Chang et al, 2022). The MNDWI is based on the
normalized difference water index with a modification of the
wavelength combinations that make up the index and is
commonly used to represent surface hydrological information
(Sheng et al, 2022). Using MNDWTI, you can better reveal the
the
distribution of suspended sediments and changes in water quality,

microscopic  characteristics of water bodies, such as
and identify water bodies in urban areas with high accuracy (Shu
et al., 2022). As an indicator of water accumulation in a watershed,
the terrain wetness index implies the likelihood of any area within the
watershed approaching saturation and reflects geotechnical wetness
(Chapi et al, 2017). Its values are positively correlated with the

occurrence of flash floods (Liu et al., 2021). The rainfall factor is

Frontiers in Earth Science

05

calculated by using the interpolation method to extract the grid of
China’s average annual rainfall from 1975 to 2015 downloaded from
the China Meteorological Data Sharing Network. Because flash
floods are defined as rapid flooding in a region within a short
period of time (Bobrowsky, 2013), they are closely related to rainfall
within each region. Using rainfall factors as input variables has a
significant impact on flash flood susceptibility model prediction
results (Criss, 2022; Dai et al.,, 2021; Li et al.,, 2021a).

Basic geological and land cover factors: The lithology factor can
reveal mechanical properties of soil in each area and has a
significant impact on the occurrence of geological hazards (Liu
et al, 2019b). Longnan County’s stratigraphic rocks include
sedimentary rocks, metamorphic rocks, intrusive rocks, and
Quaternary alluvial layers, according to geological data and
previous studies. The vegetation growth and vegetation cover is
represented by NDVI (Xiao et al., 2022). Vegetation acts as a soil
consolidator and retainer, which helps to prevent erosion. The
larger the NDVT value, the larger the vegetation cover and the lower
the probability of flooding (Liu et al., 2021). As a result of studying
the effect of different vegetation cover on flash flood susceptibility, a
more accurate model of flash flood susceptibility can be derived.
Human activity factors: Highway and population distribution
are often accompanied by extensive engineering
activities, which the study geological
characteristics, soil structure, and stress characteristics, thus

Zones

change area’s

contributing to the occurrence of geological hazards (Guo
et al,, 2021; Xiao et al,, 2022). Surface radiation is related to
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TABLE 1 Original data of each basic environmental factor.

Environmental factors Variable value Grids in the study area Grids in a flash flood
Elevation (m) [189.038,288.535) Continuous 321655 571
[288.535,375.054) 447009 827
[375.054,457.247) 363067 222
[457.247,543.766) 281319 187
[543.766,634.611) 187893 18
[634.611,738.434) 129592 0
[738.434,868.213) 82452 0
[868.213,1292.156] 29358 0
Slope () [0,4.627) Continuous 303351 365
[4.627,8.997) 376257 475
[8.997,13.110) 362859 325
[13.110,16.965) 296030 318
[16.965,20.821) 227282 184
[20.821,24.934) 156110 136
[24.934,29.818) 90137 18
[29.818,65.548] 30319 4
Aspect () -1 Continuous 213 0
[0,22.5),[337.5,360] 225668 185
[22.5,67.5) 203275 63
[67.5,112.5) 234841 52
[112.5,157.5) 261363 185
[157.5,202.5) 224726 206
[202.5,247.5) 202983 194
[247.5,292.5) 226164 433
[292.5,337.5) 263112 507
Lithology Pt, K, J Discrete 888416 834
Z, Pty 72738 244
e, E 294991 319
0,D,Q 366906 122
CY 187841 245
T 31357 61
MNDWI [0,0.157) Continuous 79291 91
[0.157,0.294) 171110 177
[0.294,0.408) 278621 232
[0.408,0.518) 313888 237
[0.518,0.627) 308717 268
[0.627,0.745) 303827 314
[0.745,0.878) 230441 277
[0.878,1] 156450 229

(Continued on following page)
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TABLE 1 (Continued) Original data of each basic environmental factor.

Environmental factors Variable value Grids in the study area Grids in a flash flood
NDVI [0.480,0.681) Continuous 33841 17
[0.681,0.728) 56183 92
[0.728,0.767) 111291 203
[0.767,0.797) 227631 445
[0.797,0.824) 347136 459
[0.824,0.853) 436101 385
[0.853,0.885) 405218 159
[0.885,0.979] 224944 65
Plan curvature [0,9.907) Continuous 335955 397
[9.907,18.535) 405874 344
[18.535,27.803) 290259 271
[27.803,37.709) 215758 213
[37.709,48.256) 162764 184
[48.256,59.121) 128860 128
[59.121,70.946) 119318 94
[70.946,81.492] 183557 194
Profile curvature [0,1.791) Continuous 434806 443
[1.791,3.444) 470627 578
[3.444,5.235) 378849 386
[5.235,7.164) 256694 228
[7.164,9.368) 159318 108
[9.368,11.986) 88119 57
[11.986,15.567) 41880 19
[15.567,35.131] 12054 6
Surface radiation 0 Continuous 0 0
(0,0.580) 38329 0
[0.580,0.667) 91940 0
[0.667,0.741) 131302 19
[0.741,0.812) 196488 97
[0.812,0.882) 304086 124
[0.882,0.941) 309820 184
[0.941,1] 770380 1401
Terrain wetness index [2.342,5.259) Continuous 575455 477
[5.259,6.880) 719772 756
[6.880,8.824) 335400 352
[8.824,11.255) 133303 184
[11.255,14.496) 59228 30
[14.496,23.733) 18976 26
[23.733,33.294) 85 0

(Continued on following page)
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TABLE 1 (Continued) Original data of each basic environmental factor.

Environmental factors Variable value

10.3389/feart.2023.1117004

Grids in a flash flood

Grids in the study area

absolute surface temperature, which can reflect regional
temperature changes, and human activities will also shape
surface radiation distribution (Li et al., 2022).

4.2 Correlation analysis among
environmental factors

The issue of multi collinearity arises in flash flood susceptibility
prediction when there is a high correlation between environmental
factors, which leads to an increase in error and a decrease in the
prediction accuracy of machine learning models (Erener, 2009;
Tehrany et al, 2019). To avoid this effect, Pearson’s correlation

Frontiers in Earth Science

[33.294,43.665] 126 0
Gully density (km/km?) [0,0.335) Continuous 130468 0
[0.335,0.512) 251649 0
[0.512,0.670) 304011 177
[0.670,0.827) 326880 67
[0.827,0.984) 304533 774
[0.984,1.141) 243056 336
[1.141,1.319) 190752 402
[1.319,1.742] 90996 69
Highway density (km/km?) [0,0.233) Continuous 300064 0
[0.233,0.731) 522923 219
[0.731,1.329) 499043 573
[1.329,2.060) 286928 809
[2.060,3.024) 130962 224
[3.024,4.319) 68302 0
[4.319,6.114) 20460 0
[6.114,8.473] 13663 0
Population density (km/km?) [78,126.039) Continuous 20156 243
[126.039,148.686) 116000 164
[148.686,163.784) 199033 228
[163.784,178.882) 286524 331
[178.882,196.039) 322175 553
[196.039,215.941) 298677 251
[215.941,236.529) 319857 34
[236.529,253] 279923 21
Rainfall (mm) [0.280,0.307) Continuous 524252 157
[0.307,0.330) 680084 1610
[0.330,0.359) 364758 58
[0.359,0.393] 273251 0

coefficient is used in SPSS Statistics software to calculate the
correlation between the factors. The environmental factors with
absolute correlation coefficient values greater than 0.7 are then
eliminated. Furthermore, because the lithology factor is a
disordered multi-categorical discrete variable, in order to intuitively
reflect the influence of different attributes of this independent variable
on flash flood susceptibility and improve the model’s accuracy and
precision, this study set the lithology factor as six types of dummy
variables, namely Mesoproterozoic Erathem (Pt,), Jurassic and
Cretaceous(J, K); Neoproterozoic Erathem (Z, Pt;); Cambrian (€)
and Tertiary (E); Ordovician (O), Devonian (D) and Quaternary
(Q); Carboniferous (C) and magmatic rock group (Y); Triassic (T).
In SPSS Statistics software, the dummy variables of Pt,, J, and K are
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TABLE 2 Correlation coefficient matrix diagram of some environmental factors.

10.3389/feart.2023.1117004

Elevation Aspect Rainfall Gully Slope Population Highway Surface
density density density radiation
Elevation 1
Aspect -0.030 1
Rainfall 0.522 -0.029 1
Gully density ~0.627 0.006 ~0.166 1
Slope 0473 0.129 0.174 -0.375
NDVI 0382 -0.250 0.180 -0.277 0275 1
Population ~0.009 -0.340 0257 0.076 -0.094  0.050 1
density
Highway density -0.585 0.033 -0.319 0.549 ~0.435 | —0.448 0.095 1
Surface radiation -0.225 0.516 -0.177 0.204 -0252 | -0.390 ~0.460 0284 1
5.1.1 Multilayer perceptron (MLP)
Input Layer Hidden Layer  Output Layer Rosenblatt’s MLP neural network concept, first proposed in 1952,

Rainfall —> ()

Slope —> e‘\\}\ ‘

Lithology —» ‘ S

AR

>’ Susceptibility

)~ =X
Highway density —> L,/,/%

Population density —> e

FIGURE 4
Multilayer perceptron structure diagram of flash flood susceptibility
evaluation.

first valued as 1, and the values of other categories are 0. Secondly, the
dummy variables of Z and Pt; are valued as 1, and the other categories
are valued as 0. Then and so on. Table 2 shows the results, which show
that the absolute values of the correlation coefficients among the
environmental factors are less than 0.7. It shows that there is no
significant relationship between the factors, and all of them can be
used as input variables for flash flood susceptibility modeling.

5 Research methods
5.1 Machine learning models

MLP, LR, SVM, and RF are four classic machine learning models
chosen for modeling.

Frontiers in Earth Science

is a multilayer feed forward artificial neural network model used to
predict data regression. The MLP structure is divided into three layers:
input, hidden, and output. The basic units of the MLP model are
neurons, which are located in the layers. The basic units between each
layer are fully connected, and weights are used to represent the
strength of their connection. All inputs are weighted and added
together with bias. The activation function then realizes the non-
linear mapping output so that the output amplitude of the basic units
is limited to a specific range, typically (-1, 1) or (0, 1) (Alimi et al,,
2019; Janizadeh et al., 2019). The formula is as follows:

ni,j = f Zni_l’j X LUJ + b] (1)
j

where, w is the connection weight between two adjacent layers of
neurons, b is the bias value of the neuron, and f is the activation
function. Figure 4.

5.1.2 Logistic regression (LR)

The LR model, as a binomial classification-based regression
analysis model, can use discrete or continuous variables as
independent variables without the need for a normal distribution
(Do et al,, 2020). The dependent variable in the analysis of flash flood
susceptibility is a binary variable representing the absence (0) or
presence (1) of flash floods. The environmental factor is used as
the independent variable (X,), and the probability of flash flood
occurrence is solved using a logistic regression function. The
formula is as follows:

Z= By + B X, + B,X; +..+B,X,, (l =0,1,2,.., n)

P=1/(1+¢7) @)

where Z is the weighted sum of variables, P is the probability of flash
flood occurrence with a value between 0 and 1, B; is the regression
coefficient, and X; is the independent variable influencing flash flood
occurrence.
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5.1.3 Support vector machine (SVM)

The SVM works on the principle of mapping an instance’s feature
vector to a higher dimensional feature space based on certain rules and
then seeking the optimal hyperplane that maximizes the classification
interval of the data in this space. Finally, the output variables can be
separated linearly (Cortes and Vapnik, 1995; Amol et al., 2021).
Assume a set of training data and then use the SVM decision
function to define its decision boundary, as shown in Eq. 3:

f(xX)=w'X+b 3)

where " is the normal vector determining the optimal hyperplane’s
direction, X is the non-linear mapping function, and b is the
hyperplane’s offset from the origin. Eq. 4 can be used to calculate
w and b:

N
Minimization function: g(w,£) = [l@|* + cz&

. (4)
i=1
Constrained to: y; ((w,x) +b)>1-¢,£,>0

where §; is the relaxation variable, and ¢ > 0 indicates the
regularization variable of error.

5.1.4 Random forest (RF)

The RF model is a classifier made up of several decision trees.
The model typically employs the Bootstrap method to draw
samples at random as a training set with put-back and select
feature variable subspace randomly. The decision tree modeling
is then carried out. Finally, voting is used to classify the modeling
results of all decision trees (Mohammady et al., 2019; He et al,,
2021; Deng et al., 2022). The RF makes use of an ensemble learning
method that makes use of multiple independent decision trees. As a
result, its accuracy is higher than that of most single algorithms.
Furthermore, because the training samples for each tree and the
feature variable subspace are chosen at random, the model is
unlikely to overfit (He et al., 2021).

5.2 Accuracy and uncertainty evaluation of
flood flash susceptibility

Evaluation is an important step in prediction modeling because
without it, the results are unreliable (Panahi et al., 2021b).

5.2.1 Assessment of modeling accuracy based on
ROC curve

This study uses ROC curves and the area under the curve (AUC)
to analyze the prediction results of four machine learning models:
MLP, LR, SVM, and RF. The ROC curve’s x-axis represents the false
positive rate (FPR), and the y-axis represents the true positive rate
(TPR), which can be calculated using Egs. 5, 6, respectively. AUC, a
performance metric that measures the merit and prediction accuracy
of machine learning models, typically ranges between 0.5 and 1. The
closer the value is to one, the more accurate the corresponding
machine-learning model algorithm is (Tien Bui et al, 2016;
Khosravi et al., 2018).

TP
TPR=——_
R TP +FN ®)
FPR = Fp (6)
" FP+TN
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where, TP represents the number of flood points that can be correctly
classified as a flood class, TN represents the number of non-flood
points that can be correctly classified as a non-flood class, FN
represents the number of flood points misclassified as a non-flood
class, and FP represents the number of non-flood points misclassified
as a flood class.

5.2.2 Distribution characteristics of susceptibility
index

The susceptibility index’s distribution characteristics are primarily
quantified in terms of the mean value (MV) and standard deviation
(SD). The MV represents the central tendency of the regional flood
susceptibility index distribution, whereas the SD represents its degree of
dispersion (Li et al., 2020). The lower the MV, the lower the likelihood of a
flash flood in the region. The higher the SD, the better the susceptibility
index discrimination and the lower the uncertainty of the corresponding
machine-learning model prediction results (Huang et al., 2020a). When the
MV of a model’s susceptibility index is small and the SD is large, it is
considered more reliable (Huang et al., 2022d).

5.2.3 Significance difference of susceptibility indexes

In this study, the Kendall synergy coefficient test is used to analyze
the significance difference between the predicted susceptibility indexes
of the models, and the null hypothesis of this test is that the
susceptibility results of different models are consistent (Li et al,
2021). The formula of its rank correlation coefficient W is as follows:

12 C
m? (n® — n) Z[Ri -

i-1

where m is the evaluation model, n is the sample number, R; is the sum
of the rank of the i th sample, and W € [0 1]. When the susceptibility
prediction results are consistent, W is taken as 1. When the value of W is
less than 1, the Kendall synergy coefficient should reject the null
hypothesis. The significance difference between modeling results is

W =

m(n+1)]2 @

2

evaluated using a chi-square test at a 5% level of significance.
Therefore, if the calculated significance level is less than or equal to
5%, the null hypothesis is rejected as the modeling performance is
significantly different and vice versa (Li et al., 2021b).

6 Assessment of flash flood susceptibility
6.1 Sample selection

The environmental factors in Longnan County are divided into
1,842,345 grids and 17 flash flood surfaces based on the 30m
resolution, and potential flash flood areas that have occurred are taken
and transformed into 1,825 grids. All flash flood grid units are converted
into flash flood points and their susceptibility is assigned to 1, while
1,825 non-flood grid units are chosen at random from the entire study area
and converted into non-flood points and their susceptibility is assigned to
0. The assigned flash flood and non-flood susceptibility values are taken as
the output variables of the model. A total of 3650 flash flood points and
non-flood points are linked with their corresponding environmental factor
original data. The flash flood and non-flood points are further randomly
divided into a training dataset and a test dataset in a 7:3 ratio. The training
dataset is used for model training and construction, and the test dataset is
used to evaluate the generalization ability of the final model.
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FIGURE 5

Flash flood susceptibility diagram of each model: (A) MLP, (B) LR, (C) SVM, (D) RF.

6.2 Flash flood susceptibility prediction

6.2.1 Machine learning modeling and parameter
setting

The MLP, LR, SVM, and RF models are trained and tested using a
training dataset of 2,555 flash flood-non-flash flood grid samples and a
test dataset of 1,095 flash flood-non-flash flood grid samples. The
trained models are then used to predict flash flood susceptibility for
1,842,345 points in the study area.

To obtain the most accurate prediction results from the model, the
model’s parameters are adjusted one by one using the out-of-bag error
screening method and cross-validation. Finally, the SVM model’s
regularization parameter C is set to 10, the regression accuracy e to 0.1,
and the RBF kernel function parameter to 0.3; all other models are left
alone (Chen et al., 2021).

6.2.2 Flash flood susceptibility mapping

The predicted flash flood susceptibility data from SPSS Modeler
18.0 software are imported and converted into grid units in ArcGIS
10.2 software. The predicted flash flood susceptibility index is then
classified into five levels based on the natural break method in the
classification method: very low, low, moderate, high, and very high.
The results of flash flood susceptibility predicted by MLP, LR, SVM,
and RF models in Longnan County are shown in Figure 5 and Table 3,
and it can be concluded that the majority of Longnan County is in very
low and low flood-prone areas. The very low and low flood-prone areas
predicted by MLP and SVM models, on the other hand, are significantly
larger than those predicted by LR and RF models, and the high and very
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high flood-prone areas predicted by LR and RF models are more
prominent than those predicted by MLP and SVM models.

Longnan County’s very low and low flood-prone areas are mostly
concentrated in the southwest, while the high and very high flood-
prone areas are mostly concentrated in the center and extend in a
strip-like pattern in all directions. The primary reason for this is that
tectonic erosion hills dominate the central part of Longnan County,
where gullies and ravines can be found. Furthermore, the county’s
surroundings are the Quaternary alluvium layer, whose soil is
relatively loose, and the likelihood of flash floods is higher during
the heavy rainfall period in the subtropical humid monsoon climate.
Longnan County also has a relatively dense population distribution
and engages in a variety of engineering activities. The area is primarily
dependent on mountains for self-built houses and roads, and the study
area’s high-intensity engineering activities contribute to flash floods.

7 Discussion

7.1 Evaluation of susceptibility prediction
accuracy

The ROC curve and its AUC value are used to estimate the
accuracy of flash flood susceptibility prediction. The closer the
ROC curve is to the upper left corner of the graph, the more
sensitive the model is and the lower the likelihood of error. The
larger the distance between two adjacent ROC curves, the greater the
difference in prediction performance of two corresponding machine
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TABLE 3 Classification results of flash flood susceptibility index.

Machine learning models

Susceptibility levels

Grids in the study area

10.3389/feart.2023.1117004

Ratio of grids in the study area (%)

learning models. The AUC can be used to quantify prediction
accuracy; that is, the one-dimensional curve is mirrored by the
two-dimensional area, making model prediction accuracy judgment
more intuitive (Pradhan and Lee, 2010; Youssef et al., 2016). The AUC
value is proportional to the model’s prediction accuracy. Figure 6
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MLP Very low 1558322 84.58
Low 71675 3.89
Moderate 46069 2.50
High 48445 2.63
Very High 117834 6.40
LR Very low 862680 46.83
Low 310515 16.85
Moderate 249722 13.55
High 223552 1213
Very High 195876 10.63
SVM Very low 1489470 80.85
Low 110841 6.02
Moderate 67058 3.64
High 64012 347
Very High 110964 6.02
RF Very low 709172 38.49
Low 436183 23.68
Moderate 369373 20.05
High 206100 11.19
Very High 121517 6.60
shows how the ROC curve is used to assess the accuracy of the MLP,
10 LR, SVM, and RF models in predicting flash flood susceptibility in
Longnan County. The AUC values of each model are ranked from
ig b largest to smallest, as shown in the figure: AUC(RF) > AUC(MLP) >
’ AUC(SVM) > AUC(LR), implying that the RF model has the best
prediction accuracy for flash flood susceptibility, followed by the MLP
E og and SVM models, and the LR model has the worst. However, all four
:‘é machine learning models perform well in terms of prediction.
A 04
— MLP (AUC=0.973)
——SVM(AUC=0.964) . . . T .
4% LR Caticsonss 7.2 Distribution rule of susceptibility index
—RF (AUC=0.975)
i l . . . The standard deviation and mean value measure the dispersion
T0.0 02 0.4 0.6 0.8 1.0 and central trend of the flood susceptibility index distribution,
1-Specificity respectively. The model is more reliable when the mean value is
FIGURE 6 smaller and standard deviation is larger. The results of flash flood
ROC curves of each model predicting flash flood susceptibility. susceptibility prediction revealed that the four models’ mean values of
the susceptibility index are ranked from largest to smallest:

LR>RF>SVM>MLP (Figure 7). The MLP and SVM models predict
a susceptibility index that is primarily distributed at a very low
susceptibility level. The index shows a decreasing trend from very
low to high susceptibility levels, with a slight increase in the very high
susceptibility level. The susceptibility index predicted by the LR and
RF models is concentrated in the very low and low susceptibility levels,
with the index overall decreasing from very low to very high
susceptibility. Furthermore, the mean values of the predicted
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FIGURE 7

Distribution rule of flash flood susceptibility index: (A) MLP, (B) LR, (C) SVM, (D) RF.

susceptibility index for all four models are in the low susceptibility
range. When combined with the AUC values of the models, it is clear
that the MLP model has the lowest mean value of susceptibility index
while maintaining high prediction accuracy. At the same time, the LR
model not only has the lowest prediction accuracy but also the highest
mean value of susceptibility index, implying that the MLP model has
the lowest prediction uncertainty, the SVM and RF models have the
second highest, and the LR model has the highest prediction
uncertainty.

Furthermore, Figure 7 shows that the LR model has the greatest
dispersion of the predicted susceptibility index, followed by the MLP
and SVM models, and the RF model has the smallest. Overall, all four
models have small mean values and large standard deviations,
allowing differences in susceptibility index to be more accurately
reflected. Furthermore, a low susceptibility index can represent as
much known flash flood inventory information as possible. When the
above ROC curves and their AUC values, mean value, and standard
deviation of the susceptibility index are combined, it is concluded that
the MLP model has the best prediction performance for flash flood
susceptibility, followed by the SVM and RF models, and the LR model
has poor prediction performance.

7.3 Significance difference analysis of flash
flood susceptibility indexes

The Kendall synergy coefficient test is used to test the significant
difference between the flash flood susceptibility indexes under any two
groups of different models. If the Kendall rank correlation coefficient
W is less than 1 and the significance of the test result is less than 0.05,
the difference between the flash flood susceptibility indexes under
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these two groups of models is significant and the null hypothesis
should be rejected.

The test results show that the significance level between the flash
flood susceptibility indexes of each model is less than 0.05 and the
value of W is 0.449. Thus, it is clear that the difference between the
susceptibility indexes under each model is significant and the null
hypothesis should be rejected. Therefore, it is necessary to explore the
modeling uncertainty under different machine learning model work
conditions to find a reliable and stable susceptibility prediction model.

7.4 The contributing environmental factors of
flash flood susceptibility

The top contributing environmental factors of flash flood
susceptibility are the most important environmental factors in
controlling the occurrence of flash floods. Their significance can be
used as a theoretical reference for studying flash flood susceptibility (Li
etal., 2022c). SPSS Modeler and R Studio software are used to analyze
14 environmental factors of MLP, LR, SVM, and RF models in this
study. The importance ranking of each environmental factor is derived
(Figure 8), revealing that elevation, gully density, and population
density are the top contributing factors of flash flood susceptibility
in Longnan County. MNDWI, plan curvature, profile curvature, and
other environmental factors, on the other hand, have minor effects on
flash flood susceptibility.

Although the importance of
environmental factors differ between machine learning models,

ranking and magnitude

they are generally similar. As shown in Figure 8, the environmental

factors with a higher importance in the MLP and RF models are
elevation, highway density, gully density, rainfall, and population
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Importance ranking of environmental factors: (A) MLP, (B) LR, (C) SVM, (D) RF.

density. The top five environmental factors are the same for the MLP
and RF models. However, elevation is more important in the MLP
model, and rainfall is more important in the RF model. Besides, only
four of the top five environmental factors in the SVM model are the
same as the MLP and RF models, while the LR model has only three.
This leads to the difference in the model’s susceptibility prediction
mapping and indirectly proves that MLP and RF models have similar
and highest prediction accuracy, followed by SVM and LR models.

7.5 Problems and frontiers of machine
learning model prediction susceptibility

Lietal. (2022) proposed a combination of LR and RF models with
embedded feature selection for flash flood susceptibility prediction in
the mainstream basin of the Songhua River and concluded that both
models exhibited accurate and reliable performance. However, the RF
model had better prediction performance than the LR model. Sellami
et al. (2022) compared the flash flood susceptibility prediction
performance of several machine learning models and found that
the RF model had the highest performance, followed by the ANN
and SVM models. Janizadeh et al. (2019) used five machine learning
methods to estimate flash flood susceptibility in the Tafresh watershed
of Iran and revealed that the ADT method was the best. The FT
method ranked second, followed by KLP, MLP, and QDA. While the
results of this study are that the MLP model has the best prediction
performance, followed by the SVM, RF, and LR models, respectively.
However, the results of this study are generally the same as the results
of the above-mentioned literature analysis. The MLP, SVM, and RF
models are relatively accurate and reliable models for predicting flash
flood susceptibility, and the LR model has poor prediction
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performance. Thus, it can be seen that the prediction performance
of different machine learning models is characterized by variability
and regionality due to the differences in the weights of the input
variables and the analysis methods.

In this study, the non-flood grid units are randomly selected in the
whole study area. Although there is no artificial interference, the non-
flood grid units selected by this method may be the potential units of
flash floods, and their stability is not high, which will lead to errors in
the susceptibility prediction results. In addition, due to the limitation
of basic data sources, the flash flood data in this study is limited.
Therefore, further research can focus on how to reasonably select non-
flood grid units to improve the prediction accuracy of machine
learning models. In the next research, we will collect more basic
data on flash floods, strive to expand the data source of flash floods,
and improve the modeling accuracy.

8 Conclusion

(1) Machine learning models can accurately predict regional flash
flood risk. The MLP, LR, SVM, and RF models all perform well in
terms of flood susceptibility prediction, and their flash flood
susceptibility maps and susceptibility index distribution maps
are generally similar. Longnan County’s very low and low
flood-prone areas are mostly concentrated in the southwest,
while the high and very high flood-prone areas are mostly
concentrated in the center and extend in a strip in all directions.
It is determined that the MLP model has the best prediction
performance for flash flood susceptibility, followed by the SVM

2)

and RF models, and the LR model has poor prediction
performance by comparing and analyzing the ROC curves and
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susceptibility index distribution maps of different machine
learning models.

According to SPSS Modeler and R Studio software, the top contributing
environmental factors of flash flood susceptibility in Longnan County

3)

are elevation, gully density, and population density. In contrast,
environmental factors such as MNDWI, plan curvature, and profile
curvature have a much lower impact on flash flood susceptibility.
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