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It has long been suspected that thermo-topographic flows, especially gravity currents, within vegetation canopies on complex terrain are one of the main reasons behind the failure to reconcile micrometeorological and biometric estimates of canopy-atmosphere exchange at many sites. However, the physical mechanisms governing the initiation and the scaling of these flows remain poorly understood. Here we present the results of a novel wind tunnel study that looks in detail at the flow within and above an open canopy in stably stratified conditions and investigates the physical mechanisms responsible for gravity currents within canopies. The wind tunnel simulations demonstrate that gravity currents are established through a complex balance of competing forces on the flow within the canopy. Three forcing terms act on the flow in the canopy as it passes over the hill. First is the hydrodynamic pressure gradient associated with the boundary layer flow aloft; second, a hydrostatic pressure gradient associated with the displacement of temperature and density surfaces by the hill, and finally a thermal wind term, where a streamwise pressure gradient is caused by changes in the depth of the temperature perturbations to the flow. The net balance of these forces is opposed by the canopy drag. Gravity currents, however, do not appear unless the turbulence, which supports the transport of momentum into the canopy, is also reduced. This suppression occurs preferentially deep within the canopy due to a Richardson number cut-off effect, which is directly linked to the different transport mechanisms of heat and momentum across the boundary layers on the canopy elements. The gravity current first appears at the ground surface, despite cooling profiles that are concentrated in the upper canopy. Once initiated, a gravity current can propagate substantial distances away from the triggering topography, driven by the thermal wind term. If shown to be robust these results have widespread implications for the micrometeorology, atmospheric boundary layer and numerical weather prediction communities.
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1 INTRODUCTION
Flow in the atmospheric boundary layer continually adjusts as it passes over the landscape with associated impacts on the exchange of mass and energy with the surface. At least in landscapes comprised of rough surfaces on gentle topography there is now a good understanding of the impacts on the flow and turbulence (e.g., Hunt et al., 1988a; Hunt et al., 1988b) and on the scalar fields and fluxes (e.g., Raupach et al., 1992; Raupach and Finnigan, 1997; Huntingford et al., 1998). However, our understanding of the impacts when the topography is covered by a plant canopy is far less complete (e.g., Lee, 2000; Finnigan et al., 2020).
As well as the impact of topography on the boundary layer itself, one application where its effects are critical is the measurement of the exchange of biologically important scalars between the surface and atmosphere using eddy flux towers, especially within the FLUXNET community (Baldocchi et al., 2000; Baldocchi et al., 2001; https://fluxnet.org). For practical reasons many FLUXNET sites are located in regions of complex topography and over tall canopies, and by design must operate in most synoptic conditions. The FLUXNET community has long suspected, and repeatedly confirmed, that the combination of a canopy, radiative cooling and topography can lead to the formation of thermo-topographic flows within the canopy, which can be decoupled from the flow above, even though this can remain turbulent (e.g. Staebler and Fitzjarrald, 2004; Froelich and Schmid, 2006; Goulden et al., 2006, van Gorsel et al., 2008). This is a serious problem because the eddy flux methodology relies on the turbulent coupling and rapid mixing of the air layers between the surface and the sensor locations.
Thermo-topographic flows also lead to advective fluxes, which cannot be measured from single towers. This can result in failure to close the energy balance and overestimation of diurnal carbon exchange because night-time respiration from soil and canopy is not measured at the flux instrument (e.g., Aubinet et al., 2005; Goulden et al., 2006; Foken et al., 2006). The issue is ubiquitous, and it is now routine to apply a filtering technique (e.g., the u* threshold) to remove and replace suspect episodes from the observations (Falge et al., 2001; Gu et al., 2005). However, such filtering techniques remain largely site specific and for some sites can lead to the removal of all data (e.g., van Gorsel et al., 2007). Methods to overcome the issue by direct measurements, for example, using multiple towers (Feigenwinter et al., 2008), measuring the fluxes across all sides of a control volume (Leuning et al., 2008), statistical interpolation (van Gorsel et al., 2007; van Gorsel et al., 2008) or the combination of tower and ancillary measurements using machine learning (e.g., Barzca et al., 2009; Emanuel et al., 2011; Metzger, 2018; Xu et al., 2018; Chi et al., 2019) are under continual development but are themselves faced with difficulties associated with observational techniques or site to site variability.
There has been a range of attempts to obtain detailed knowledge of the mechanisms responsible for thermo-topographic flows and how these relate to the easily observable features of a site, such as hill shape, canopy height and leaf area distribution. These have been comprehensively reviewed in Finnigan et al. (2020) and include directly relevant studies such as the field observations of van Gorsel et al. (2003) made as part of the large MAP-RIVIERA study of hill and valley flows (Rotach et al., 2004), the laboratory simulations of a turbulent gravity current through a canopy of obstacles in a flume by Hatcher et al. (2000) and the numerical modelling of Watanabe (1994), who studied the initiation of a gravity current in a canopy by radiative cooling. Analytic and numerical modelling of flow in canopies on hills has advanced considerably in the last two decades (e.g., Finnigan and Belcher, 2004; Ross and Vosper, 2005; Katul et al., 2006; Patton et al., 2006; Belcher et al., 2008; Harman and Finnigan, 2010; Belcher et al., 2012; Harman and Finnigan, 2013) explicitly included stability influences in extensions of earlier analytic models. What all these studies indicate, is that the presence of a deep canopy amplifies the effects of diabatic stability and promotes the development of gravity currents, but the model studies generally lack experimental validation, which has not yet been done in a systematic way.
Here we attempt to address this problem through some novel wind tunnel experiments. We investigate the flow past a gentle isolated 2-dimensional ridge, covered by a canopy, in neutrally and stably stratified conditions. Scale experiments can provide the controlled conditions required to obtain the repeatable and robust observations needed to understand the physical processes involved in any particular circumstance. They have been widely used in the field of boundary layer flow over hills (Finnigan et al., 1990; Ayotte and Hughes, 2003 and references therein), including in the case of neutrally stratified flow over hills covered with canopies (Finnigan and Brunet, 1995; Poggi and Katul, 2007a; Poggi and Katul, 2007b; Poggi et al., 2007; Harman and Finnigan, 2013).
While the FLUXNET problem provides the immediate motivation for these experiments, they also fill an important gap in our understanding of boundary layer flow in complex topography more generally, a field which has been comprehensively reviewed recently by Finnigan et al. (2020). Among many applications, better understanding is critical for the continued development of high-resolution numerical weather prediction, the representation of the surface energy balance and carbon cycle components within Earth system models, wind farm siting and yield predictions and the measurement and modelling of the long-distance transport of trace gases.
This paper is structured as follows: First we give a brief description of the underlying framework, through which we will analyse the results and then we describe the experimental configuration. Section 3 introduces the neutrally stratified reference case and tests whether we are able to simulate turbulent flow at low wind speeds, a necessary precursor for the stably stratified experiment. Section 4 then considers the behaviour of the flow as the wind speed is reduced, a stable layer is generated at the surface, and the gravity current is initiated. Section 5 describes some key characteristics of the resulting gravity current and section 6 looks more closely at its dynamics. We conclude with a general discussion and place these results in the context of full-scale flow.
2 FLOW OVER A GENTLE RIDGE IN STABLY STRATIFIED CONDITIONS
We consider the flow over a 2D hill aligned normally to the mean flow. The model hill is an isolated sinusoidal ridge where the hill surface, zs, given by
[image: image]
for [image: image] and 0 otherwise.
Where H is the hill height and L its half length. A hill can be considered gentle if H<<L.
The flow over topography is naturally analysed in a displaced co-ordinate system (X, Z) that follows the topography close to the surface but relaxes with height towards the conventional rectangular Cartesian co-ordinate system (x,z), where x is along and z normal to constant geopotential surfaces (Belcher, 1990; Belcher et al., 1993). A suitable choice for the lines of constant Z are the streamlines of inviscid, non-rotating flow over the hill forced by a uniform wind of unit magnitude. The streamwise coordinate X is then defined so that the coordinate system is orthogonal. Hence the displaced coordinate system is given by, [image: image], where [image: image] is the velocity potential and [image: image] the stream function of the potential flow over the hill so that the displaced co-ordinates (X, Z) are (Finnigan and Belcher, 2004), 
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for -2L>x>2L and equivalent to (x,z) outside of this range so that the origin of X and x coordinates is the hill crest. [image: image] is the height of the canopy and we maintain the conventional use of the ground surface as the Z co-ordinate origin, unlike recent modelling studies where the canopy top has been used as the vertical origin (e.g., Finnigan and Belcher, 2004; Poggi and Katul, 2007a; Poggi and Katul, 2007b; Harman and Finnigan, 2010; Harman and Finnigan, 2013).
A distinguishing attribute of a canopy, as opposed to a rough surface, is its ability to absorb momentum from the wind over an extended height range. In real canopies, the aerodynamic drag force exerted by the foliage is a mixture of pressure or ‘form’ drag and viscous drag but at the Reynolds numbers typical of real canopies, most of the drag is form drag and varies as the square of the local wind vector (Hoerner, 1965). Recognising this, our modelled canopy consists of bluff elements, practically all of whose drag is pressure drag. The canopy can therefore be characterised by an adjustment length scale, Lc (Finnigan and Brunet, 1995; Belcher et al., 2003; Belcher et al., 2008) and the (local) drag on the atmosphere is given by [image: image], with [image: image] the wind vector. Estimates of Lc are difficult to obtain directly from the morphology of the canopy elements as the effective drag coefficient of an element in a canopy is significantly less than the same element in isolation in an undisturbed airstream (Seginar et al., 1976; Belcher et al., 2003). A more practical approach, which we use here, is to use observations of the mean wind speed profile in the canopy to deduce the drag coefficient that would have produced it (e.g., Harman and Finnigan, 2007; Harman and Finnigan, 2013).
2.1 Governing equations
We can partition any variable property of the flow, [image: image] as,
[image: image]
where x is the position vector, the overbar represents the spatial and time average and primes the deviations from that average. [image: image] can be further partitioned into [image: image], which represents the background state well away from the topography, and [image: image], the component of the mean flow associated with the topography. The spatial average involved is that over thin slabs in the Z direction, sufficiently wide in the X and Y directions to cover a statistically meaningful number of canopy elements but small enough to allow any systematic streamwise variation to be observed (Finnigan, 2000; Harman Ian et al., 2016). For convenience, the space and time averaged wind vector will also be denoted by capitals i.e., [image: image].
The steady state equations for the mean streamwise (5a) and cross stream (5b) components of the flow in the displaced co-ordinate system given by Eqs 2, 3 form the basis of our analysis. These equations are derived in more detail in Supplementary Appendix S1,
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I. II III IV V VI VII
[image: image]
R is the local radius of curvature of the X coordinate lines and can be expressed in terms of the stream functions and potential functions that define the coordinates (Finnigan, 1983).
[image: image] is the slope of the streamlines, H is the Heaviside function defined so that H(z)=1 if Z < hc and zero otherwise. [image: image] is the kinematic turbulent flux of streamwise momentum in the Z direction (shear stress) and incorporates the so-called dispersive stresses that arise from spatial correlations between local variations in the mean flow (Bohm et al., 2012). [image: image] is the equivalent turbulent normal stress in the Z direction and p is the kinematic static pressure.
The potential temperature deficit, [image: image] is defined as the difference in local potential temperature [image: image] from the steady state background profile [image: image] at the same geopotential height. We identify [image: image] with the potential temperature profile measured at the furthest upwind position, x=−14L. Finally, we define the background reference temperature as [image: image] [image: image], i.e., the temperature of the free stream, well upwind of the heated surface so that [image: image] is the thermal expansion coefficient of the air. Note that the differentiation [image: image], which appears in the thermal wind terms (V) is along the Cartesian geopotential x coordinate as explained in Supplementary Appendix S1.
There are three pressure forcing terms in Eqs 5a, 5b. Term III is the hydrodynamic pressure gradient and is established by the response of the atmosphere well above the surface to the topography. For gentle hills, [image: image] is determined solely by the hill shape and is approximately constant in Z (Hunt et al., 1988a; Hunt et al., 1988b; Finnigan and Belcher, 2004). For neutrally stratified flow over sinusoidal ridges the hydrodynamic pressure has a minimum near the hill crest so that [image: image] drives the flow towards the hill crest both up and downwind (Finnigan and Belcher, 2004). However, the hydrodynamic pressure perturbation is strongly influenced by the background temperature or density profile [image: image] (e.g., Scorer, 1949; Scorer, 1953; Sykes, 1978; Hunt et al., 1988b; Kaimal and Finnigan, 1994; Belcher et al., 2008). Term IV is the hydrostatic pressure gradient, the component of the local buoyancy force in the streamwise (Eq. 5a) or the cross-stream (Eq. 5b) directions. If the air at any location is cooler than that of the background profile at the same geopotential height, this term acts to provide a downslope acceleration. Term V is the so-called thermal wind term, a buoyancy-related pressure gradient arising from streamwise variations in the depth of the perturbation temperature field (Mahrt, 1982 and Supplementary Appendix S1). [image: image] is the vertically integrated thermal deficit defined as,
[image: image]
and h(X) is the height at which [image: image]. The thermal wind term is caused by horizontal changes in the magnitude and depth of the layer of cooler air over the surface and so involves integration of the temperature deficit with geopotential height rather than the modified cross-stream coordinate Z (Supplementary Appendix S1).
The other terms in Eqs 5a, 5b represent the canopy kinematic drag (VII), the divergence of the turbulent stresses (VI) and the inertial acceleration (terms I and II respectively). The relative importance of I and II depends on the ratio of the hill length to the canopy adjustment length, [image: image] as discussed below. Except near stagnation points, term II is much smaller than term I in Eq. (5a) because W, the cross-stream mean velocity, is small by definition in the quasi-streamline coordinate system (see Supplementary Appendix S1). Term VII always opposes the flow, whereas term VI will in general be positive (at least in the case of monotonic shear). The inertial acceleration of the air at any location then is the result of the balance between the stress divergence, the three pressure gradient terms, and the canopy drag.
2.2 Experimental configuration
The experiments were performed in the CSIRO Pye Laboratory wind tunnel, an open return blower-type wind tunnel designed to simulate the flow in the atmospheric boundary layer (Finnigan et al., 1990). This facility has been used extensively to study the boundary layer flow over a variety of surface types, including over topography (Finnigan, 1988; Finnigan and Brunet, 1995; Ayotte and Hughes, 2003). The experimental section of the tunnel is 17 m long, 1.78 m wide and approximately 0.7 m high. The height of the tunnel roof is adjustable so that the streamwise pressure variations associated with the growth of the turbulent boundary layer can be minimized.
Experimentally it is easier to heat a surface than to cool it; by mounting the surface on the roof the (positive) buoyancy effects from heating then act in an analogous manner to (negative) buoyancy effects due to cooling in the real world once the vertical co-ordinate is reversed and temperature excesses are treated as temperature deficits.
The experiment is configured in seven sections, as shown schematically in Figure 1 (not to scale):
[image: Figure 1]FIGURE 1 | (A) Schematic of the experiment configuration used in the FC Pye Lab wind tunnel (not to scale). Labels indicate sections of the tunnel as introduced in the text: I, inflow section; S, suppression section; P, pegged section; C1, unheated canopy section; C2, heated canopy section; T, test section; and E, exit section. (B) Cross section of the canopy elements used, and (C) plan view of the element layout, with approximate measurement locations marked by “×”.
I Inflow section.
S Suppression section: used to minimise external influences on the flow and turbulence generated.
P 2 m of a rough, peg surface with an initial rapid increase in tunnel depth to trigger and generate a rough wall boundary layer.
C1 3 m of the canopy surface; used to generate an equilibrium canopy boundary layer.
C2 1.05 m of heated floor and canopy surface to generate the thermal boundary layer upwind of the hill.
T Test Section, 0.5 m of flat canopy surface followed by a 1.1 m long sinusoidal hill covered by the canopy then a further 0.5 m of flat canopy surface. The floor and canopy elements of the C2 and test sections can be heated independently.
E 1.2∼m of rough, peg surface.
The canopy elements and surface are constructed from copper plated circuit board material and painted black to enable efficient energy transfer from the element to the air and to provide contrast for flow visualisation. The elements are 60 mm high, 10 mm wide, separated by 45 mm in the streamwise direction, by 50 mm in the spanwise direction and configured in a staggered array as shown in Figure 1C. Heat is applied to the boundary layer by passing electricity through surface and canopy elements. The canopy elements are configured with their conducting copper surfaces varying with height so that approximately (2/3) of the heat energy transferred to the air from the canopy elements occurs between hc>Z>hc/2. Unless indicated otherwise, the experiments are conducted with a heating rate of 200 W m-2 partitioned equally between the ground and canopy elements. This is designed so that the canopy will act in a similar manner to an open natural canopy where radiative cooling is predominantly from the canopy crown, but some also occurs from the ground surface.
The model hill height is H=50 mm and its half-length is L=255 mm. Estimates of the adjustment length for the canopy show that Lc is approximately 240 mm. This implies that the canopy is deep enough that shear stress at the ground does not play a significant role in the dynamics of the flow. Since H/L∼0.2, the hill cannot formally be considered as gentle topography. Furthermore, as Lc/L∼1, the streamwise advection term I, will not be negligible in the canopy. Together these conditions imply that linear perturbation theories for the flow over topography (Hunt et al., 1988a) and the extensions for a canopy and stable stratification (Hunt et al., 1988b; Belcher et al., 2008) do not strictly apply and that we also need to use the extensions to Finnigan and Belcher (2004), described in Harman and Finnigan (2010, 2013), to accommodate advection in the canopy. Nevertheless, the results from these analyses still form a useful basis for the interpretation of the simulated flow.
Fast response wind measurements were made using a TSI Laser Doppler Velocimeter (LDV). Mean and turbulent air temperatures were measured with a fine wire type T thermocouple with its junction located just outside the laser beam focus. These instruments were mounted on a traversing apparatus, which provided repeatable and accurate sensor positioning. Element and floor temperatures were measured with in situ thermistors and also with an Agema imaging infra-red camera. Observations were taken over a height range of 0.1hc<Z<.4.5hc and at many streamwise locations; only a subset of the observations taken are shown, as described in the text. At each measurement location the mean and turbulent statistics were established using Reynolds decomposition. Profile measurements were taken at four lateral positions in the array, as marked by × in Figure1C), and then averaged to give a surrogate for a true spatial average (Harman Ian et al., 2016). For each experiment, and after changes in the position of the traverse apparatus, the wind tunnel flow and temperature were allowed to achieve a steady state prior to the measurements being taken. In the remainder of this paper, we will describe the experiments and observations as though the hill were the ‘right way up’ and the surface cooled.
3 NEUTRALLY STRATIFIED FLOW OVER THE HILL
The aim of these experiments is to recreate real world conditions where the flow can be turbulent but stratified by cooling from below. Two dimensionless groups determine the flow characteristics: the Reynolds number, [image: image] , where [image: image] is the kinematic viscosity of air, and the Froude number, [image: image], where [image: image] is a characteristic wind speed (taken as that in the free stream), L is taken as the characteristic length scale of the flow, and N0 is the Brunt-Vaisala frequency, a measure of the flow stratification,
[image: image]
We require the Reynolds number to be sufficiently large that the flow is fully turbulent but that the Froude number be of order 1 so that inertial and buoyancy forces are comparable. At the scale of the experiment, it is impractical to reduce the Froude number by simply increasing N0 because the temperatures required would be too high so we must also reduce U0. However, in doing so, we must ensure that, when operating the tunnel at low wind speeds, the Reynolds number remains large enough that viscous effects remain unimportant, and the flow is fully turbulent.
An analysis, given in Supplementary Appendix S2, shows that to produce flows with [image: image] with the experimental configuration described in Section 2 requires [image: image] m s−1. We first, therefore, compare the mean flow and turbulent statistics for two cases, a high wind speed case where [image: image] m s−1 and a low wind speed case where [image: image] m s−1. The corresponding Reynolds Numbers [image: image], where [image: image] is the kinematic viscosity, were [image: image] If the two flows are dynamically similar, then the profiles of the mean wind and the turbulent statistics, once appropriately normalised, should be equal within experimental accuracy.
Figures 2, 3 show the (spatially averaged) profiles of the mean wind vector and second moment statistics, respectively. The agreement between the high wind speed and low wind speed cases in most of the plots is good and there is no evidence that the turbulent nature of the flow is systematically suppressed at the low wind speeds. The poorest agreement is in Figure 2B and the velocity perturbation profiles are by far the noisiest of the set of results. The perturbation profiles in the canopy at X=−2L +L, +2L are good matches but the low speed curves at -L and +4L are slightly lower than the high. The discrepancies above the canopy are larger and seem quite random, which is why we believe this is largely a problem of measurement noise given that the errors associated with experimental accuracy are fractionally greater at lower wind speeds. In the profiles of the turbulent shear and normal stresses shown in Figures 3A–C we see that at some stations the high speed stresses above the canopy are slightly lower than the low speed but it is difficult to detect a systematic trend.
[image: Figure 2]FIGURE 2 | Normalized profiles of (A) total U and (B) wind speed perturbation, U-U0, with position across the hill. Profiles normalised by free stream wind speed, U0 in (A), and by U0 H/L in (B). Ticks on the horizontal axes mark every 0.2. Squares and dashed line: high wind speed case, where U0=10 ms−1. Diamonds and solid line: low wind speed case where U0=0.35 ms−1. The mean flow is from left to right. Note that while U is rotated into the (X, Z) coordinate system, the points are plotted on the vertical, x=constant, trajectories of the traverse mechanism.
[image: Figure 3]FIGURE 3 | Normalized profile of turbulent statistics with position across the hill. (A) [image: image], (B) [image: image], (C) [image: image]. Profiles normalized by the observed value taken at [image: image] upstream of the hill. Squares and dashed line: high wind speed case where [image: image]. Diamonds and solid line: low wind speed case where [image: image]. The mean flow is from left to right}.
Despite the caveats on hill steepness expressed above, it is instructive to compare these observations to the profiles predicted by linear perturbation theory. The analysis of Finnigan and Belcher (2004) involved a number of simplifying steps and assumptions, which were noted by Poggi et al. (2008) and later reviewed in some detail by Belcher et al. (2012). For the purposes of comparison with the present data, two assumptions are critical; both relate to the scale analysis that led Finnigan and Belcher (2004) to neglect the advection terms in the upper canopy flow. The assumptions were that Lc/L<<1, which is necessary if within-canopy advection is to be ignored, and that the vertical velocity induced by flow perturbations be small. This second condition can be expressed, as,
[image: image]
Where [image: image]. Eq. 7 is, in effect, a condition on [image: image], given [image: image]. If a particular site and canopy is such that this condition is not satisfied, then it can be expected that the canopy-induced flow will be strong enough to affect the pressure perturbation that ultimately drives the flow response to the hill (Belcher et al., 2012). These conditions restrict the range of applicability of Finnigan and Belcher’s (2004) analysis and, recognising this, Harman and Finnigan (2013) extended the theory to include advection in the upper canopy and the effect of the canopy flow on the pressure perturbation. They also improved the methodology used to merge the inevitably non-linear solutions for flow in the lower canopy with the linearised solutions at higher levels. In the present experiment we find that [image: image] while Cond2=2.9, both conditions violating the assumptions in Finnigan and Belcher (2004) but accommodated in the revised model so that the appropriate comparison between the present results and linear perturbation theory is with the predictions shown in Figures 3–5 of Harman and Finnigan (2013), where the earlier and later modified theory is compared.
In comparing with linear theory we concentrate on Figure 2B, which shows the profiles of the perturbation to the mean wind speed, defined as differences from the undisturbed upwind profile U0 (Z) measured at X=−4L; here it is appropriate to concentrate solely on the high wind speed case (dashed lines). This shows that perturbations to the flow vary in a different manner above and within the canopy. The flow perturbations above the canopy reach a maximum between X=-L and X=L. The perturbations within the canopy are positive between X=-L and X=0 and with an indication of negative flow between X=L and X=2L. This tendency is consistent with a downstream shift of the perturbation pattern as is predicted by linear perturbation theory. Such a downstream shift was also seen in the low density, narrow hill [image: image] flume tunnel studies of Poggi and Katul. (2007a); Poggi and Katul. (2007b). The perturbations themselves are significantly smaller (by around a factor of 2) than predicted by the unmodified Finnigan and Belcher (2004) theory but are close to the predictions of the corrected linear perturbation theory of Harman and Finnigan (2013).
Overall, Figures 2, 3 and the comparison with the latest linear theory demonstrate that we can simulate neutrally stratified flow over a hill and maintain dynamic similarity over a range of free stream wind speeds spanning at least 0.35–10 m s−1. Therefore, we have confidence that any changes observed in the flow when the surface is cooled arise from the impacts of that cooling and are not an effect of the reduced Reynolds Number.
4 GENESIS OF THE GRAVITY CURRENT
We now turn our attention to the genesis of the gravity current as the flow becomes increasingly stably stratified, i.e., as the Froude number FL is decreased. The equations of motion (5a,b) indicate that a complex balance of forces determines the flow within the canopy. However, a gravity current will only be formed on the upstream side of the hill if the hydrostatic pressure gradient term, IV exceeds those acting to accelerate the wind up the hill, i.e., the flow inertia, terms I and II, the hydrodynamic pressure gradient, III and the shear stress divergence VI. We can expect this to occur first where [image: image] is largest, i.e., on the upwind hill slope at x=-L. In this section, therefore, we present observations taken at X=-L for a range of Froude numbers. FL is varied by altering the free stream wind speed over the range 0.2–0.7 m s−1 and not by varying the applied cooling as this strategy maximises the temperature signals, we wish to observe.
Figure 4 shows profiles of the mean temperature deficit (A–C), mean wind speed (D–F) and turbulent shear stress (G–I) through the canopy and boundary layer for eight cases. In each case, 200 Wm−2 of electrical energy is applied, split equally between the surface and canopy. For presentational purposes the normalised profiles have been split into three regimes according to flow type, which we will term the turbulent (left column), transitional (centre column) and gravity current (right column) regimes.
[image: Figure 4]FIGURE 4 | Variation of the mean temperature (A–C), mean wind speed (D–F) and turbulent shear stress (G–I) at X=-L as the free stream wind speed is reduced with the ground and canopy cooled. The profiles are plotted according to regime as described in the text. Free stream wind speeds, U0, for the various cases are: Left column, turbulent regime: triangle 0.7 m s−1, left pointing triangle 0.65 m s−1, right pointing triangle 0.6 m s−1; centre column, transition regime: circles 0.55 m s−1, triangles 0.45 m s−1; right column, gravity current regime: diamonds 0.35 m s−1, × 0.25 m s−1, +0.2 m s−1.
The wind and shear stress profiles in the turbulent regime are very similar to those in neutral conditions (Figures 2, 3) although there are some changes in the shear stress profile at X=-L. As U0 is decreased, there is also a suggestion of a decrease in flow strength in the canopy very close to the ground, which would be indicative of the start of a gravity flow, but the overall flow remains positive (uphill). The associated temperature profiles show the expected stable profile, with a strong gradient near the surface due to the restricted scales of turbulent motion and the surface cooling.
In contrast, in the gravity current regime, reversed flow is established through nearly the full depth of the canopy. The shear stress within the canopy has collapsed so there is almost no transfer of streamwise momentum from the flow above to that within the canopy. In this sense, the canopy is decoupled from the boundary layer. The temperature deficit in the flow increases through the canopy (up to around 2.0 hc), and especially in the upper canopy, as the Froude number decreases. Interestingly, there appears to be a further break in regime type when the flow becomes very stable (U0 ∼0.2 m s−1) as the temperature deficit profile becomes more uniform with height in the canopy.
However, it is the transition regime profiles which provide the most insight into the dynamics. Here the temperature profiles are very similar in character to those in the turbulent regime. There is a clearly discernible reversed (gravity) flow at the ground (deepening with decreasing FL) yet the (normalised) wind speed at canopy top is only slightly smaller than in the turbulent regime. The turbulent stress, however, is decreased in magnitude through the full depth of the profile and, in the layer with reverse flow, it is very small or zero.
To interpret these observations, we use insights from the phenomenological model for scalar and momentum transport in canopies on level terrain from Finnigan (2006), which is developed further in Belcher et al. (2008). While the details of its source/sink distribution differ from the present experiment, this model is grounded in the fundamental difference in character of the mechanisms which transport scalars and momentum to and from the canopy elements. Momentum can be exchanged at the surface of the canopy elements by both pressure forces and molecular diffusion whereas scalars are exchanged solely by molecular diffusion. The relative efficiencies of momentum and scalar transport to and from canopy elements can be expressed by comparing the adjustment length scales for momentum and scalars in the canopy.
We recall from Eq. (5a) that we express the momentum sink strength or canopy drag, D as, [image: image], where the momentum adjustment length is defined as 1/Lc=Cd a with Cd the canopy element drag coefficient and a, the element frontal area per unit volume of space. The analogous expression for the heat source, [image: image] is, [image: image]. [image: image] is the temperature on the surface of the elements and n is a Reynolds number dependent index that varies between 0.5 and 0.8 (Finnigan and Raupach, 1987; Finnigan, 2006). The scalar adjustment length Ls is then defined by [image: image], where [image: image] is the element boundary layer resistance for heat. Using values for [image: image] typical of natural forests (e.g., Finnigan and Raupach, 1987), we find that the element Stanton number, r = Lc/Ls ∼ 0.1, in other words, momentum transport to a canopy by pressure is much more ‘efficient’ than scalar transport by molecular diffusion. In the present experiment, the formula for [image: image] given by Finnigan and Raupach (1987) yields [image: image]. With the assumption that the momentum adjustment length Lc is invariant with windspeed, these lead to the same value of Stanton number, viz., [image: image]. In Section 6 below, we note that at the low windspeeds at which the cooling-no cooling comparison is made, the momentum adjustment length would be shorter and hence r would then be larger by a factor of at least two. However, by the same token, at those low speeds [image: image] would also be at the low end of the range of [image: image] given by Finnigan and Raupach (1987), so that Ls would also be shorter. Hence, the Stanton number is a more conservative quantity than Lc and Ls individually as they vary with windspeed in the same way.
A direct consequence of this is that, as we descend into a canopy cooling radiatively at night, the leaf-air temperature difference [image: image] decreases much more slowly than does the windspeed as momentum is absorbed by aerodynamic drag. As a result, the gradient Richardson number, [image: image], increases rapidly with depth in the canopy. Once the gradient Richardson number exceeds a critical value, which is roughly +0.25, the stabilising density profile acts to suppress turbulence as is seen in Figures 4H, I. Even if the flow is subcritical at canopy top and in the overlying boundary layer, below the height where [image: image], the stress divergence is removed from the balance of forces and the flow adjusts to the remaining pressure gradient forces acting upon it (Eq. 5). This effect is clearly demonstrated in Figure 9 of Belcher et al. (2008).
Our experimental configuration simulates a relatively open canopy rather than a ‘closed’ canopy with a dense upper story and open trunk space so we do not observe a distinct temperature inversion in the lower canopy although at a few streamwise positions there is a weak inversion between 0.3hc>Z>0. Closed canopies with an open lower canopy or trunk space usually do demonstrate an inversion and the temperature there can be ‘well mixed’ by unstable convection from the radiatively cooling crown above. However, this well-mixed layer is still cooler than the free air away from the hill at the same geopotential level so that the gravity current will initiate in this lower open layer although the locus of cooling is the canopy top.
The Ri mechanism described above explains both the initiation of the gravity current at the ground in open canopies or in the lower canopy layer in closed canopies as well as the coincidence of that layer of reversed flow with the layer of zero-momentum flux, even though the cooling is predominately in the upper canopy. The generality of the underlying cause also suggests that these are universal features of such flows. The fact that reversed flow is generated first near the ground surface is of critical importance to the FLUXNET community as it could imply that the soil respiration term will be preferentially missed from the observation systems.
There is an important corollary to these observations and this interpretation. The suppression of momentum transfer to the canopy leads to a reduction in the volume of the canopy that is actively providing drag on the boundary layer above. Consequently, the surface then provides less drag than would otherwise be expected given the reduced wind speed, even on level terrain. This effect could be quite substantial, implying that the roughness length of canopies varies significantly with stability (see Harman and Finnigan, 2007; Harman and Finnigan, 2008). This feature, and the underlying physics, are not incorporated in the classic rough wall boundary layer Monin-Obukhov similarity formulae (e.g., Hogstrom, 1996), which are used widely in numerical weather prediction and general circulation models.
5 CHARACTERISTICS OF THE GRAVITY CURRENT
In this section we compare both neutral and stably stratified flow at a free stream wind speed of U0=0.35 m s−1. Section 4 shows that at this windspeed, cooling establishes a gravity current which, on the upwind slope, fills most of the canopy.
Figures 5, 6 show the profiles of mean wind speed and turbulent normal and shear stresses for the two experiments over an extended streamwise range. Also indicated on the figures are the locations of the C1:C2 and C2: T transitions (see Section 2 and Figure 1). The dominant feature in the figures is, as expected, the gravity current that is established within the canopy when canopy and surface are cooled. However, more surprising is a) the upwind extent of the reverse flow (some 2.7 m or 10.5L) and b) the relative absence of the gravity current downstream of the hill. The upwind penetration of the gravity current is remarkable and extends a distance 2L past the C1:C2 junction at X=−8.1L where the surface and canopy cooling stops. A more subtle, but equally important, feature in the flow is the acceleration of the flow above the canopy prior to the ridge crest in the boundary layer overlying the gravity current. This acceleration is significantly larger than that expected from solid and wake blockage in the wind tunnel, which is calculated to be less than 10%. Instead it is an indication of the reduction in drag applied to the boundary layer by the canopy as a result of the suppression of turbulence within the gravity current.
[image: Figure 5]FIGURE 5 | Profiles of normalised wind speed [image: image] for the unheated (circles) and heated cases (diamonds) at low wind speeds. Note the gravity current which extends some 2.7 m (10.5L upstream of the hill crest. The surface cooling starts at section C2, and T marks the beginning of the test section. Ticks on the horizontal axes mark every 0.2.
[image: Figure 6]FIGURE 6 | Normalised profiles of turbulent stresses, (A) [image: image], (B) [image: image], (C) [image: image] for simulations at low wind speeds. Profiles are normalised by [image: image] , [image: image], [image: image] [image: image], respectively in the most upstream profile. Symbols as in Figure 5. Ticks on the horizontal axes mark every 0.2.
This suppression of turbulence leads to the flow in the canopy decoupling from that above in the following sense. We see in Figures 6A, B that the streamwise and cross stream velocity fluctuations, especially within the canopy but also up to Z∼3hc, are much smaller when the canopy is cooled compared to no cooling. At the same time, the shear stress falls to close to zero in the cooled canopy so little or no streamwise momentum flux is transferred into the gravity current from above. The existence of [image: image] and [image: image] fluctuations, albeit reduced in magnitude, while their covariance [image: image] is close to zero implies that irrotational fluctuations in velocity are being driven by the pressure field of the turbulent flow above the canopy but such irrotational turbulence would be very inefficient at scalar transport so that both scalar and momentum, exchange with the flow above is strongly suppressed.
In Figure 7 we show the profiles of temperature deficit, [image: image].Over the hill, the largest deficits are at the ground surface, but this changes quite abruptly at the C1-C2 transition at −8.2L, where the cooling stops. Upstream of this point, the peak deficit moves to mid canopy and decreases quickly as the cool layer continues to move upwind for another 2L, carried by the weakening gravity current as we saw in Figure 5. This continued upwind push of the current in the lower canopy is permitted by the fact that the shear stress is still zero from the ground up to Z=hc/2 so that the lower half of the canopy flow remains decoupled from the flow above.
[image: Figure 7]FIGURE 7 | Profiles of the temperature deficit [image: image]. Ticks on the horizontal axes mark every 10C.
It is useful to discuss the dynamics of the gravity current using some integral measures. Recalling the definitions in section (2.1), we define the vertically integrated velocity deficit, [image: image], temperature deficit, [image: image], and thermal depth of the gravity current, h*, as,
[image: image]
[image: image]
[image: image]
Comparison with Eq. 6 shows that. [image: image]. The fourth measure considered is the momentum depth of the gravity current, h0, defined as the height above the ground of the first zero-crossing in the total U. h0 only applies upwind of the ridge crest.
Figures 8A,B show how these four measures vary with streamwise position. Difficulties with the temperature measurements at three locations, [image: image] and [image: image] mean that the temperature-based measures, [image: image] , and h*, at these locations should be treated with care.
[image: Figure 8]FIGURE 8 | Integral measures of the gravity current. (A) o, normalised temperature deficit [image: image] (left scale); ×, normalised velocity deficit, -[image: image] (right scale). (B) Estimates of the depth of the gravity current, o, h* estimate from temperature profile (left scale); and ×, h0 estimate from zero position of mean wind (right scale).
First, we see in Figure 8A that the velocity deficit is roughly twice as large on the upwind side of the hill as the downwind. This should be expected given the definition of [image: image] and the fact that the flow direction of gravity current reverses at the hill crest. Of more note is that fact that [image: image] and h0 decrease very slowly upwind until they reach X=−11.5L, the furthest upwind extent of the cool current and well past the point where the surface cooling begins. At that point they decrease very steeply. Reversing our viewpoint and going downstream from X=−11.5L to X=−6.5L, the thermal deficit [image: image] and depth h* increase rapidly as a thermal internal boundary layer grows with its origin also upwind of the C1-C2 transition. This is because the gravity current continues to carry cold air upwind as long as the lower part of the canopy layer is decoupled from the flow above because the shear stress has collapsed there, as is clearly shown in Figure 6. The strong growth of the thermal deficit layer between X=−12L and X=−6L results in a significant thermal wind term driving the decoupled canopy flow upwind since both the hydrodynamic and hydrostatic pressure gradients are zero in this region. The strong growth of the thermal layer in this region is primarily an artefact of the experimental configuration. If we had been able to extend the heated surface much further upwind, we expect that the slower growth of the thermal layer seen after X.-6L would extend further upwind. Two more significant features of the gravity current are the sharp thinning over the hill crest seen most clearly in h* (Figure 8B) but also in [image: image] (Figure 8A) and the hump or thickening around X=−2L followed by a slow thinning upstream to X=−6L, where it encounters the thermal internal boundary layer. A smaller hump appears at X=2L followed again by a slow thinning.
This thinning over the hill crest is predicted by the analytic model of scalar transport over a canopy covered hill presented by Finnigan (2006). This model extends the treatment of scalar transport over a rough hill by Raupach et al. (1992) by replacing the lowest layer in Raupach et al.’s model by a two-layer canopy just as Finnigan and Belcher (2004) extended the rough hill flow model of Hunt et al. (1988a) by replacing its inner surface layer by a canopy. Finnigan’s (2006) model is restricted to neutral conditions, but its general predictions are still relevant to the present stable case. It shows that two mechanisms impact the depth and magnitude of the cool layer over the crest. First and most importantly, as the flow accelerates over the hill, inviscid effects in the model outer layer bring streamlines and isotherms closer to the surface, reducing h*. The second mechanism, which dominates in the canopy, involves changes in the source term for heat, which acts to cool the air, and which is proportional to [image: image] (see Section 4 above). The velocity perturbation above the canopy peaks near the hill crest, but we see from Figure 5 that the windspeed in the canopy has a minimum around the crest while the reduction in [image: image] over the hill is clear in Figure 7A. Exactly the same set of mechanisms acts in reverse to sharply increase the depth of the cool layer just upwind of the hill, where the streamwise velocity slows around X=−2L. Behind the hill at X=2L we see a weaker manifestation of the same processes.
6 DYNAMICS OF THE GRAVITY CURRENT
As discussed in Section 2.1, the canopy flow represents a balance between all the terms in the streamwise momentum Eq. 5a but, once flow in the canopy has decoupled from that above, the only forcing terms are the hydrodynamic and buoyancy-related pressure gradients. Since the drag force always opposes the flow, it is these forcing terms that determine the magnitude and direction of the gravity current, with the inertial terms on the left-hand side of Eq.# 5a, reflecting any imbalance between forcing and drag. In Figure 9 we follow the evolution of these forcing and response terms, integrated over the depth of the gravity current, h0 as we traverse the hill.
[image: Figure 9]FIGURE 9 | Evolution of the streamwise momentum balance. Solid line is the hydrodynamic pressure gradient; x is thermal wind term (vertical lines through the points are estimates of the uncertainty in the estimates of all terms), squares are the hydrostatic pressure gradient; o, the aerodynamic drag term. All terms are integrated over the momentum depth of the gravity current, h0.
The hydrodynamic pressure gradient was not measured directly in the experiment but has been estimated by referring to two relevant data sets. The first is a Large Eddy Simulation (LES) of the neutrally stratified flow over a very similar canopy-ridge combination performed by Dr E. G. Patton, to whom the authors are indebted. The LES pressure field shows that [image: image] changes sign just in front of the ridge crest and is asymmetric, being larger on the upwind slope than on the downwind side of the ridge. The region of adverse pressure gradient [image: image] between −1.5L>X>−3.5L is noteworthy and results from the positive pressure pulse at the upwind foot of the hill. Following Hunt et al. (1988a) and Finnigan and Belcher (2004), we assume that the hydrodynamic pressure gradient varies in the vertical on a scale much larger than H and so can be taken as constant with Z across the gravity current.
The second data set was the calculation of hydrodynamic and hydrostatic pressure gradients over a sinusoidal ridge performed by Belcher et al. (2008). They took the canopy-on-hill model of Finnigan and Belcher (2004) and added the effects of a stably stratified background flow by the following procedure. They assumed that the background temperature field [image: image] above the canopy followed the Monin-Obukhov, stably stratified form Kaimal and Finnigan (1994) and smoothly matched that to an exponential temperature profile in the canopy. Then, by varying the heat flux H and background windspeed U0, they were able to obtain temperature profiles spanning Z = 0 to Z > hm, corresponding to a range of Froude numbers (see also Supplementary Appendix S2). Finally, they translated these temperature profiles over the hill by assuming that isotherms were unchanged along X coordinate lines. Hence, they were able to calculate the hydrodynamic and hydrostatic pressure gradients at any X position but only approximately because the flow distortion caused by the hill did not affect the temperature field.
Two things are relevant from their results (see Belcher et al., 2008; Figure 10). The first is the strong dependence of both the shape and magnitude of the hydrodynamic pressure gradient [image: image] on the Froude No. For FL>1, -[image: image] is antisymmetric over the hill, being positive upwind X < 0 and equal and negative downwind X > 0, but as we move to F L< 1, [image: image] changes to a symmetric form, being positive between -L > X > L and peaking over the hill crest but negative for X < -L and X > L. As FL transitions through 1, the magnitude of [image: image] goes through zero as it changes its streamwise form but then it continues to grow in magnitude in its symmetric mode as [image: image]. The corresponding hydrostatic pressure gradient of course is asymmetric throughout, and the thermal wind is zero because the temperature profile is unchanged over the hill. The second thing to note is that the pressure field is purely symmetric or antisymmetric so that the pressure asymmetry induced by turbulent stresses in the Finnigan and Belcher model and which produces form drag on the hill, does not appear. This is because only the leading order pressure term is presented and in the small perturbation model framework, this is calculated from potential flow theory. It is only at higher order that pressure asymmetry appears.
In the momentum balance illustrated in Figure 9, therefore, we have chosen to use an appropriately scaled version of Patton’s LES calculation of [image: image] rather than the Belcher et al. (2008) forms because the former displays a realistic asymmetry as well as the upwind slowdown near the ground that is always observed in front of 2D ridges. In addition, as set out in Supplementary Appendix S1, our experiment was designed to operate at [image: image] by choosing a windspeed calculated from a continually stratified temperature profile up to z = hm In reality, our experiment had [image: image] so we expect that we actually have an effective [image: image] and so do not anticipate being in the symmetric [image: image] mode found by Belcher et al. (2008). Nevertheless, the strong reduction in the magnitude of [image: image] which they observed as they approached [image: image] means that we have to place significant uncertainty around the value of [image: image] that we use. In Figure 9 also, the thermal wind term was calculated by central differencing between the measured profiles and so, unfortunately, has very low resolution. The resolved points in the thermal wind and hydrostatic pressure gradient have been connected by straight lines, purely for illustrative purposes. The vertical lines through the thermal wind points provide an indication of the size of the estimated errors in all these terms.
As already noted, over the whole streamwise extent of the gravity current, the turbulent shear stress is suppressed by the stable stratification in the canopy so that the flow is entirely determined by the pressure gradients, the canopy drag and flow inertia. On the upwind hill slope the largest single forcing term is the hydrostatic pressure gradient and this is opposed by the hydrodynamic gradient as expected, but surprisingly, also by the thermal wind term. Reference to Figures 7A,B shows that we should expect this because of the sharp increase in the depth of the thermal deficit layer between X=0 and X=−2L. We see a corresponding situation on the lee slope where the weaker hydrostatic gradient is opposed by both the hydrodynamic and thermal wind terms, which is why we do not observe net downslope flow there. Moving off the hill slope, the hydrodynamic and hydrostatic terms are zero by X=−3L and the only forcing term driving flow upwind is the thermal wind.
Between X=−2L and X=−6L, the thermal wind is approximately constant as the thermal deficit layer decreases roughly linearly upwind from its ‘hump’ at X=−2L (Figures 8A,B). From -6L to −11L, however, it increases in strength because of the stronger decrease in thermal deficit and h* corresponding to the growth of the internal boundary layer of temperature deficit. As noted in Section 5 above, this is really an artefact of the experimental configuration. Until the thermal wind ends around X=−11.5L, it is opposed primarily by the canopy drag, the calculated streamwise inertial term, [image: image] being much smaller. The drag term shown in Figure 9 is clearly too small to close the momentum balance. However, it was calculated using the value of Lc=240 mm deduced from wind profiles in neutral flow where U0 ∼10 ms−1. Reference to expected changes in the drag coefficient of flat plates at the canopy element Re corresponding to U0 ∼0.35 ms−1 (Hoerner, 1965) suggests that Lc could be at least three times smaller and so the drag term in Figure 9, three times larger. It is also likely that the calculated inertial terms near the termination of the gravity current could have a significant contribution from [image: image], which we were not able to calculate accurately. Finally, we note that the measures based on the wind speed profile indicate a sharper transition to the end of the gravity current than those based on the temperature profiles. This is a direct result of the quadratic form for the drag which is then highly sensitive around zero flow.
The applicability of our results to the real world depends upon the degree to which they were preconditioned by the experimental configuration. The thermal wind term in our experiments, is established through two processes. The first is the (small) turbulent mixing across the top of the drainage current, which gradually erodes the thermal deficit as the current progresses upstream. This is a general feature of gravity currents (e.g., Princevac et al., 2005). The second, which dominates between X=−6L and X=−11.5L is caused by the relatively rapid growth of the thermal internal boundary layer, which is initiated at the upstream penetration point of the cool gravity current. If the surface cooling in the wind tunnel had extended much further upwind so that the thermal layer could equilibrate well ahead of the hill, the experiment would be a better representation of natural conditions, as we expect radiative cooling of a real canopy to be spatially uniform. Hence, although the dynamics of the gravity current upwind of X=−6L, and especially its penetration well past the point at which cooling stops, is interesting and informative, we will assume that the behaviour of the stable layer between X=−6L and X=4L is more representative of conditions encountered routinely in the field. In particular, the hump in thermal layer thickness, just upwind of the hill, its thinning over the hill crest and growth on the downwind slope and the attendant behaviour of the thermal wind term is based on solid theory and seems likely to be manifested as long as the overall flow has a FL > 1.
Over the hill then, we see a competition between three forcing terms in the canopy layer. The hydrodynamic pressure gradient acts to drive the flow towards the hill crest on both upwind and downwind hill slopes but a small but significant region of adverse [image: image] in front of the hill between X=−2L and -3L decelerates the flow there. The hydrostatic pressure gradient acts to drive flow down the hill slopes both upwind and downwind of the crest and, at the Froude No. of the experiment, exceeds the hydrodynamic forcing. Unexpectedly, the thermal wind term augments the hydrodynamic [image: image] on both sides of the hill so that the net forcing on the upwind slope is only weakly downslope and the gravity current is not manifested at all on the lee slope. Further upwind on the flat, the thermal wind term continues to drive the decoupled canopy flow upwind against the drag force, the slope of the thermal layer being maintained by continual erosion by turbulent mixing across the top of the drainage current.
Our analysis allows us to make some scaling arguments that are illuminating. First, our experiments are all at steady state, so it is necessary to ask if this is relevant to the dynamics of natural gravity currents. If the background wind is near zero so the flow that develops is entirely buoyancy driven, we can follow Hatcher et al. (2000) and estimate tc, the time to steady state by assuming that at times t << tc, the hydrostatic forcing is balanced by flow acceleration so [image: image], while at later times, t >> tc the balance is between hydrostatic forcing and drag, [image: image]. When t = tc, all three terms are of similar size from which we deduce,
[image: image]
Inserting values typical of a deciduous forest FLUXNET site into Eq. 11 (van Gorsel et al., 2007), we find that [image: image]. This is much shorter than the time scale of radiative cooling of the same canopy which is typically 3600s (Watanabe, 1994). Hence, development of the gravity current is controlled by the cooling rate and the momentum balance approximates a steady state, where inertial acceleration plays little part in the dynamics. This confirms the relevance of our steady state wind tunnel simulations.
Since the gravity current is initiated when the downslope hydrostatic pressure gradient exceeds the hydrodynamic gradient, which is forcing the flow towards the hill crest, we can use their ratio as an indication of the possibility of a gravity current forming. Taking the hydrodynamic pressure scaling from the small perturbation analysis of flow over hills (Hunt et al., 1988a; Finnigan and Belcher, 2004), we obtain,
[image: image]
Unsurprisingly, the ratio takes the form of the square of a Froude number but the slope steepness H/L has cancelled out. This implies that gravity currents will initiate even on very shallow slopes, if the temperature deficit is large enough, an eventuality further promoted by canopy decoupling. Note that Eq. 12 is a general conclusion about the force balance on hill flows and does not explicitly include any influence from the presence of the canopy or the thermal wind term. However, since the gravity current is always opposed by the aerodynamic drag, the presence of the canopy will simply reduce the speed of the current. The canopy drag and hill steepness, however, do affect the time to steady state as shown in Eq. 11.
7 DISCUSSION AND CONCLUSION
The collapse of the daytime atmospheric boundary layer after sundown and its replacement by a much shallower stable layer has been extensively studied (e.g., Mahrt, 2014). When winds are light and skies clear, radiative cooling of the surface leads to a stable layer that grows in depth through the night with the stable profile established by both radiative and turbulent flux divergences, the latter dominating when the atmosphere is dry. It is in these conditions that thermo-topographic flows over boundary layer hills become important. Finnigan et al. (2020) define boundary layer scale hills as those that generate flow perturbations too shallow to disturb the stably stratified troposphere above the inversion but, in the shallow stable night-time boundary layer, thermal forcing of the hill flow can be the dominant effect. Our wind tunnel experiments generate a stable temperature inversion extending to ∼2hc in a neutrally stable background flow and so can be regarded as modelling the early stages of night-time cooling before the stable layer has become very deep. In contrast, the calculations in Supplementary Appendix S2, which determined the windspeed required to generate FL∼1, implicitly assumed a much deeper inversion than we achieved. The same can be said of the pressure gradient results of Belcher et al. (2008), which also assumed a stable layer deeper than hm.
Nevertheless, within the limits of simulating the full ABL in a wind tunnel, these experiments have allowed us to systematically observe the dynamics of a gravity current over a hill covered with a deep canopy in controlled conditions and have shown how sensitive such flows are to stability. While some of our observations are preconditioned by our experimental set up, particularly the fact that the thermal boundary layer did not reach equilibrium until X=−6L, there are four conclusions which we believe can be applied at full scale.
First, thermo-topographic flows are generated and maintained by a complex balance of topographic and thermal effects. These include the hydrodynamic pressure gradient, the hydrostatic pressure gradient, the thermal wind term, turbulent shear stress, and the canopy drag. Surprisingly, the thermal wind term, the pressure gradient resulting from horizontal variations in the hydrostatic pressure, plays an important role. It augments the hydrodynamic pressure gradient and opposes the hydrostatic gradient over the hill slopes and is the dominant forcing term driving the gravity current upwind on flat ground. The streamwise variation in the depth of the cool layer, which generates this thermal wind behaviour, is predicted by small perturbation analysis of scalar transport over a canopy-covered hill and so is likely to be a robust feature of such flows.
Second, gravity currents within canopies appear to be able to propagate significant distances from the genesis topography. This is of real importance to the FLUXNET community as it implies that even sites which are considered ideal, could be compromised if there is topography in a relatively wide neighbourhood of the tower. A contributing factor to this long-distance propagation is the collapse of turbulence in the canopy as cooling proceeds so that the canopy flow is not dynamically connected to that above because turbulent momentum transfer between them is very weak (Belcher et al., 2008). On the one hand, this means that flow in the canopy is the result of the competition between pressure gradient forcing terms, as described above, but also means that the canopy-covered surface has a much lower effective roughness length than during the day with consequences for the flow above the canopy.
Third, the experiments indicate that gravity currents initiate at or near the ground surface although the upper canopy is the location of maximum cooling. This suggests that micrometeorological measurements of soil respiration are particularly prone to being influenced by gravity currents and the associated advective fluxes.
Fourth, we note that much of the complex balance of the physical mechanisms responsible for these flows is missing in many applications of boundary layer meteorology although the missing physics could have an appreciable impact in many applications.
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