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A set of decadal simulations has been completed and evaluated for gains using the Regional Arctic System Model (RASM) to dynamically downscale data from a global Earth system model and two atmospheric reanalyses. RASM is a fully coupled atmosphere–land–ocean–sea ice regional Earth system model. Nudging to the forcing data is applied to approximately the top half of the atmospheric domain. RASM simulations were also completed with a modification to the atmospheric physics for evaluating changes to the modeling system. The results show that for the top half of the atmosphere, the RASM simulations follow closely to that of the forcing data, regardless of the forcing data. The results for the lower half of the atmosphere, as well as the surface, show a clustering of atmospheric state and surface fluxes based on the modeling system. At all levels of the atmosphere the imprint of the weather from the forcing data is present as indicated in the pattern of the annual means. Biases, in comparison to reanalyses, are evident in the Earth system model forced simulations for the top half of the atmosphere but are not present in the lower atmosphere. This suggests that bias correction is not needed for fully coupled dynamical downscaling simulations. While the RASM simulations tended to go to the same mean state for the lower atmosphere, there are a differences in the variability and changes of weather patterns across the ensemble of simulations. These differences in the weather result in variances in the sea ice and oceanic states.
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1 INTRODUCTION
Regional climate models (RCMs) have been developed and implemented to bridge the gap between the large-scale Earth system models (ESMs) and for providing an understanding of regional concerns, impacts, and physical processes (Giorgi, 2019; Gutowski et al., 2020). This regional modeling is also commonly referred to as dynamical downscaling as it is downscaling the output from the coarser resolution of the ESM to that of a higher resolution applied to a region of interest. Dynamical downscaling applies the equations representing the physics and dynamics of the atmosphere at a higher spatial resolution than that of the forcing dataset. An ESM, or a reanalysis of the atmosphere, provides the forcing dataset for the initial, lateral boundary, and if used, nudging conditions for the downscaled simulations. RCMs have the benefit of representing complex interactions with local topography, interactions between regional and local scale processes, optimizing the parameterizations for the physical processes of the selected region, and being computationally less expensive than ESMs.
RCMs are limited area models that are provided initial atmospheric conditions, as well as updated lateral boundary conditions, as the RCM is integrated forward in time. However, the interior of the domain tends to drift to anomalous behavior as it goes away from the prescribed lateral boundary conditions. This is especially true for RCMs employing large domains and integrated over climatic time scales. The concept of interior nudging was introduced to dampen the interior of the RCM domain toward the external forcing dataset and to get around this issue of drift. The goal in applying nudging is to maintain the large-scale features of the forcing data but to simultaneously allow for the small-scale features to evolve based on the RCM. One way to achieve this goal is to apply the nudging to approximately the top half of the model domain. This allows for the RCM to be nudged towards the large-scale circulation features of the forcing data, while allowing the RCM to evolve more freely in the bottom half of the model domain. Bowden et al. (2012) compared three simulations: without nudging, with grid nudging, and with spectral nudging in the Weather Research and Forecasting (WRF) model. The grid nudging and spectral nudging were found to reduce the biases in comparisons to the simulations without nudging. Several other studies (e.g., Cassano et al., 2011; Liu et al., 2012; Glisan et al., 2013; Bullock et al., 2014) have collectively confirmed the benefits of either spectral or grid nudging with RCM simulations. In studies by Cassano et al. (2011) and Glisan et al. (2013) the nudging was used in WRF pan-Arctic simulations with the nudging applied to wind and temperature fields for the top half of the model domain, with a linearly ramping of nudging strength in a transition zone above the middle of the model domain.
ESM data frequently come with inherent biases in the output data because of imperfections in the modeling system, which can permeate into the RCM simulations. Bias correction is a method to reduce or eliminate such biases (Xu et al., 2021). Several studies have evaluated the application of bias corrected forcing data in RCM simulations (e.g., White and Toumi, 2013; Xu and Yang, 2015; Hoffman et al., 2016). In Bruyère et al. (2013) a mean bias correction method was applied to the ESM data. In this method, the seasonal mean and perturbation terms are defined for the observations (reanalysis) and for the ESM, with the perturbation term defined for each 6-h interval. The bias corrected ESM data is the sum of the observations (reanalysis) seasonal mean and the ESM perturbation value for each six-hourly variable. Bruyère et al. (2013) indicate substantially improved results in comparison to observations for RCM simulations with bias correction applied in contrast to RCM simulations without bias correction.
Progress in recent years has been made in the development and use of regional Earth system models (RESMs; Giorgi and Gao, 2018). RESMs include additional model components (e.g., lake, dynamic vegetation, biogeochemistry, sea ice and ocean models) in a coupled framework with the atmospheric model. Multi-component fully coupled models are becoming increasingly available, such as the Earth System Regional Climate model (RegCM-ES; Sitz et al., 2017) or the HIRHAM-NAOSIM (Yu et al., 2020). The Regional Arctic System Model (RASM; Cassano et al., 2017) is the multi-component, atmosphere-land-ocean-sea ice RESM used in this study. Overall, multi-component models involving the cryosphere, such as RASM, are key in understanding the climate projections in the polar regions because of the non-linear interactions between the cryosphere and other model components (Giorgi and Gao, 2018).
The goal for this study is to evaluate the results from dynamical downscaling simulations using the fully coupled RASM, with an emphasis on the atmospheric state, circulation, and variability as well as their impact on sea ice and oceanic transports. The study focuses on three questions: i) does the use of nudging in the top half of the model limit the ability of RASM to develop its own near surface climate, ii) how does the downscaled RASM atmosphere respond to biases in the forcing data, and iii) what are the impacts of changes in the atmospheric forcing in a multi-component RESM on the coupled ocean and sea ice conditions? A key element of this dynamical downscaling study is that the surface state and fluxes are provided by the (active) coupled component models and not prescribed from the (passive) forcing datasets as is the case in atmosphere-only dynamical downscaling simulations. Section 2 covers the data sources and methods including a description of RASM, the ESM decadal ensemble, the reanalyses used in the study, and a description of the experimental setup, including the configuration of RASM. Section 3 provides the results looking at annual, and multiyear monthly means across the RASM model domain as well as for selected regions, followed by spatial analyses of the sea ice extent and temporal analyses of sea ice volume and oceanic volume transports across the main Arctic Ocean gateways. Section 4 provides a discussion of the results and conclusions.
2 DATA AND METHODS
2.1 Regional Arctic System Model
RASM (Maslowski et al., 2012; Roberts et al., 2015; Hamman et al., 2016; Cassano et al., 2017; Kinney et al., 2020) is a limited-area, fully coupled atmosphere-land-ocean-sea ice RESM with a focus on the Arctic. The RASM component models are the Weather Research and Forecasting (WRF v3.7.1, Powers et al., 2017) model for the atmosphere, the Variable Infiltration Capacity (VIC v4.0.6; Liang et al., 1994; 1996; modified as described in Hamman et al., 2016; Sec. 2b) model for the land hydrology and routing schemes (RVIC v1.0.0; Hamman et al., 2017), and regionally configured versions of the Parallel Ocean Program (POP v2.1; Smith et al., 2010) model for the ocean and the Los Alamos National Laboratory Sea Ice Model (CICE v6.0.0, Craig et al., 2018) for sea ice. The individual component models exchange fluxes and state values through the Community Earth System Model (CESM, Hurrell et al., 2013) coupler (CPL7, Craig et al., 2012). The CPL7 coupler has been modified for high spatiotemporal resolution coupling and for working with the individual component models (Roberts et al., 2015). RASM is run over a pan-Arctic domain (Figure 1) with the land and atmosphere sharing a polar-stereographic 50 km horizontal resolution domain with 40 vertical levels and a 50 hPa model top for the atmosphere, and three soil layers for the land. The ocean and sea ice share a 1/12° (∼9 km) rotated sphere grid with a vertical resolution of 45 levels for POP and five thickness ice categories for CICE. There is an extended ocean region that covers the periphery of the ocean-sea ice domain to match the extent of the atmosphere-land domain (see Figure 1). This extended ocean domain uses climatological sea surface temperatures to provide the ocean-atmosphere fluxes, which are calculated in the coupler. More details of the broader RASM configuration and component models can be found in Roberts et al. (2015), Hamman et al. (2016), and Cassano et al. (2017).
[image: Figure 1]FIGURE 1 | RASM model domains, topography, and analysis regions. The 50-km atmosphere/land domain covers the entire map region. The 9-km ocean/sea ice domain is indicated by the blue line. The North Pacific, Lena Watershed, Central Arctic, and Subpolar Atlantic analysis regions are outlined in red, dark green, cyan, and yellow. The color bar indicates the topography contours. The Fram Strait and Barents Sea Opening gateways for oceanic transport are indicated in magenta.
A modified version of the Advanced Research WRF (WRF-ARW, hereafter simply WRF, Skamarock et al., 2008) model v3.7.1 is used as the atmospheric component model in RASM. The modifications to WRF address the coupling processes, exchange of fluxes, and the progression of WRF through model time in concert with the other component models. The CPL7 coupler exchanges surface fluxes and state variables from the land, ocean, and sea ice component models every 20 min of model time. The initial and lateral boundary conditions for WRF in RASM are provided by the forcing dataset, such as a reanalysis or a global ESM. Additionally, grid nudging of temperature and wind (u and v) is applied to the top half of the model domain (above ∼540 hPa). The lateral boundary conditions and nudging values for WRF are updated from the forcing dataset in 6-h intervals.
Modifications are made to WRF physics parameterizations, including surface layer, microphysics, cumulus, and shortwave and longwave radiation parameterizations, to work in the fully coupled model framework and to improve results in the Arctic. The selected WRF physics parameterizations are based on extensive evaluations of different combinations of parameterizations that were shown to produce the best surface state in the fully coupled RASM. The RRTMG (Iacono et al., 2008) parameterizations are used for the shortwave and longwave radiation schemes. Modifications were made to the RRTMG parameterizations to export direct and diffuse visible and near-infrared solar radiation to CPL7 and to import direct and diffuse visible and near-infrared albedo. Such partitioning of the radiation and albedo is included for use in the physics of the coupled RASM model components. The selected microphysics parameterization is the Morrison scheme (Morrison et al., 2009) with modifications to pass the droplet size to the radiation parameterizations for the calculation of radiative fluxes. The Grell 3D scheme, with shallow convection, is used for the cumulus parameterization. A modification was made to the Grell 3D scheme so that the shallow convection is only applied to the grid points over the ocean. Sub-grid cloud fraction interaction is provided by the cumulus parameterization to the radiation schemes to account for the radiative impact of the convective clouds. The planetary boundary layer parameterization is handled by the Mellor-Yamada Nakanishi and Niino Level 2.5 scheme (MYNN 2.5; Nakanishi and Niino, 2006). The integrated land model in WRF is disabled in RASM. Instead, the surface fluxes, albedo and state values are provided by the VIC, POP, and CICE component models and exchanged through the CPL7 coupler. The Revised MM5 surface layer scheme (Jiménez et al., 2012) is the selected surface layer parameterization with extensive modifications to work with the exchange of fluxes from the coupler.
The list of variables (see Cassano et al., 2017; Table 2) exchanged between WRF and the coupler in RASM is nearly identical to those passed between the atmospheric model and the coupler in CESM. The fluxes and state variables exchanged between WRF with the coupler are time-averaged over the 20-min coupling time step. Area weighted sensible heat, latent heat, and momentum fluxes from VIC, CICE, and POP are passed to WRF for grid cells at land-ocean boundaries and/or with both sea ice and open ocean. The atmospheric surface stability is determined in CICE and CPL7 for the ice and ocean (Roberts et al., 2015) and VIC for the land (Hamman et al., 2016).
2.2 Decadal Prediction Large Ensemble
The CESM Decadal Prediction Large Ensemble (CESM-DPLE; Yeager et al., 2018) provides initial, lateral boundary, and nudging conditions for the atmospheric forcing with RASM. The DPLE provides an ensemble of initialized simulations that can be compared to the uninitialized 40-member ensemble of historical and projection (1920–2,100) simulations in the CESM Large Ensemble (CESM-LE; Kay et al., 2015). The DPLE was created with the same CESM code base, version 1.1, component model configurations, and radiative forcing as in the CESM-LE. There are 62 first of November start dates spanning 1954 to 2015, each with an integration of 122 months. The initial conditions for the atmosphere and land models were obtained from a single member of the CESM-LE. The ocean and sea ice initial conditions were from a coupled ocean-sea ice configuration of CESM v1.1 with historical atmospheric state and flux fields exchanged at the surface. Each DPLE start date has 40 ensemble members. The different ensemble members were generated by round-off perturbations applied to the atmospheric initial conditions. Only the initial 10 ensemble members archived the 6-hourly resolution atmospheric fields necessary for dynamical downscaling using RASM. WRF input files were created from the DPLE following that of Bruyère et al. (2015), including the WRF Preprocessing System (WPS v3.7.1) software, with modifications to some of the Bruyère et al. (2015) scripts to work with the DPLE data. The surface and sub-surface fields in the WRF input files were not necessary with RASM using a fully coupled modeling framework. Bias correction was not applied to the WRF input files from the DPLE data for reasons that will be covered in the discussion. The DPLE datasets were also regridded to the RASM atmosphere 50-km horizontal resolution domain to provide a direct comparison to the RASM simulations. These regridded datasets are hereinafter referred to as CESM-DPLE.
2.3 Reanalyses
Reanalysis datasets are used in the study to provide the initial and lateral boundary conditions, and nudging data for RASM simulations forced by reanalyses. The European Centre for Medium Range Weather Forecasts (ECMWF) Interim Re-Analysis (ERA-Interim, hereinafter referred to as ERAI; Dee et al., 2011) is the primary reanalysis used for this study. The Climate Forecast System Reanalysis (CFSR, hereinafter referred to as CFS; Saha et al., 2010b) from the National Centers for Environmental Prediction (NCEP) is used to provide a comparative reanalysis dataset and reanalysis forced RASM simulation. Lindsay et al. (2014) reviewed seven atmospheric reanalyses for the Arctic and concluded that ERAI and CFS were two of the three reanalyses that emerged as being the most consistent in comparison to observations of surface temperature, radiative fluxes, precipitation, and wind speed. The ERAI and CFS datasets were retrieved from the NCAR–Research Data Archive (NCAR-RDA; ERAI: European Centre for Medium-Range Weather Forecasts, 2009; CFS; Saha et al., 2010a). The ERAI and CFS datasets were also regridded to the RASM atmosphere 50-km horizontal resolution domain to provide a direct comparison to RASM simulations. The regridded datasets in the results sections are referred to as ERAI and CFS.
2.4 Experimental setup
Two fully coupled RASM simulations forced by reanalyses, ERAI (referred to hereafter as: RASM-ERAI) and CFS (referred to as: RASM-CFS) are completed for comparisons to the DPLE-forced RASM simulations. The three-dimensional initial state of the atmosphere is from the corresponding reanalysis state of the atmosphere for 00 UTC 1 September 1979. The sea ice and ocean initial states for the fully coupled reanalysis forced RASM simulations are from a RASM ocean-sea ice simulation starting from January 1958 to August 1979 with JRA-55 forcing and runoff (Kobayashi et al., 2015). The 1 September 1979 land surface initial state is from a 31-year uncoupled VIC simulation forced with meteorological inputs (Hamman et al., 2016). The RASM POP ocean temperature and salinity, along the closed lateral boundaries, are restored to monthly values from the Polar Science Center Hydrographic Climatology version 3.0 (PHC 3.0) (Steele et al., 2001), as described in Roberts et al. (2015). The RASM-ERAI and RASM-CFS simulations were initialized on 1 September 1979 and run through 31 December 2018 and 2020, respectively. Comparisons across the two reanalysis forced RASM simulations provides an understanding of the range of differences in RASM simulations when forced with approximately the same weather, as would be expected in two reanalyses.
The focus of the RASM simulations in this study is on the 10-member ensemble of RASM simulations forced by atmospheric output from the corresponding CESM-DPLE simulations with a start date of 1 December 1985. The RASM simulations were run for 121 months, through 31 December 1995 and are referred to as the RASM-DPLE ensemble. The results of this ensemble are compared to each other, a historical period to reanalyses (ERAI and CFS) spanning 1986 to 1995, RASM simulations forced by reanalyses (RASM-ERAI and RASM-CFS), and the source output from the CESM-DPLE ensemble simulations. The atmosphere in each RASM-DPLE simulation is initialized with the three-dimensional atmospheric state from the forcing data at the initial time. The land surface, ocean, and sea ice states are initialized from the RASM-ERAI simulation. The initialized values for each ensemble member match the start date of the ensemble member to that of the RASM-ERAI simulation. In other words, the 1 December 1985 RASM-DPLE ensemble start date uses the 00 UTC 1 December 1985 conditions from the RASM-ERAI simulation starting on 1 September 1979. Spatial two-dimensional plots of atmospheric state variables and regional plots of atmospheric state variables (not shown) were evaluated for the initial 30 days and there were no discontinuities or abrupt shifts indicated in the atmospheric analyses. This indicates that the initializations for the RASM-DPLE simulations present no need for an initial period of model spin up.
Two ensemble members from the RASM-DPLE ensemble were run a second time with a change to one of the WRF physics parameterization options. This modification to the WRF simulations was created to highlight the dependency of the RASM-DPLE results on the atmospheric model configuration in RASM. An additional ERAI forced RASM simulation was also run with the same WRF physics parameterization options. Past published (Cassano et al., 2017) and unpublished studies with WRF and RASM have revealed a modest change in the surface state variables and energy fluxes in the Arctic with a change in the cumulus parameterization. The alternate WRF physics configuration uses the Kain-Fritsch cumulus parameterization (Kain, 2004) instead of the G3. The Kain-Fritsch scheme includes the option for including the radiative impact of clouds but it does not include the built-in shallow convection scheme as applied over ocean points with the G3 cumulus parameterization. The modified RASM simulation forced with the ERAI reanalysis is hereinafter referred to as RASM_alt-ERAI. The RASM-DPLE simulations are initialized with the land, ocean, and sea ice from 1 December 1985 conditions of the RASM_alt-ERAI simulation. These RASM-DPLE simulations are hereinafter referred to as RASM_alt-DPLE_01 and RASM_alt-DPLE_02. All RASM simulations were completed using RASM tag 2_2_01. Table 1 provides a summary of the RASM simulations used in this study.
TABLE 1 | List of RASM simulations with the simulation name, forcing data, initial date, end date, and specification of the WRF physics in RASM. RASM Simulations.
[image: Table 1]3 RESULTS
3.1 Analysis of annual means of atmospheric state
Analyses of annual means of atmospheric state variables and fluxes reveals variability in the weather of RASM-DPLE simulations forced by the 10 CESM-DPLE ensemble members. The term weather is used in this study to denote the variation in atmospheric state as the result of the evolving patterns of the atmosphere that comprise the annual and multiyear monthly means. The annual and multiyear monthly means are not inherently weather, but it is differences in the variability and changes of weather patterns that results in differences in the respective means.
Figure 2 is a plot of annual means, from 1986 to 1995, of atmospheric state values (height and temperature for 300, 500, 700, and 850 hPa constant pressure surfaces, referenced as Z300, T300, Z500, T500, Z700, T700, Z850 and T850; sea level pressure and temperature at the surface, referenced as SLP and T_sfc) for the Central Arctic region (see Figure 1 for region boundaries). The left side of Figure 2 shows the results for the 10 RASM-DPLE simulations, 2 RASM reanalysis simulations, a RASM-DPLE ensemble mean, and the forcing data. The plots indicate the range and variability of the conditions for the 10 RASM-DPLE ensemble members for each year over the course of the 10-year simulation. RASM-DPLE_01 and RASM-DPLE_02 are plotted in red and green to highlight that these two ensemble members largely fall within the range of the overall 10 ensemble members used in this study. As is expected, these two ensemble members do, in some years, represent the upper and lower bounds of the 10 ensemble members, but overall they are not any more distinct than any of the other ensemble members.
[image: Figure 2]FIGURE 2 | Annual means of atmospheric state for the Central Arctic analysis region spanning 1986 to 1995. The plotted values are of Z300 (A,C), T300 (B,D), Z500 (E,G), T500 (F,H), Z700 (I,K), T700 (J,L), Z850 (M,O), T850 (N,P), SLP (Q,S), and T_sfc (R,T). The left two columns are for the 10 RASM-DPLE ensemble member simulations (01—red, 02—green, 03 to 10 shades of blue), the RASM-DPLE ensemble mean (purple), and the ERAI reanalysis (light gray). The right two columns are of the RASM simulations (solid lines) and the forcing data (dashed lines) for reanalyses (ERAI - grays, CFS—browns) and DPLE (01—reds, 02—greens). The open circles (Xs) are the 10-year means for the RASM simulations (forcing data).
The right side of Figure 2 compares the two selected RASM-DPLE ensemble members (01 and 02) with the corresponding CESM-DPLE ensemble members, which are providing the atmospheric forcing data. The right side also includes the annual means from the RASM simulations forced by reanalyses (RASM-ERAI, RASM-CFS) and the corresponding values from the reanalyses (ERAI, CFS). Table 2 provides quantitative statistical measures (bias, correlation), for six of the atmospheric state fields in Figure 2, for 12 pairs of RASM simulations/forcing data. In Table 2, lines one to four compare RASM simulation to their respective forcing data, five to eight compare the RASM simulations with different forcing data, and 9–12 compare the forcing data. In Figure 2 it can be seen that at 500 hPa and 300 hPa the RASM simulations (solid lines) of geopotential height (Z500 and Z300) and temperature (T500, T300) closely follow the corresponding driving data (dashed lines of same general color) as is expected with nudging applied to the RASM/WRF simulations at heights approximately above 540 hPa. The distinct patterns of year-to-year changes in atmospheric state reflect the different weather in each dataset, the range of which is shown in the plot of the ten ensemble members. The results at 500 and 300 hPa indicate that individual RASM simulations follow closely the weather variability in the forcing data and that there is a range of weather conditions represented across the ten ensemble members. As mentioned previously, this reference to weather is not meant in the literal sense but instead it is used to indicate the variation in atmospheric patterns that when comprised together result in the differences in the plotted annual means in Figure 2 and calculated biases and correlations in Table 2. The RASM simulations, closely following the corresponding driving data, is represented in Table 2 by the large correlation values (approximately 1.00) between the RASM simulations and their respective forcing data (lines 1–4) for Z300 and T300. The differences between the DPLE ensemble members (RASM and CESM; reds and greens) and the reanalyses (RASM and reanalysis; browns and grays) shows that the ensemble members have different mean states (a bias) compared to the reanalyses. For example, the DPLE-based RASM simulations and forcing data (reds and greens) have a cold bias at 300 hPa and 500 hPa in comparison to the reanalyses-based RASM and forcing data (grays and browns). The T300 biases in lines 6–7, 11–12 of Table 2 are approximately −2.0 °C. This contrasts with approximately no bias between the RASM simulations and the corresponding forcing data (similar colors, solid lines in comparison to dashed lines). Table 2 shows T300 biases in lines one to four that are less than −0.1 °C. In the lower levels (700 hPa, 850 hPa, and surface), the RASM simulations continue to have distinct patterns of year-to-year variability corresponding to the DPLE and reanalyses forcing data. The correlations between the RASM simulations and the corresponding forcing data (lines 1–4 in Table 2) remain at or near 1.00 for Z850 and approximately 0.90 for T850. The slightly decreased correlations for T850 in the RASM simulations indicate the RASM physics and coupled surface states playing a role in the temperature patterns apart from the forcing data. Meanwhile, the bias patterns that were identified in the upper levels are reversed in the lower levels. At lower levels, the RASM simulations (darker colors, solid lines), whether forced by reanalyses or DPLE, have similar annual mean temperatures. Table 2 indicates T850 biases across the RASM simulations (lines 5–8) of less than 0.2°C, no matter the forcing data. Instead, there are warm biases in the RASM simulations (darker colors, solid lines) in comparison to that of the forcing data (lighter colors, dashed lines) for the Central Arctic. This is indicated in Table 2 with T850 biases between RASM simulations and their corresponding forcing data (lines 1–4) of approximately 2.9 °C. The cold bias in the upper levels, between the DPLE-based and reanalysis-based RASM simulations and forcing data, has been replaced with a warm bias between the RASM simulations and the forcing data. This suggests that the RASM model physics plays a dominant role in defining a new mean climatic state in the lower levels of the atmosphere. Meanwhile, the distinct interannual variability from the forcing data remains imprinted on the RASM simulations as is seen by the pattern of interannual variability (following the same weather) of the RASM simulations following that of the forcing data. This indicates that the RASM simulations develop a similar mean state, below the nudged upper portion of the model domain, but they also maintain the imprint of the weather variability (changes in annual means due to the cumulative differences in atmospheric patterns) in the driving data. The biases between DPLE versus reanalyses in the upper levels switches to biases between RASM simulations and forcing data in the lower levels. Similar results can be seen for the North Pacific and Lena regions (see Supplementary Figure S1; Supplementary Tables S1,S2).
TABLE 2 | Statistical measures of bias and correlation of the for a select number of pairings between RASM simulations and forcing data corresponding to the plots on the right-half of Figure 2. All values are for the Central Arctic region (see Figure 1). Lines one to four compare RASM simulation to their respective forcing data, five to eight compare across the RASM simulations with different forcing data, and 9–12 compare across the forcing data. The statistical measures are made for geopotential height at 300 and 850 hPa (Z300, Z850), temperature at 300 and 850 hPa (T300, T850), sea level pressure (SLP), and surface temperature (T_sfc). The units of bias for each field are included in the header line.
[image: Table 2]The atmospheric circulation of the RASM simulations and associated forcing data is evaluated with spaghetti plot analyses of a common single 500 hPa geopotential height contour (e.g., 5,400 m) plotted from each data source (Figure 3). The selected single height contour was based on an appropriate height to show the complete upper-level circulation pattern for the selected month or annual evaluation across the Arctic. The results show the variability and range of weather patterns for the 10 RASM-DPLE ensemble members for a given month (Figures 3A–F) and a given year (Figure 3G–L). For example, each ensemble member for January 1986 (Figure 3A) has a 500 hPa ridge over the west coast of North America but the amplitude and position of that ridge is different for each ensemble member. The variability in the weather across the RASM-DPLE simulations remains in the annual means, although not as pronounced as in the monthly means. RASM-DPLE_01 and RASM-DPLE_02 are highlighted (red, green) and the two ensemble members are representative of the range of conditions across the ensemble (Figures 3A–C,G–I), similar to what was indicated in the regional atmospheric state analyses for the ensemble (Figure 2). Spaghetti plots comparing the RASM simulations (darker colors) to the forcing data (lighter colors) (Figures 3D–F, J–L) indicate that the weather at 500 hPa in the RASM simulations matches that of the forcing data with only small differences. This is as is expected for a dynamical downscaling simulation that is nudged to the forcing data for the top half of the model.
[image: Figure 3]FIGURE 3 | Spaghetti plot of a single 500 hPa geopotential height contour for the RASM domain. The top two rows are monthly means for January (A,D), April (B,E), and July (C,F) 1986 and the bottom two rows are annual means for 1986 (G,J), 1989 (H,K), 1995 (I,L). The contour is 5,400 m for all panels except January 1986 (A,D): 5,280 m) and July 1986 (C,F): 5,640 m). The first (A-C) and third (G-I) rows are for the 10 RASM-DPLE ensemble member simulations (01—red, 02—green, 03 to 10 shades of blue), the RASM-DPLE ensemble mean (purple), and the ERAI reanalysis (light gray). The second (D-F) and fourth rows (J-L) are of the RASM simulations (darker colors) and the forcing data (lighter colors) for reanalyses (ERAI - grays, CFS - browns) and DPLE (01—reds, 02—greens).
3.2 Regional analyses including alternate RASM simulations
Additional RASM simulations (RASM_alt-ERAI, RASM_alt-DPLE_01, and RASM_alt-DPLE_02) with alternate WRF physics configuration are included in the following results to highlight the role of the model’s atmospheric physics. The only difference in the WRF configuration is the selection of the cumulus parameterization (see Sect. 2.4 for more details). Figure 4 is a plot of the atmospheric state for the annual cycle of monthly means across the 10 years (1986–1995) for the RASM simulations (solid lines for RASM_std and darker colors, short-dashed lines for RASM_alt) and the forcing data (lighter colors, long-dashed lines) for the Central Arctic region) (Supplementary Figure S2 is the same plot but for the North Pacific and Lena regions.). The plotted values are referred to as anomalies and are calculated as the multiyear monthly mean for the data source minus the ERAI multiyear monthly mean. The plotting of ERAI reference anomalies is used to remove the large annual cycle and allows for the variability across the selected simulations to be more easily seen and it is not done in making a reference to the ERAI values as being the “truth”. The pattern of the Central Arctic annual cycle of geopotential heights and temperature at 500 hPa and 300 hPa for the RASM simulations follows closely to that of the corresponding forcing data (similar colors) with little sensitivity to the RASM atmospheric physics configuration. The DPLE means indicate a cold bias, relative to ERAI, of approximately 2 °C at 300 hPa and 0.5 °C for the Central Arctic region. The imprint of the weather at 300 hPa and 500 hPa is evident from the similar patterns of variability in the RASM simulations and the forcing data (similar colors), although the pattern of the annual cycle for the RASM simulations has some deviations from that of the forcing data in temperature at 500 hPa. This deviation is indicating the influence of the lower levels on the upper levels.
[image: Figure 4]FIGURE 4 | 10-year (1986–1995) monthly means indicating the annual cycle of the atmospheric state for the Central Arctic analysis region. The plotted values are of Z300 (A), T300 (B), Z500 (C), T500 (D), Z700 (E), T700 (F), Z850 hPa (G), T850 hPa (H), SLP (I), and T_sfc (J). The plotted means are for the RASM_std simulations (solid lines), RASM_alt simulations (short-dashes, darker colors) and the forcing data (long dashes, lighter colors) for the ERAI reanalysis (grays) and DPLE (01—reds, 02—greens). The open circles, open squares, and Xs are the 10-year means for the RASM_std, RASM_alt simulations, and forcing data. The means are plotted as anomalies in comparison to the ERAI reanalysis.
At lower levels (700 hPa and below), the annual cycle of temperature displays three clusters–RASM simulations (solid lines), RASM_alt simulations (short-dashed lines) and the CESM-DPLE forcing data (long-dashed lines). The difference between the ERAI and CESM-DPLE forcing data indicates a cold bias, relative to ERAI, in surface temperature (Tsfc) for the CESM-DPLE simulations. This cold bias of Tsfc in the DPLE forcing data is completely absent in the RASM simulations, with even the annual cycle of Tsfc bias in the DPLE forcing and RASM-DPLE simulations showing different patterns. The North Pacific region (Supplementary Figure S2) shows the most pronounced impact on the Tsfc due to the changes in the RASM physics with clear distinctions between RASM simulations (solid lines), RASM_alt simulations (short-dashed lines) and the CESM-DPLE forcing data (long-dashed lines). Past studies (Jousse et al., 2015; Cassano et al., 2017) have found the low-level stratocumulus clouds of this region are particularly sensitive to the selection of WRF physics options. This demonstrates that the atmospheric physics of the different RASM configurations dominates the 10-year mean surface climate state. Similar comments on the patterns and biases can be made regarding the temperature at 850 hPa and 700 hPa levels. At these levels the biases from the DPLE forcing is combined with the impact of the RASM model physics in determining the annual cycle in the 10-year climate. While there is an offset (bias) in geopotential height between the RASM simulations and forcing data the pattern of the 10-year annual cycle of the RASM simulations for geopotential height in the lower half of the model follows the same general pattern as the forcing data. This indicates that the differences in the weather patterns from the forcing data is still imprinted on the RASM simulations in the lower levels of the atmosphere. The Central Arctic region has slightly different levels of clustering across the RASM_std and RASM_alt simulations and the forcing data depending on the impact of the change in the RASM configuration for the Central Arctic region and time of year.
Analyses of the fluxes at the surface emphasize the dependence of the model physics on the results for the lower atmosphere. Figure 5 is a plot of monthly means of surface fluxes and precipitation for the 10-year RASM_std and RASM_alt simulations and the corresponding forcing data for the Central Arctic (Supplementary Figure S3 is the same plot but for the North Pacific and Lena regions.). The shortwave downwelling radiation (SWD; Figure 5A) indicates three groups of results with the individual CESM-DPLE, RASM_std, and RASM_alt simulations clustered together by simulation type (similar line style). The CESM-DPLE simulations have the most SWD, the RASM_std simulations the least, and the RASM_alt simulations in between the two. The longwave downwelling radiation (LWD; Figure 5B) also indicates the results clustered by simulation type and mostly independent of the forcing data, with the differences in biases between RASM_alt and RASM_std changing slightly over the course of the annual cycle. The sum of sensible heat and latent heat (SH + LH; Figure 5C) shows similar clustering by simulation type but with the larger differences in biases between RASM_std and RASM_alt during the second half of the annual cycle. Precipitation in the Central Arctic (Figure 5D) does not display as clear a separation between the RASM, RASM_alt and DPLE simulations as the radiative and turbulent fluxes but distinct clusters for precipitation are more obvious in the North Pacific (Supplementary Figure S3D) and Lena (Supplementary Figure S3H). The results in analyzing the surface fluxes and precipitation indicate that the model physics plays the largest role in the climate of the surface energy fluxes and atmospheric state in the lower atmosphere. A change in the WRF physics parameterizations (e.g., planetary boundary layer, microphysics, and cumulus parameterizations) will produce a different mean climatic state no matter the forcing data.
[image: Figure 5]FIGURE 5 | Same as Figure 4 except means of surface fluxes (SWD (A), LWD (B), SH+LH (C)) and total precipitation (D).
3.3 Spatial analyses of atmospheric state and surface fluxes
Analyses of spatial patterns of Z500, LWD, and Tsfc, with annual and seasonal (December-January-February, DJF; June-July-August, JJA) means for 1986, provide additional understanding of the similarities and differences in the RASM simulations and forcing data. The differences of Z500 (Figure 6), between RASM simulations and forcing data, provides a greater understanding of the relative dependencies with the dynamical downscaling using RASM. There are minimal differences in Z500 between the RASM simulation and forcing data (ERAI, Figure 6A; DPLE_01; Figure 6C). These results are similar to what was indicated previously with the regional plots of atmospheric state (Figures 2, 4) and the Z500 spagehtti plot (Figure 3). This is also true for the RASM_alt simulation with changes in WRF physics (RASM_alt-ERAI–RASM-ERAI, Figure 6B). This indicates that the atmospheric circulation for the top half of the RASM model is constrained by the nudging to the forcing data, as is expected. Meanwhile, the differences in the weather between the DPLE_01 and ERAI forcing data (CESM-DPLE_01—ERAI, Figure 6E) are reflected with similar patterns of differences between RASM simulations dependent on forcing data (RASM-DPLE_01—RASM-ERAI, Figure 6D) and in comparing the RASM-DPLE_01 simulation to ERAI (RASM-DPLE_01—ERAI, Figure 6F). The differences in Z500 represent the changes in the atmospheric circulation for the top half of the RASM simulations between DPLE_01 and ERAI. The results for the temperature at 500 hPa (Supplementary Figure S3) show similar results with minimal differences indicated between the RASM simulation and its forcing data and larger differences when comparing results between DPLE_01 and ERAI, in either the RASM simulation and/or the forcing data.
[image: Figure 6]FIGURE 6 | Spatial plots of differences in 500 hPa geopotential height (Z500) for 1986 across the RASM domain. The means are annual, December-January-February, and June-July-August in the columns from left to right. The differences are between RASM simulations/forcing data and other RASM simulations/forcing data as labeled along the left side of each row [(A): RASM-ERAI - ERAI, (B): RASM_alt-ERAI - RASM-ERAI, (C): RASM-DPLE_01 - CESM-DPLE_01, (D): RASM-DPLE_01 - RASM-ERAI, (E): CESM-DPLE_01 - ERAI, (F): RASM-DPLE_01 - ERAI]. The color bar indicates the contour of differences in mean Z500 with blues (negative) and reds (positive) differences.
The spatial differences in LWD across the RASM simulations and forcing data (Figure 7) highlight the predominant dependence of RASM and the model physics on the results for LWD. The differences in LWD in RASM-ERAI and ERAI (Figure 7A) indicate that RASM has more LWD compared to ERAI over almost the entire RASM domain. This is an inherent RASM bias in relation to ERAI. Similar differences in LWD are found in the comparison between the RASM-DPLE_01 and ERAI (Figure 7F) highlighting the dominance of the inherent RASM biases over the differences in weather for 1986 between DPLE_01 and ERAI. A comparison of RASM with the alternate WRF physics and the RASM standard configuration (Figure 7B) indicates that the change in WRF physics results in a decrease in LWD across the entire ocean regions of the RASM domain for the annual mean and the winter mean. The results also indicate a decrease in LWD over land downwind of the ocean regions. There is less difference for the summer months of 1986 over the RASM region, except for the lower-latitude ocean. Meanwhile the results for LWD radiation between RASM simulations with different forcing data (Figure 7D) indicate relatively small differences, in comparison to that of differences in the modeling systems (Figures 7A–C), across the RASM domain for the annual and seasonal means, except for the Central Arctic in the winter. These results highlight that the model physics plays a larger role on the annual and seasonal means than the differences in weather for 1986 but the difference in weather still has a small imprint. A comparison of LWD in CESM-DPLE_01 and ERAI (Figure 7E) indicates that CESM has seasonally varying differences in LWD in relation to ERAI. These differences are similar for CESM-DPLE_01 (Figure 7D) and CESM-DPLE_02 (not shown) indicating that these are inherent differences in CESM relative to ERAI, are most dependent on the differences in model physics (CESM vs. ERAI) and less so due to the differences in the weather. A similar analysis of SWD (Supplementary Figure S4) shows results indicating that the SWD is largely a function of the model physics (CESM/RASM vs. ERAI and RASM_alt vs. RASM) with some regional sensitivity to the driving data (ERAI versus DPLE_01). These results for LWD (Figure 7) and SWD (Supplementary Figure S4) are opposite of that for the Z500 (Figure 6) indicating the larger role that the model biases, and model physics, have on the downwelling radiation at the surface, in comparison to changes in the weather of the simulations (forcing data).
[image: Figure 7]FIGURE 7 | Same as Figure 6 except means of longwave downwelling radiation at the surface (LWD). The color bar indicates the contour of differences in mean LWD with blues (negative) and reds (positive) differences.
Comparisons of spatial differences of Tsfc across the different RASM simulations and forcing data for 1986 (Figure 8) show varying dependencies related to changes in the forcing data (weather), model and changes in modeling system/physics. The differences in Tsfc between RASM-ERAI and ERAI (Figure 8A) indicate that RASM has a warm bias over most land areas and a slight cold bias over the sub-polar oceans (year-round) and a cold bias over the central Arctic (DJF). These differences reflect RASM’s preferred climate state, or inherent model biases in comparison to ERAI. At least a part of the positive Tsfc biases are likely associated with the positive differences in LWD at the surface (Figure 8A). The comparison of CESM-DPLE_01 and ERAI (Figure 8E) shows that CESM-DPLE_01 has a cold bias relative to ERAI in most areas (annually and DJF) but some regional warm biases in the summer. The differences in this comparison reflect both the inherent biases in CESM Tsfc relative to ERAI and the differences in seasonal and annual weather for this ensemble member compared to the weather in ERAI for 1986. These cold biases for CESM in relation to ERAI were previously indicated in the regional plots for the RASM domain and the Central Arctic (Figures 2D,H). The Tsfc in RASM-DPLE_01 relative to RASM-ERAI (Figure 8D) reflects the unique weather of this ensemble member in relation to ERAI for the specific seasons and year for 1986. A comparison of differences in Tsfc between RASM simulations with the modified WRF physics and that of the standard RASM configuration (Figure 8B) shows a slight warm difference across the North Pacific, western Siberia, eastern Canada, and the north Atlantic for the annual mean. RASM_alt-ERAI has a slight cool difference relative to RASM-ERAI over the land areas for the DJF mean. Meanwhile for JJA there are moderate warm differences across the entire RASM domain, except the Central Arctic. The Tsfc differences between RASM_alt and RASM_std (Figure 8B) are slightly smaller in magnitude than the differences between RASM-ERAI and ERAI (Figure 8A) indicating that even a single change in the model physics can significantly alter the Tsfc. In summary, the results for Tsfc across the RASM simulations and forcing data for 1986 (Figure 8) indicate a reverse of that of Z500 (Figure 6) with changes in model system (Figures 6A,C, 8A,C) and changes in model configuration (panels: B) presenting larger differences than the changes in weather (DPLE ensemble members or ERAI, panels: D).
[image: Figure 8]FIGURE 8 | Same as Figure 6 except means of surface temperature (Tsfc). The color bar indicates the contour of differences in mean Tsfc with blues (negative) and oranges/reds (positive) differences.
3.4 Evaluation of sea ice and ocean transport in the RASM-DPLE ensemble
The analyses presented above demonstrate that the dynamical downscaling of the CESM-DPLE ensemble members by RASM results in the top half of the model following that of the forcing data as a result of using nudging in RASM. In contrast, the near surface state and radiative fluxes are clustered more closely among modeling systems (CESM, RASM, and reanalyses), and model configuration (RASM_std vs. RASM_alt) than due to the differences in the weather (forcing data: reanalyses and DPLE ensemble members). Despite the strong control the modeling system and model configuration have on near surface state and radiative fluxes there is still a signal from differences in weather across the different forcing data. As a result the fully-coupled RASM simulations display differences in sea ice and oceanic transport that varies with forcing data.
Figure 9 is a spatial plot showing sea ice extent for the RASM simulations and NSIDC sea ice observations for March 1995 (Figures 9A,C) and September 1995 (Figures 9B,D), representing the results 10 years into the RASM-DPLE simulations. The top two panels (Figures 9A,B) show all 10 RASM-DPLE ensemble members and the ensemble mean. The Chukchi, East Siberian, and Laptev seas in particular shows large variations in the sea ice extent for September 1995 (Figure 9B) depending on the variability and changes of weather patterns in a given DPLE ensemble member. The impact of the changes in WRF physics in RASM (RASM_alt) simulations going to a different surface climate state are indicated in the lower panels (Figures 9C,D) with the dashed lines indicating the modified WRF physics. For March 1995 (Figure 9C) the RASM_alt simulations for the same ensemble member have a slightly larger sea ice extent than the corresponding RASM_std simulations for the same ensemble member (similar color). The sea ice extent for the RASM_alt simulations is less than that of the RASM_std simulations for September 1995 (Figure 9D). This is reflective of the warmer Tsfc conditions during JJA in the RASM_alt simulations than the RASM simulations as previously indicated in Figure 8B over the western Arctic. Figure 10 is a time series plot of sea ice volume from the RASM simulations and PIOMAS (Zhang and Rothrock, 2003; Schweiger et al., 2011) reference values from 1986 to 1995. The time series plot of all 10 RASM-DPLE ensemble members shows that despite RASM model producing a similar near-surface climate state for the 10 years across the ensemble members, the variability and changes of weather patterns results in different sea ice results across the RASM-DPLE ensemble members. A review of the differences in RASM simulations with and without modified WRF physics (Figure 10B) shows that in general the modified WRF physics output is resulting in less sea ice in the fully coupled RASM simulations. Hence, the modification in the WRF physics accounts for a change in the fully coupled sea ice conditions. It can also be seen that the decadal trend between the RASM_std and RASM_alt simulations for each ensemble member are similar.
[image: Figure 9]FIGURE 9 | Spaghetti plot of sea ice extent, defined as 15% sea ice concentration, for March 1995 (A,C) and September 1995 (B,D) from the RASM simulations and the observations from the National Snow and Ice Data Center (NSIDC) as a reference. The top row (A,B) is of the 10 RASM-DPLE ensemble member simulations (01—red, 02—green, 03 to 10 shades of blue), the RASM-DPLE ensemble mean (purple), and NSIDC (orange). The bottom row (C,D) is of the RASM_std-DPLE 01 and 02 simulations (solid lines), RASM_alt-DPLE 01 and 02 simulations (dashed lines), the RASM_std-DPLE ensemble mean (purple) and the NSIDC observations (orange).
[image: Figure 10]FIGURE 10 | Time series plot of sea ice volume spanning 1986 to 1995. The top row (A) is of the 10 RASM-DPLE ensemble member simulations (01—red, 02—green, 03 to 10 shades of blue), the RASM-DPLE ensemble mean (purple), and PIOMAS reference (orange). The bottom row (B) is of RASM_std simulations (ERAI, 01, 02; solid lines), RASM_alt simulations (ERAI, 01, 02; dashed lines, darker colors), and PIOMAS reference (orange).
The impacts of the different DPLE ensemble members on the RASM fully coupled climate system extend to that of oceanic volume transport. Figure 11 shows the net volume transport across two main gateways between the North Atlantic and the Arctic Ocean: the Barents Sea Opening (Figures 11A,C) and Fram Strait (Figures 11B,D). At times a given ensemble member will have the largest amount of volume transport for a given month and at times that same ensemble member will have the least. The comparison of the RASM_std and RASM_alt simulations (Figures 11C,D) show comparable variability with the RASM_std simulations (solid lines) representing higher volume transport across the Barents Sea Opening compared to that from the RASM_alt simulations (dashed lines).
[image: Figure 11]FIGURE 11 | Time series plot of oceanic volume transport through the Barents Sea Opening (A,C) and the Fram Strait (B,D) gateways. The top two rows (A,B) are of the 10 RASM-DPLE ensemble member simulations (01—red, 02—green, 03 to 10 shades of blue) and the RASM-DPLE ensemble mean (purple). The bottom two rows (C,D) are of RASM_std simulations (ERAI, 01, 02; solid lines) and the RASM_alt simulations (ERAI, 01, 02; dashed lines, darker colors).
4 DISCUSSION
This study has evaluated the results of the dynamical downscaling of ESM and reanalysis data by the fully coupled RASM. This version of RASM has atmosphere, land, ocean, and sea ice component models that exchange fluxes and state values through a coupler. After the initialization, the land, ocean, and sea ice models evolve freely based on their interactions with the atmosphere and the respective model evolution. This contrasts with the more frequently used dynamical downscaling with an atmosphere-only model that has prescribed lower boundary conditions from either the forcing ESM or a secondary dataset, such as satellite observations of sea surface temperature. The ability for RASM to evolve at the surface more freely, without prescribed lower-boundary conditions, highlights one of the unique aspects of this study.
An ensemble of RASM simulations was created using 10 members of the CESM-DPLE, two reanalyses, and two versions of RASM that differ in their model physics. This ensemble of RASM simulations allows for the evaluation of the relative role of differences in weather, differences due to biases in the driving data, and differences due to changes in the modeling system. The first 10 ensemble members of the CESM-DPLE project, with a start date of 1 November 1985, are used to provide the ESM forcing data for the dynamical downscaling in RASM. An advantage to using 10 ensemble members from the CESM-DPLE is that it allows for an evaluation of differences due solely to changes in the of the weather across the 10 ensemble members. The term weather in this context is used to denote the temporal variation in atmospheric state as the result of the evolving atmospheric patterns that produce the annual and multiyear monthly means. Two RASM simulations were completed using the ERAI and CFS reanalyses running from September 1979 through 2018 (2020 for CFS). Comparison of the reanalysis forced RASM simulations with the DPLE forced simulations allows for an assessment of the impact of biases in the driving data (CESM-DPLE) on the downscaled climate state. An alternate RASM configuration (RASM_alt) was configured with a change in the selected cumulus parameterization in the WRF model. The RASM_alt configuration is used to highlight the dependency of the results on the configuration of the atmospheric model in RASM.
The analyses presented in this study are from the 10 RASM-DPLE ensemble members, two reanalyses, and RASM_alt simulations. Two ensemble members (DPLE 01 and 02) were selected for a more careful examination with a comparison to the reanalyses and the corresponding CESM-DPLE forcing data. The RASM simulations of the two ensemble members and the two reanalyses indicate that for the 300 hPa and 500 hPa geopotential height and temperature fields the mean climatic state matches that of the corresponding forcing data (either reanalysis or CESM-DPLE). This is the expected result for dynamical downscaling simulations where nudging to the forcing data is applied to the top half of the model. The position and amplitude of ridges and troughs of geopotential height at 500 hPa for any given month or year also indicate a strong correlation between the RASM simulations and the forcing data (Figure 3).
The results of the mean climatic state, as indicated in the annual and multiyear means, for the lower half of the model domain for the atmosphere tend to form three clusters: i) RASM simulations with either CESM or reanalysis forcing data, ii) CESM-DPLE, and iii) reanalyses. RASM and CESM both have biases relative to the reanalyses, but RASM-DPLE simulation biases are unique from the biases in the CESM-DPLE forcing data used for these simulations and are similar to the RASM-ERAI biases. For example, annual means of Tsfc for the 10-year simulations across the RASM domain show the RASM simulations (DPLE and reanalysis) with a warm bias in relation to ERAI and the CESM-DPLE forcing data as a cold bias in relation to ERAI (Figure 2T). The biases that are present in the CESM-DPLE forcing data are no longer present in the RASM-DPLE simulations.
The mean climatic state of the lower part of the RASM atmosphere is largely independent of the nudging to the forcing data and is instead dependent on RASM’s inherent biases, atmospheric physics parameterizations, and presumably resolution, in driving the near surface state in the model. The RASM_alt simulations result in a different mean state of the lower atmosphere and surface as indicated by Tsfc and the surface fluxes (Figure 5) because of the change of a single physics parameterization (the cumulus parameterization). The changes in the forcing data (across DPLE ensemble members or in comparison to the reanalyses) are not large enough to change the clouds and fluxes that form the mean RASM climatic state for the lower atmosphere and surface.
The results indicate that despite the mean surface climatic state being similar across the ensemble of 10-year RASM-DPLE simulations there are differences in how the model reaches that mean climatic state. Those differences are in the variability and changes of weather patterns, or the sequence and intensity of the atmospheric circulation, over the 10 years that produce the mean climatic state. These differences in weather are indicated in the year-to-year patterns in annual means (Figure 2), and the differences in the position and amplitude of the ridges and troughs in the 500 hPa geopotential spaghetti plots (Figure 3). The RASM-DPLE simulations produce weather that is unique for each ensemble member, and that is consistent with the CESM-DPLE driving data as indicated by similar year-to-year patterns in the analyses (Figure 2). The differences in the variability and changes of weather patterns across the 10 ensemble members results in variances in the sea ice state (Figures 9, 10), and the oceanic transport into and out of the Arctic (Figure 11). This is similar to how there are differences in sea ice and oceanic states from year-to-year in recent history despite the minimal differences in the year-to-year mean climatic state.
Bias correction to ESM data is a common prerequisite in using ESM output for forcing of RCMs. In this study it was found that the bias correction of the ESM data was not necessary in the fully coupled modeling framework. There is a level of independence between the upper half of the model domain, where nudging is applied to the forcing data, and what happens at the surface in that the biases in the DPLE temperature have no, or insignificant, impact on the results for the lowest part of the atmosphere. Instead, it is the physics parameterizations of the atmospheric model that play the dominant role in establishing the mean climatic state of the lower atmosphere and near surface conditions. The results indicate that it is possible to do downscaling with a biased ESM and obtain reasonable and improved results at the surface. The key difference as to why this is the case for this study, in contrast to previous studies with an atmosphere-only RCM framework, is that the surface conditions are not prescribed by the ESM forcing data but evolve freely through coupling between the atmosphere and the other component models.
The benefits of a fully coupled RESM lie in the ability of the model to respond to the larger scale weather, accomplished through the nudging to the ESM or reanalysis forcing data, meanwhile the higher spatial and temporal resolution, in combination with the more region-specific and flexible atmospheric physics in the RESM, allows the lower portion of the atmosphere and the coupled model components to freely evolve, largely independent of the forcing data. Changes or improvements to a RESM atmospheric physics impact the mean climatic state of the atmospheric and coupled components of the RESM. In the case of RASM, the Arctic-optimized configuration of the ocean model, and the higher spatial and temporal resolutions of the ocean and sea ice models, allow for a more realistic representation of the physical processes and mechanisms for the Arctic climate system.
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