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Phase behavior analysis of
methane confined in nanopores
using molecular simulation

Ran Bi*, Mingqiang Hao, Yang Wan, Yuewei Pan
†
and

Fangxuan Chen

Research Institute of Petroleum Exploration and Development, Beijing, China

Interest in the phase behavior of hydrocarbons in shale reservoirs has grown
in recent years. Petroleum fluid phase behavior has been observed to differ
significantly between conventional reservoirs and shale reservoirs. Within shale
reservoirs, notable surface-fluid interactions can lead to non-uniform molecule
distribution and an alteration in fluid phase behavior, primarily caused by the
existence of nano-scale porous materials. In this work, we study the phase
behavior of methane in single cylindrical pore models. We apply the gauge
Gibbs ensembleMonte Carlo (gauge-GEMC) simulation technique to investigate
the phase behavior of methane in 4–10 nm single nanopores and calculate the
saturation pressures at various temperatures using the grand canonical Monte
Carlo (GCMC) simulation technique. A shift in the phase diagram has been found
for methane in nanopores. As pore size decreases, the shift becomes more
significant.
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1 Introduction

The phase behavior study of reservoir fluids in shale reservoirs faces many challenges. A
main challenge is to quantify the effects of surface-fluid interactions on the phase behavior
of reservoir fluids. Shale formations encompass pores ranging in size from less than 10 nm to
great than 100 nm (Clarkson et al., 2013; Zhu et al., 2021), in which a large portion of pore
volume are occupied by pores smaller than 50 nm. In macropores, which have diameters
exceeding 50 nm, reservoir fluids exist in a bulk state. In this regime, the influence of
interactions between the pore surface and reservoir fluids (surface–fluid interactions) is
minimal compared to the interactions between the reservoir fluids themselves (fluid–fluid
interactions). Several equations of state, for example, Peng–Robinson equation of state
(Peng and Robinson, 1976; Bi et al., 2020a; Bi et al., 2020b) and Soave–Redlich–Kwong
equation of state (Soave, 1972), have been proposed in past decades. Traditional equations
of state do not consider surface–fluid interactions, but they are suitable for accurately
describing the phase behavior of reservoir fluids in bulk conditions. Nonetheless, within
the mesopores (with diameters between 2 and 50 nm) and micropores (with diameters
less than 2 nm) (Rouquerolt et al., 1994), where the pore dimensions closely match those
of the reservoir fluid molecules, the interactions between the surface and fluid take on
great importance and prominence. This phenomenon can result in uneven dispersion
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of molecules and a shift in the phase diagram (Jin et al., 2017;
Jin and Nasrabadi, 2018; Luo et al., 2018; Yang et al., 2019; Jin and
Firoozabadi, 2016a; Li et al., 2019).The influences on reservoir fluids
within mesopores and micropores are commonly referred to as
confinement effects. These effects become increasingly pronounced
as the size of the pores decreases.

Monte Carlo simulation, a statistical approach that relies on the
modeling of interactions between atoms or molecules, has become
a commonly employed technique for studying phase behavior in
shale reservoirs in recent years (Jin and Firoozabadi, 2016a; Li et al.,
2014; Singh et al., 2009; Jin and Firoozabadi, 2016b). The breadth
of the Monte Carlo simulation has substantially expanded thanks
to increased computer capacity. The Monte Carlo simulations offer
a range of statistical ensembles, such as the canonical ensemble
(NVT ensemble), isothermal-isobaric ensemble (NPT ensemble),
grand canonical ensemble (μVT ensemble), and Gibbs ensemble
(either NVT or NPT) (Ungerer et al., 2005). The GCMC simulation,
which defines a system with a specified chemical potential,
volume, and temperature, is a valuable technique for investigating
adsorption isotherms and hysteresis in both pure-component
and multi-component systems within mesopores and micropores
(Rowley et al., 1975; Coasne et al., 2005; Libby and Monson,
2004). By modeling scenarios across a broad range of chemical
potentials, researchers can determine the chemical potentials at
which phase transitions occur. These values are then used to
calculate the condensation and vaporization pressures during the
adsorption and desorption processes, respectively. Panagiotopoulos
(Panagiotopoulos, 1987) introduced the Gibbs ensemble Monte
Carlo (GEMC) simulation for investigating phase equilibria. It
comprises two variants: the one with a fixed global volume (NVT-
GEMC) and the one with fixed pressure (NPT-GEMC). The key
distinction between the GEMC and the NVT or NPT ensembles
discussed earlier lies in the fact that GEMC involves two simulation
boxes, where phases can be separatedwithin each box.This approach
eliminates the need to explicitly model the interface between phases,
resulting in greater efficiency when computing phase equilibrium
(Ungerer et al., 2005). The NVT-GEMC system is defined with
constant number of molecules, total volume, and temperature. This
method can be employed to study both pure-component fluids and
mixtures (Panagiotopoulos, 1987; Neubauer et al., 1999; Smit et al.,
1989; Pathak et al., 2017). Typically, the coexistence pressure is
determined using the gas phase pressure. A more efficient version,
the NVT-GEMC (gauge-GEMC), was developed by Neimark and
Vishnyakov and has been successfully applied to pure and binary
substances in confined systems (Neimark and Vishnyakov, 2000;
Vishnyakov and Neimark, 2001; Vishnyakov and Neimark, 2009).
The gauge-GEMC simulation involves two simulation boxes, with
one acting as a gauge meter and the other representing the fluid
system. The gauge meter box has the ability to control density
fluctuations in the fluid system, allowing the fluid to exist in
potentially unstable states (Jin and Nasrabadi, 2016).

In this work, the gauge-GEMC simulations are applied to
investigate the phase behavior of methane in single-pore models.
Temperature-density diagrams for methane in 4–10 nm nanopores
are constructed. Additionally, for the first time, we use GCMC
simulation to calculate the saturation pressures of methane at
various temperatures in the nanopores. Combining with the critical
temperatures determined using the gauge-GEMC simulations, for

the first time, completed temperature-pressure phase diagrams for
methane in the 4–10 nm nanopores are constructed. Significant
alterations of saturation pressures and critical properties of methane
in the nanopores are observed.

2 Methodology

2.1 Monte Carlo moves

Monte Carlo simulation is a statistical thermodynamics
technique that derives properties of a system by taking into account
the individual position and conformation of every molecule. To
attain the equilibrium state of a system, millions of Monte Carlo
steps are executed in the simulation to reach the global minimum of
the free energy. During eachMonte Carlo step, one of several Monte
Carlo moves is attempted.

Themost commonly usedMonteCarlomoves are the translation
move (center of mass), rotation move, and partial regrowth move.
For the center of mass translation move, a molecule in the system
is chosen randomly. The entire chosen molecule is then displaced a
random distance in a random vector direction. The rotation move
is to rotate a randomly chosen molecule by a random angle. In
this move, the internal bond distances, bending angles, and torsion
angles of the selected molecule are kept the same. In terms of
the partial regrowth move, a random atom is chosen in a random
molecule. Then, one end of the chosen atom is cut off and allowed
to regrow at a randomly selected position. The new configuration
(state) after a Monte Carlo move is accepted with a probability. The
acceptance criterion for a move is:

Pacc =min(1, exp(− 1
kBT
(Unew −Uold))), (1)

where Pacc is the acceptance probability, kB is the Boltzmann
constant which equals 1.381× 10−23 J/K, T is the temperature, and
Unew and Uold are the potential energy of the new and the old
configurations, respectively. The definition of the Pacc indicates that
if Unew < Uold, in other words, exp(− 1

kBT
(Unew −Uold)) > 1, the

Monte Carlomove and the new configuration are accepted. IfUnew >
Uold or exp(−

1
kBT
(Unew −Uold)) < 1, a random number q between 0

and 1 is generated.TheMonteCarlomove and the new configuration
are accepted only when exp(− 1

kBT
(Unew −Uold)) > q. If any of the

above moves are rejected, the old configuration is recounted in the
Markov chain of states.

Some Monte Carlo moves are applied to specific ensembles.
For the ensembles that contain more than one simulation boxes
(the GEMC and the gauge-GEMC), a swap move is implemented.
The swap move is used to move a randomly chosen molecule
in an arbitrary simulation box to the other simulation box. This
move enables different phases within the system to attain an equal
chemical potential for every molecule type (species of components).
In terms of the GCMC ensemble, insertion and deletion moves
are implemented. The insertion moves insert one type of molecule
at a randomly selected position in the simulation box, while the
deletion moves randomly delete one molecule of the selected type.
It should be noted that, in a GCMC simulation, the attempts of
insertionmoves and the attempts of deletionmoves should be equal.
The acceptance probabilities of the specific moves are summarized
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TABLE 1 Acceptance probabilities of the specific Monte Carlo moves.

Monte Carlo moves Acceptance probability

Swap Pacc = min(1, N
A
i

VA
VB

NB
i +1

exp (− ∆U
A−∆UB

kBT
))

Insertion Pacc = min(1, VP0
(Ni+1)kBT

exp (− ∆Uext−μi
kBT
))

Deletion Pacc = min(1, NikBT
VP0

exp (− ∆Uext−μi
kBT
))

in Table 1, where Pacc, kB, T are consistent with the definitions in
Equation 1. V is the volume, ∆U and ∆V represent the change of
the potential energy and volume, respectively, and Ni represents the
number of type i molecule. The acceptance probability of the swap
move indicates that a type i molecule is moved from simulation
box A to box B. Uext in the acceptance probabilities of the insertion
and deletion moves is the external potential energy (intermolecular
energy from the interaction between molecules), and μi = μi − μi0,
where μi0 is the chemical potential of a perfect gas of component i
under a reference pressure P0 and T (Ungerer et al., 2005).

2.2 Gauge-GEMC simulation

Gauge-GEMC is developed by Neimark and Vishnyakov
(Neimark and Vishnyakov, 2000; Vishnyakov and Neimark, 2001;
Vishnyakov and Neimark, 2009) based on the NVT-GEMC
technique developed by Panagiotopoulos (Panagiotopoulos, 1987)
previously. It is a prevalent technique for computing fluid properties
at equilibrium (Jin et al., 2017; Vishnyakov and Neimark, 2001;
Bi and Nasrabadi, 2019). The simulation involves two boxes: one
represents the fluid system, while the other serves as a gauge meter
(see Figure 1). The gauge-GEMC method preserves the benefits
of the original NVT-GEMC technique, enabling the investigation
of fluid phase equilibria without explicit surface modeling.
Additionally, it effectivelymanages density fluctuations, enabling the
fluid to exist in potentially unstable states (Ungerer et al., 2005; Jin
and Nasrabadi, 2016).

We use the gauge-GEMC simulation to study the phase behavior
of methane in confined systems.The confined boundary, specifically
nanopores, will be applied solely to the fluid system box, while
the gauge meter box remains in the bulk condition. The gauge-
GEMC simulation includes a series of cases that are with the same
volume and temperature but cover a range of numbers of molecules
(see Figure 4 in Section 4). In each case, simulations are conducted
under constant number ofmolecules, total volume, and temperature
conditions. The volume of each box is fixed so that the total volume
remains constant. In this study, random center-of-mass translation
and rotation moves are implemented along with the swap move.
These moves are designed to happen with the same probability at
each Monte Carlo step.

This method has the capability to produce a comprehensive
phase diagram, such as the chemical potential-density (μ-ρ)
diagram, represented as a van der Waals loop, encompassing
both meta-stable and stable states. Phase equilibrium points can
be calculated from the μ-ρ relationship through thermodynamic
integration, using Maxwell’s equal area rule (Firoozabadi, 1999)

(refer to Figure 4 in Section 4). A temperature–density (T–ρ)
diagram can be generated by repeating the series of cases at
various temperatures and collecting the vapor and liquid densities
at equilibrium (see Figure 5 in Section 4). Once a significant
number of equilibrium points are reached at temperatures below
the critical temperature, it becomes possible to estimate the critical
point, including both the critical temperature and density. This
estimation can be accomplished by extrapolating simulation results
from lower temperatures using the rectilinear diameter law (Reif-
Acherman, 2010; Zoll Weg and Mulholland, 1972) and the density
scaling law (Scott et al., 1991). The density represents the average
density within the pore spaces. The chemical potentials derived
from phase equilibriummeasurements at different temperatures can
be utilized in the GCMC simulation to determine the saturation
pressures at those specific temperatures. The pressure computation
using the GCMC simulation is discussed in the next section.

2.3 GCMC simulation

GCMC simulation is an efficient technique for studying
adsorption isotherms and hysteresis in mesopores and micropores.
Simulations are performed in a single simulation box at constant
chemical potential, volume, and temperature conditions. During
the GCMC simulation, the number of molecules is fluctuating
to reach the imposed chemical potential at the specified volume
and temperature. The increase and decrease of the number
of molecules are achieved by insertion and deletion moves,
respectively (Figure 2). Like the gauge-GEMC simulation,
random center-of-mass translation and rotation moves are also
implemented, and all the moves would happen with the same
probability.

In this work, the GCMC simulation has been used to determine
the saturation pressure when confined systems exist. As mentioned
above in Section 2.2, the vapor-liquid phase equilibrium study (the
gauge-GEMC simulation) can calculate the chemical potential at the
phase equilibrium of a confined system.Once the chemical potential
at the phase equilibrium has been determined, a GCMC simulation
in the bulk condition with the calculated chemical potential and
specified temperature will be performed to compute the pressure.
The pressure calculated in the bulk condition is referred to as the
external pressure of the confined systems at the phase equilibrium
(Yang et al., 2019; Jin and Firoozabadi, 2016b).

It’s important to be noticed that the pressure computed
directly from the confined systems cannot be compared to
the normal pressure physically measured in experiments. The
pressure derived from molecular simulations is referred to as
Virial pressure and is acquired through the use of the Virial
equation (Ungerer et al., 2005):

P =
NRgasT
NaV
+ 1
3V
⟨∑

k
r⃗k ∙ F⃗k⟩, (2)

where Rgas is the gas constant, Na = 6.022× 1023 mol−1 is the
Avogadro number, r⃗k and F⃗k represent the position of the center
of mass of molecule k and the intermolecular forces acting on the
molecule k. The second term on the right side of Equation 2 is called
Virial termwhich is an ensemble average inMonteCarlo simulations
(arithmetic average over a number of configurations). When the
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FIGURE 1
Schematic of the gauge-GEMC ensemble. Red arrows represent the swap move (particles are transferable between boxes). Grey balls are molecules
which are methane in this example.

FIGURE 2
Schematic of the GCMC ensemble. Red arrows represent the insertion
and deletion moves. Grey balls are molecules which are methane in
this example.

density of the system is very low or the molecular distribution in
the system is homogeneous (e.g., in the bulk condition), the Virial
term tends to be zero and the pressure expression reduces to the
ideal gas law (PV = NRT/Na). Due to the confinement effect of the
pore boundary, the distribution of molecules in nanopores is highly
heterogeneous. Therefore, the ideal gas assumption is not valid in
nanopores. The principal values of the intermolecular force acting

on amolecule vary significantly (theVirial term strongly depends on
the local density). Therefore, the pressure calculated in the confined
region can be very high and has different implications from that in
the bulk condition (Gubbins et al., 2014).

3 Models

3.1 Multi-layer graphite cylindrical pore
model

Periodic boundary conditions are applied to the simulation
boxes to avoid a boundary effect. Simulation boxes which are
in the bulk condition (the gauge meter box in the gauge-GEMC
simulation) are repeating identical replicas in all space directions,
while simulation boxes which contain confined fluid systems (the
fluid system box in the gauge-GEMC) are only replicating in the
directions that have no pore boundaries. To compute molecular
interactions with periodic boundary conditions using theminimum
image convention method, it is essential to guarantee that the
dimensions of the simulation boxes in all states are at least twice the
value of rcutof f (Ungerer et al., 2005; Scott et al., 1991).

Since a majority of mesopores and micropores are formed
in kerogen and one of the most significant elements in kerogen
is carbon (Loucks et al., 2009; Loucks et al., 2012; Curtis et al.,
2010), graphite has been widely used in molecular simulations
for modeling nano-scale pore boundaries (Jin et al., 2017; Jin and
Nasrabadi, 2016; Bi and Nasrabadi, 2019). Compared to directly
using kerogen as the pore wall material, using graphite helps avoid
the impact of pore wall roughness on the results, leading to faster
computations. In this work, for investigating the phase behavior
of methane in cylindrical pores, we model the pore boundaries
explicitly using the multi-layer graphite.

In Figure 3, a schematic of the multi-layer graphite cylindrical
pore model is presented. Graphite possesses a honeycomb structure
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FIGURE 3
Schematic of the multi-layer graphite cylindrical pore model. (A). Graphite structure. (B). x-z plane view of the model. (C). x-y plane view of the model.
(D) 3D view of the model.

TABLE 2 Potential parameters in the LJ 12–6 potential.

єii/kB (K) σii (Å) Source

C (in graphite boundary) 30 3.7 TraPPE-UA (Martin and Siepmann, 1998)

CH4 148 3.73 TraPPE-UA (Martin and Siepmann, 1998)

with a bond length of 0.142 nm (Jin et al., 2017), as illustrated
in Figure 3A. The multi-layer graphite model is derived from a
multi-layer graphite cube with layer separation of 0.335 nm in the
z-direction (Jin et al., 2017), as depicted in Figure 3B. To create
the cylindrical features, we cut out redundant atoms and left
a cylindrical pipe with a specific inner diameter and boundary
thickness. The inner diameter of the pipe is the diameter of the
cylindrical pore. In this work, we specify the thickness of the multi-
layer graphite cylindrical pore is 4 Å (Figure 3C). This pore model
has been applied in the fluid system box in the gauge-GEMC
simulationwith a 1Dperiodic boundary condition in the z-direction
(the gauge meter box in the gauge-GEMC simulation is kept in the
bulk situation with 3D periodic boundary condition).

3.2 Potential energy calculation model

The Lennard Jones (LJ) 12–6 potential is utilized for
calculating the intermolecular energy, specifically non-
bonded interactions, as follows:

U(rij) = 4ϵij[(
σij
rij
)
12
−(

σij
rij
)
6
], (3)

where U(rij) represents the LJ intermolecular energy, rij signifies
the distance between particles i and j, σij denotes the separation
distance at which the LJ interaction equals zero for particles i and j,
and ϵij signifies the potential well depth at the minimum interaction
energy. To calculate the cross potential between dissimilar particles,
we employ the Lorentz-Berthelot combining rule, which can be
described as follows:

σij =
σii + σjj

2
, (4)

ϵij = √ϵiϵj. (5)

In this study, we utilize the TraPPE-UA force fieldmodel (Martin
and Siepmann, 1998) for all particles. The LJ parameters for these
models can be found in Table 2.

The distance at which the LJ potential is no longer calculated
is referred to as the truncated distance (rcutoff). When the distance
between two particles is not larger than the truncated distance
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FIGURE 4
An example of the chemical potential–density relation for methane in a 6 nm cylindrical pore at T = 160 K from the gauge-GEMC simulations. Red
squares represent the density of methane in the fluid system box at various chemical potentials. Black circles are the phase equilibrium points
computed by the Maxwell equal area rule. Points a and d demonstrate the vapor and liquid stable state, respectively. Points b and c are in meta-stable
states. Red and black balls in the simulation boxes are methane and pore boundary (graphite), respectively.

FIGURE 5
Temperature–density (T–ρ) diagrams for methane within cylindrical
models of varying diameters.

(rij ≤ rcutoff), the interaction energy between them is computed by
Equations 3–5, while the interaction energy is negligible (Uij = 0) if
rij > rcutoff. In this study, the LJ potential is truncated at a distance

of rcutoff = 10Å to reduce unnecessary computations, and a long-
range tail correction is incorporated. This configuration has been
consistently applied in other studies, where molecular simulation
outcomes closely align with experimental results (Ungerer et al.,
2005; Potoff and Siepmann, 2001). All simulations in this work are
conducted using amodified version of theMonte Carlo for Complex
Chemical Systems (MCCCS) Towhee (Martin, 2013). Based on the
needs of our simulations, we have restricted the range in Towhee
within which molecules are allowed to be inserted and moved
during the initial configuration and simulation processes. After the
modification, fluid molecules are only allowed to undergo Monte
Carlomoves within the pore.Thismodification is more aligned with
the research objectives.

4 Phase behavior of methane in
4–10 nm cylindrical pores

The gauge-GEMC simulation is applied for investigating the
phase behavior of methane in cylindrical pores of different sizes.
The phase behavior of fluids in nanopores is influenced by the size
of the nanopores. The smaller the pore diameter, the greater the
impact of confinement effects on the fluid phase behavior, leading
to greater deviation from the results observed in the bulk phase.
Since a significant portion of the pore volume in shale consists of
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FIGURE 6
Density profile of methane in cylindrical models with different diameters at 130 K. The (A) liquid and (B) vapor phase densities as a function of the
distance r.

FIGURE 7
Pressure–temperature (P–T) diagrams of methane in cylindrical
models with different diameters.

nanopores with diameters less than 10 nm (Clarkson et al., 2013),
we selected pore diameters in the range of 4–10 nm, where the
pores are as small as possible and represent a significant portion of
the pore volume. For each pore size, simulations are performed at
multiple temperatures from130 K to 190 K.At each temperature, the
gauge-GEMC simulation includes a series of cases that cover a range
of numbers of molecules (Figure 4). It’s important to emphasize
that, in each case, the system is characterized by a fixed number
of molecules, total volume, and temperature. Further, two million
Monte Carlo steps (Ungerer et al., 2005) are performed for the
system to reach equilibrium.

At each temperature, a chemical potential–density (μ–ρ)
diagram (also known as the van der Waals loop) can be generated
by running the designed series of cases (Figure 4). The van der

Waals loop contains stable points and meta-stable points. Phase
equilibrium points can be computed following the thermodynamic
integration of the Maxwell equal area rule (Firoozabadi, 1999).
Once the vapor and liquid densities at the equilibrium are obtained,
they are used to construct the temperature–density (T–ρ) diagram
(Figure 5).The critical points, encompassing the critical temperature
and density, are estimated by extrapolating simulation results
from lower temperatures using the rectilinear diameter law (Reif-
Acherman, 2010; Zoll Weg and Mulholland, 1972) and the density
scaling law (Scott et al., 1991).

First, the accuracy of the set-up in the gauge-GEMC method
is tested in the bulk condition. In the bulk condition, there is no
pore boundary involved in the fluid system box and further, the
fluid system box is in the 3D periodic boundary condition. Our
simulation can generate results as accurate as the laboratory results
from the National Institute of Standards and Technology (NIST).
Our results (represented as black triangles) from the simulation
match the results (represented as black empty circles) from NIST in
Figure 5. Additionally, we extend the work to confined systems that
contain the multi-layer graphite cylindrical pore models (Figure 3)
with varying diameters in the range of 4–10 nm in the fluid
system box. By repeating the mentioned tests for each pore size,
phase diagrams are computed, as shown in Figure 5. It is clear
that the smaller the pores are, the more the temperature–density
diagrams shrink. When compared to the bulk condition, the critical
temperature decreases, and critical density rises within nanopores.
The critical temperature in the 4 nm pore that deviates the most
from the values in the bulk condition is reduced by around 15%.The
increase in the critical density is the consequence of the dramatic
increase in the vapor density and slight decrease in the liquid
density at equilibrium. As the pore diameter expands, the phase
diagramapproaches values typical of the bulkmaterial.Theobserved
confinement effects align with trends seen in previous studies (Jin
and Firoozabadi, 2016a; Li et al., 2014; Jin and Nasrabadi, 2016).

An example of the density profiles of methane at 130 K in the
mentioned nanopores is shown in Figure 6. We measure the mass
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densities as a function of the distance from the pore surface (r). We
divide the entire distance into series intervals (the width of each
interval∆r = 0.05 nm) and count howmanymolecules fall into each
interval. As the figure shows, for both liquid and vapor phases, there
are two obvious methane adsorbed layers near the pore boundary
at around r = σmethane and 2σmethane, where r is defined to be zero at
the pore surface. The densities of the first adsorbed layers in both
phases are the same, while the density of the second layer in the
liquid phase is larger than that in the vapor phase. As the distance
increases, the confinement effect by the wall decreases, and both
the liquid and vapor densities gradually approach their bulk values
(black lines in Figures 6A, B).There are some transition layers before
the liquid and vapor densities reach their bulk values. It should be
noted that in comparison with small pores (e.g., 4 nm pore), large
pores (e.g., 10 nm pore) contain a larger free region in their center,
but the same molecular distributions near the pore boundary.

Pressure–temperature diagrams (Figure 7) are generated from
additional GCMC simulations (two million Monte Carlo steps)
with the obtained chemical potentials at equilibrium states as
imposed chemical potentials. As explained in Section 2.3, the
additional GCMC simulations are performed in the bulk condition.
In comparison with the bulk condition, the critical pressure is
reduced in the nanopores. The smaller the pores are, the lower
the pressure–temperature diagrams go. As a result, the saturation
pressures at different temperatures are suppressed, compared with
the value in the bulk condition. Overall, the saturation and critical
pressure in the 4 nm pore, as the most confined condition, deviates
the most from the values in the bulk condition. Compared with
the bulk condition, saturation pressures in the 4 nm pore reduce
48%–60% at various temperatures and the critical pressure reduces
by around 80%.

5 Conclusion

In the present work, the gauge-GEMC simulations are used
to investigate the phase behavior of methane in single cylindrical
pore models formed by multi-layer graphite. The phase behavior
of methane is studied in nanopores with diameters of 4–10 nm.
Results show that in comparison with the bulk condition, at
vapor–liquid equilibrium in nanopores, the vapor phase has a
dramatically increased density, but the density of the liquid phase
is slightly decreased. The confinement effect would cause a shrunk
temperature–density diagram with reduced critical temperature
and increased critical density. Smaller pores exhibit a more
pronounced confinement effect, leading to a greater reduction
in the size of temperature–density diagrams. Conversely, as
pore diameter increases, the phase diagram approaches values
typical of the bulk material. The pressure–temperature diagrams
have demonstrated that the saturation pressure and critical
pressure of methane in nanopores are also suppressed from the
bulk values.

Shifts in phase diagrams can impact phase state calculations,
thereby directly affecting the physical properties of fluids, such as
density, viscosity, and expansion coefficient. Inaccurate parameters
can lead to deviations in fluid flow and reservoir behavior
simulations, resulting in incorrect assessments of reserves and
production forecasts. Inaccurate phase state measurements may
cause either overestimation or underestimation of reservoir
productivity, affecting the economic feasibility analysis of
development plans and potentially leading to unreasonable
development decisions. Errors in phase state measurements can
also lead to incorrect predictions of the phase distribution (e.g., gas
phase, liquid phase) of oil-gas mixtures under different temperature
and pressure conditions, thereby affecting oil-gas phase separation,
gas production predictions, and the efficiency of oil-gas mixture
handling during production. Results from this work provide data
support for modifying and validating equations of state.
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Nomenclature

Gauge-GCMC Gauge Gibbs Ensemble Monte Carlo

GCMC Grand Canonical Monte Carlo

GEMC Gibbs Ensemble Monte Carlo

LJ Lennard Jones

NIST National Institute of Standards and Technology

NPT-GEMC Pressure Imposed Gibbs Ensemble Monte Carlo

NVT-GEMC Volume Imposed Gibbs Ensemble Monte Carlo

MCCCS Monte Carlo for Complex Chemical Systems

F⃗k Intermolecular force acting on a molecule k

kB Boltzmann constant

N Number of molecules

Na Avogadro number

P Pressure

Pacc Acceptance probability

P0 Reference pressure

q Random number between 0–1

r Distance from the pore surface

rcutoff Cutoff distance of the potential energy computation

rij Distance between particles i and j

r⃗k Random location of an atom k

Rgas Gas constant

T Temperature

U Potential energy

Uext External potential energy

V Volume

ρ Density

μ Chemical potential

μ0 Chemical potential under a reference pressure

σij Distance between particles i and j when the
interaction is zero

ϵij Potential well depth for particles i and j

∆r Length of the intervals in the density profile
generation
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