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We develop an optimization model with two decision variables to explore optimal migration mechanisms to facilitate optimal breeding timing in migratory songbirds. In the model, fitness is a function of date-dependent mortality, speed-dependent predation risk, and phenological match at arrival. The model determines the optimal combination of departure date for spring migration and migration speed, which can be mediated either by the power requirement for flight (P) or foraging effort at stopover sites (k). Our model predicts that earlier departure for spring migration should be the primary mechanism underlying earlier breeding timing, with a lesser role for faster migration via lower P or higher k. In contrast, longer migration to breeding areas selects for both earlier departure and faster migration. Empirical data on sex-specific migration traits largely conform to model predictions, since males generally migrate earlier than females but not faster than females. In contrast, empirical data on age-specific migration traits show some disagreement with model predictions, thus implicating additional tradeoffs. In partial agreement with the model, a comparative analysis of 25 songbird species showed that populations with longer migrations migrate more quickly, but do not initiate migration earlier. Our model proves to be a useful framework for interpreting migration strategies in animals making costly seasonal migrations.
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INTRODUCTION

Costly migratory journeys between non-breeding and breeding areas pose a fundamental challenge: how to ensure optimal arrival timing to breeding areas with respect to seasonally-variable biotic and abiotic conditions (i.e., phenological match), while minimizing the costs of migration (e.g., energy expenditure, time, and mortality)? This challenge is particular acute for animals making long, energetically costly, seasonal migrations, such as birds and anadromous salmonid fishes (e.g., Oncorhynchus and Salmo spp.). Intuitively, these selection regimes should influence not only when animals depart for migration, but also how fast to travel. For example, late spawning populations of Oncorhynchus nerka generally migrate later (Hodgson and Quinn, 2002), and anadromous fish populations with longer migration distances migrate faster (Bernatchez and Dodson, 1987). In the bar-tailed godwit (Limosa lapponica baueri), populations that breed later at higher latitudes migrate later (Conklin et al., 2010), and in North American bird species using powered flight, those that migrate longer distances migrate faster through North America (La Sorte et al., 2013). Less is known about the relative importance of departure date vs. travel speed for facilitating optimal arrival timing, and theoretical models are lacking. Here we develop optimization models with two decision variables (departure date and travel speed) to inform optimal migration schedules in migratory songbirds (Order Passeriformes).

Migratory passerines (and near passerines) typically show several patterns of intraspecific co-variation in their breeding timing. These include protandry, which refers to the earlier onset of breeding activities in males than females (Newton, 2008; Morbey et al., 2012), the earlier arrival of adults than first-time breeders to breeding areas (Stewart et al., 2002), and later breeding timing at higher latitudes (Both and te Marvelde, 2007; Gow et al., 2019). Given sex-, age-, and latitude-specific breeding timing, differential migration schedules are expected, because migration is the life history phase immediately preceding breeding. In the context of sex-specific timing in birds, multiple aspects of the spatio-temporal organization of migration have been identified as having the potential to differ between males and females in order to facilitate protandry, with departure timing, migration speed (rate of fueling and rate of travel), and non-breeding latitude receiving the most attention by empiricists (Coppack and Pulido, 2009). Our objective is to provide a theoretical basis to better understand key aspects of differential migration behavior in songbirds.

Our models of the co-evolution of departure time and migration speed are intended to be simple and general. Whenever possible, we aim to use realistic functions and parameters, but recognize there is considerable uncertainty regarding these choices. Moreover, because the models sacrifice realism for generality, the predictions that emerge are intended to be qualitative rather than quantitative. Two related problems are modeled. The first is the daily commute for people traveling to work each day. This is a simpler and more familiar problem than avian migration, and demonstrates the main tradeoffs affecting choice of departure time and travel speed. The second is latitudinal migration of songbirds to their breeding grounds, and is the primary problem of interest. This model is more complex because it must account for the fact that migration comprises stationary fueling and movement phases. Recent studies using advanced tracking technology are now providing an unprecedented amount of individual-based data on migration traits in songbirds (McKinnon et al., 2014; Briedis et al., 2017, 2019; Ouwehand and Both, 2017). Thus, we end by reviewing evidence for differential departure date and migration speed by sex, age, and migration distance.



MODELS

Model 1 was conceptualized as a daily commute to work, with two decision variables: departure time (t0) and vehicle speed (v). The general problem was to determine the optimal combination of t0 and v {[image: image], v*} which maximizes fitness. The model was formulated and solved in R 3.5.1 (R Core Team, 2018) by simulation. Model 2 was an adaptation of this model for a short-hop, overland songbird migrant, with t0 being departure date and v being migration speed, which incorporates flight speed and the fueling rate to cover the power requirements for flight. In both models, we were particularly interested in the effect of varying target arrival time and travel distance on optimal departure time and travel speed. In the context of spring migration of songbirds, we addressed three questions: (1) to achieve a target degree of protandry, should males depart for migration earlier, or migrate faster than females? (2) for adult birds to arrive at breeding areas earlier than first-time breeders, should they depart for migration earlier or migrate faster? (3) should longer-distance migrants depart for migration earlier or migrate faster than shorter-distance migrants?


Model 1—The Daily Commute to Work
 
Decision Variables and Assumptions

We let the decision variable t0 be the time of departure (in hours) and the decision variable v be travel speed (km·h−1). Both t0 and v were considered to be behavioral decisions. The variable t0 was constrained to be in the range {0, 10}, where 0 is midnight and 10 is 10:00 am. The variable v was constrained to be in the range {30, 150}. Travel conditions were assumed to improve with departure time, which could be due to the combination of higher light levels (better visibility) and higher temperatures (less ice or snow). Commuters were assumed to have a target arrival time of τ, which would permit enough time to park and get to work on time.



Fitness Functions

Our approach closely followed Abrams et al. (1996). We specified fitness (W) to be the product of three fitness components:

[image: image]

so that fitness (W) is the probability of arriving at the destination at the target time τ. In this function, fitness combines the minimization of delay events (i.e., weather-related accidents or speed traps) and the benefits of time matching to τ. Without any delay events, arrival time (t1) depends only on t0 and v. To keep the problem simple, we ignored any effects of traffic congestion or priority effects at arrival.

The functions for the three fitness components were based on previous applications and produce intermediate optima. The first fitness component (S1) is the probability of avoiding weather-related delay events, which depends on the rate of delay events per kilometer traveled (Cs) and commuting distance (d).

[image: image]

Thus, traveling a longer distance was assumed to be more costly (cf. Bell, 1997). We further let Cs be a function of travel conditions at departure time t0. Two formulations of Cs were considered. The first assumes that travel costs decrease linearly with departure time, as in Bell (1997):

[image: image]

where C0 is the maximum travel cost (rate of delay events) when t0 = 0, and α1.1 is the decrease in travel cost for each unit increase in t0 (subject to the constraint α1.1τ < C0). This formulation accounts for the increased probability of a delay event, such as an accident, when departing earlier under poorer conditions. The fact that conditions might improve over the course of an individual's commute was not considered here, but could be considered in more complex formulations.

An alternative formulation assumes that Cs declines exponentially with t0 (see Appendix in Jonzén et al., 2007):
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where α1.2 determines the rate of decline in Cs. Functions S1.1 and S1.2 are shown for comparison (Figures 1A,B).


[image: Figure 1]
FIGURE 1. Components of the fitness function used in the commuting model. (A,B) Show the probability of avoiding weather-related delay events (S1.1 or S1.2) as a function of departure time (t0 in hours). In (A), S1.1 = exp(–[C0–α1.1t0]·d); in (B), S1.2 = exp(−[C0·exp(–α1.2t0)]·d); C0 = 0.002, α1.1 = 0.0001, α1.2 = 0.1, and d = 200 km. (C) Shows the probability of avoiding delay events (S2) as a function of speed (km·h−1); S2 = exp(−α2[(v – vlim)2]·d); α2 = 0.0000001, vlim = 100 km·h−1. (D) Shows the fitness benefits accrued at arrival (f ) as a function of arrival time t1; f1 = exp(−α3·([t1−τ]2); α3 = 0.01 and τ = 8 h.


For the second fitness component (S2), we assumed that travel speed deviating from a speed limit of vlim (km·h−1) is costly in terms of a higher rate of speed-related delay events (being pulled over) per km traveled, such that:

[image: image]

where v is travel speed and α2 is a constant which determines how the per km travel costs change as v deviates from vlim (Figure 1C). S2 is essentially the probability of avoiding a delay event across the entire commute.

For the third fitness component, we assumed a penalty for arriving earlier or later than optimal arrival time (τ). For example, arriving too early means a longer wait time until τ, and arriving too late could increase the risk of disciplinary action by an employer. Following Abrams et al. (1996), the equation for this fitness component was assumed to be:

[image: image]

where t1 = t0 + d/v, and α3 determines the cost of mismatched timing (Figure 1D).



Optimal t0 and v

Simulation was used to find the optimal combination of t0 and v {[image: image], v*} which maximizes W. A baseline set of parameters was used to model a commute of d = 200 km at a speed limit vlim = 100 km·h−1, with a target arrival time of 8:00 am (τ = 8 h). Other parameters were chosen to impose some costs (Figure 1): C0 = 0.002, α1.1 = 0.0001, α1.2 = 0.1, α2 = 0.0000001, α3 = 0.01. Fitness surfaces were plotted using the filled.contour3 and filled.legend functions in R (http://wiki.cbr.washington.edu/qerm/index.php/R/Contour_Plots). Allowing for either a linear or exponential decrease in delay events and using the baseline set of parameters, the model produced a fitness surface with intermediate optima (Figure 2). This suggests that the chosen functions and parameter values were reasonable. The choice of S1.1 or S1.2 made little difference to {[image: image], v*}.


[image: Figure 2]
FIGURE 2. Fitness associated with combinations of departure time (t0) and speed (v) using fitness component (A) S1.1 or (B) S1.2 and baseline parameter values in the commuting model. Optimal combinations {t0*, v*} are shown as crosses. In (A) t0* = 7.2 h, v* = 109 km·h−1, and t1 = 9.0 h. In (B) t0* = 7.1 h, v* = 108 km·h−1, and t1 = 9.0 h. The fitness contours are based on loess fits of model output with span = 0.001, with values indicated in the legend.




Predictions

Simulations were run with randomized parameter combinations to explore the consequences of an earlier target arrival time (τ) and a longer travel distance (d). Following Kokko et al. (2006), we used randomization because of uncertainty in the baseline parameter values, and to allow for a broad range of parameter combinations. In each simulation (n = 1,000), τ and d were drawn from uniform distributions between minimum and maximum values. Each remaining parameter was chosen from a normal truncated distribution, with mean = baseline value, sd = mean/3, and bounding values defined by the 2.5% and 97.5% quantiles. Separate simulations were run using S1.1 or S1.2.

Randomized simulations using S1.2 showed that departure time, but not travel speed, was sensitive to τ (Figures 3A,B). Using the correlation coefficient as an index of model sensitivity, the correlations with τ were r = 0.70 and r = −0.02, respectively. Thus, when aiming to arrive at a destination earlier, it is optimal to leave earlier but not travel faster. In contrast, both departure time and, to a lesser extent, travel speed were sensitive to d (Figures 3C,D). The correlations with d were r = −0.26 for departure time and r = 0.15 for travel speed. Thus, it is optimal to leave earlier and travel faster when commuting a longer distance.


[image: Figure 3]
FIGURE 3. Predictions arising from randomized simulations of the commuting model. (A,B) Show the effect of target arrival time τ on departure time t0 (hours since midnight) and travel speed v (km·h−1), respectively. (C,D) Show the effect of commuting distance d on t0 and v, respectively.


Departure time was also sensitive to the speed limit (r = 0.35), C0 (r = 0.36), and α3 (r = −0.33). Commuters should leave later when the speed limit is higher, the maximum risk of delay is higher (e.g., poorer weather), or the penalty for mismatched arrival timing is lower. The remaining correlations with departure time were <0.07. Travel speed was also sensitive to the speed limit (r = 0.96) and α2 (r = −0.14) but not to the other parameters (r's < 0.10). Commuters should drive faster when the speed limit is higher and when the penalty for mismatched travel speed (i.e., more enforcement) is lower. The majority of the results were similar when these scenarios were modeled under the assumption of a linear decrease in delay events (S1.1). The exception was that departure time was not sensitive to C0 (r = 0.01) but instead was sensitive to α1.1 (r = 0.36), the rate of linear decrease in the travel cost. With a greater decrease in the travel cost (i.e., a more rapid improvement in driving conditions), commuters should leave later.




Model 2—Spring Migration in an Overland, Nocturnal Migrant

This model was parameterized for small songbirds (~20 g) with overland, nocturnal migration with no major ecological barriers for stopover fueling. Functions and parameter values were chosen based on their general shapes, and whenever possible, were informed by empirical data. However, we recognize a general lack of data on mortality and reproductive success in wild songbirds to support our choice of parameters in the fitness functions.


Decision Variables and Assumptions

In the model we determined the optimal departure date (day of year, t0) and migration speed (km·h−1) for a bird leaving its final non-breeding (premigratory) site in the south and traveling north a distance (d) to its breeding site. The variable t0 was considered to be a behavioral decision which determines the onset day of fueling in advance of the first migratory flight (Lindström et al., 2019). We assumed that variation in migration speed is determined either by the power requirement for flight (P), which is partly determined by wing morphology (model 2.1), or k (the fueling rate; model 2.2). In the former case, we considered wing morphology, and therefore P, to be a fixed, developmental decision (i.e., an evolved trait). In the latter case, we considered fueling rate (k) to be a behavioral decision about foraging intensity (cf. Weber et al., 1998). We also assumed a target arrival date (day of year, τ). The variable t0 was constrained to be in the range {0, τ}, where 0 is the earliest possible migration date.



Fitness Functions

We specified fitness (W) as the product of three fitness components:

[image: image]

so that fitness (W) is expected reproductive output. Fitness combines mortality minimization and the reproductive benefits of matching arrival time to τ. Prior theoretical work on optimal migration strategies have considered a variety of decision variables, fitness criteria, and model formulations including analytical models of single decision variables, dynamic optimization models, and optimal annual routine models (review: Alerstam, 2011). Compared to previous models, ours is a deterministic model which considers two decision variables, and fitness criteria that include the minimization of time spent on migration and the minimization of predation risk (Alerstam and Lindström, 1990) and phenological match (Weber et al., 1998; Jonzén et al., 2007).

The first fitness component (S1) is the cumulative probability of surviving extrinsic mortality events, which depends on the instantaneous mortality rate per kilometer traveled (Cs) and travel distance (d).

[image: image]

Thus, migration over a longer distance was assumed to be more costly (cf. Bell, 1997). Extrinsic mortality events may include predation or exposure to severe weather. We further allowed Cs to be a function of departure time, t0, assuming that costs begin to accrue during the first (predeparture) fueling period. In the commuting model, model results were not sensitive to the choice of formulation for S1, thus we only consider the formulation in which extrinsic mortality declines exponentially with t0 (Jonzén et al., 2007):

[image: image]

where C0 is the maximum mortality rate when t0 = 0, and α1 determines the rate of decline in Cs. This formulation accounts for an increased probability of total migration mortality when departing earlier in the year, in presumably harsher environmental conditions. The possibility of variable hazards across the migration route were not considered here. For baseline parameter values, we let d = 5,000 km and assumed C0 = 0.0001 and α1 = 0.03. Thus, S1 = 0.61 when t0 = 0, and S1 = 0.98 when t0 = 100.

The second fitness component (S2) reflects the costs associated with migration speed. In model 2.1, we assumed that these costs are mediated by wing shape, which can be optimized for flight speed or maneuverability, but not both (e.g., Hedenström and Møller, 1992; Vágási et al., 2016). A rounded wing shape that facilitates maneuverability is known to be important for escaping predation (Swaddle and Lockwood, 1998; Fernández-Juricic et al., 2006). Thus, wings adapted for long-distance migratory flights might be traded off against the ability to escape from predators (cf. Lank et al., 2017; Anderson et al., 2019). For comparison, in model 2.2 we assumed that costs associated with migration speed are mediated by foraging effort at stopover sites. Higher effort leads to a higher fueling rate and shorter stopovers, but at a greater risk of predation.

In model 2.1, we assumed birds follow a policy of time-selected migration and maximize their speed of migration, which is migration distance divided by cumulative flight time plus cumulative fueling time to cover flight costs (Norberg, 1981; Alerstam and Lindström, 1990; Hedenström and Alerstam, 1995). Under this fitness criterion, optimal migration speed (Vmigr) can be calculated as a proportion of optimal flight speed (Vflight) given the power requirement for flight (P in Watts) at Vflight and the fueling rate (k in Watts):

[image: image]

P is affected by the overall elevation of the U-shaped power curve for flight. Lowering P, for example due to increased wing pointedness (which is related to aspect ratio), is expected to decrease Vflight, but only to a small degree compared to its effect on the time required for fueling (see Figure 1 in Hedenström et al., 2007). The effect of lowering P is to reduce the time required for fueling, which in turn increases Vmigr. For simplification, we assumed Vflight to be invariant in the model, and let P be the decision variable. We assumed that k is a constant that characterizes the environmental conditions for fueling (note that this assumption was relaxed in model 2.2).

In the model, we constrained the choice of flight power input P to be in the range of 1–4 W. For reference, P was estimated to be 1.6 W for ~12.6 g free-flying yellow-rumped warblers (Setophaga coronata) (Guglielmo et al., 2017), and 4.2 W for ~33 g free-flying Swainson's thrushes (Catharus ustulatus) (Gerson and Guglielmo, 2011).

An estimate of k (rate of fuel gain while activity foraging) was determined from empirical estimates of fat deposition rate (daily gain in fat mass as a proportion of lean body mass), the caloric value of fat (36.3 kJ/g), and the proportion of the day actively foraging (Lindström, 1991). Fat deposition rates of wild songbirds can vary among species and ecological circumstance (Moore and Kerlinger, 1987; Alerstam and Lindström, 1990; Schmaljohann and Eikenaar, 2017); we chose the estimate of 2.4% of lean mass d−1, which was the median value extracted from 31 species- and/or population-specific values (Alerstam and Lindström, 1990). Assuming a model 20 g lean bird, this corresponds to 0.48 g fat gain per day, which is equivalent to 0.202 W. Assuming an active foraging period of 12 h and 0 W fat gain overnight, this translates to 0.404 W fat gain while foraging. Based on empirical studies, Vflight was assumed to be 12 m·s−1 or 43.2 km·h−1 (Bruderer and Boldt, 2001).

Birds with power requirements for flight (P) increasingly below Pmax (due to increased wing pointedness) were assumed to experience a higher predation rate following this functional form: αp1[αp2(Pmax-P)2], where αp1 is a constant which determines the minimum predation rate and αp2 is a parameter which determines how predation rate increases with decreasing P. This cost was intended to reflect a reduced ability to escape predators due to having more pointed wings. Surviving predation is then:

[image: image]

This function was chosen to be similar to one used in the commuting model. Unlike in the commuting model, however, Sp is not a function of d. This is because wing shape is expected to affect predation rate all year, both during migratory and non-migratory periods. We let αp1 = 0.005, αp2 = 10, and Pmax = 4 W. Thus, Sp = 0.64 when P = 1, and Sp = 1 when P = 4.

In model 2.2, we let fueling rate (k) be the decision variable and constrained the choice of k to be in the range {kmin, kmax}. For the minimum value, we let kmin = 0.2 W. We calculated kmax assuming a maximum fat accumulation rate of 5.4% d−1 (Lindström, 1991), the caloric value of fat, and a daily foraging period of 12 h. After conversion, kmax = 0.9 W. In contrast to model 2.1, we assumed P was invariant and let P = 2 W. A higher fueling rate was assumed to carry a predation cost due to increased exposure, such that:

[image: image]

where αk is a parameter which determines how predation rate increases with k. We let αk = 0.2 so that Sk = 0.96 when k = 0.2 W, and Sk = 0.84 when k = 0.9 W.

For the third fitness component (f) in models 2.1 and 2.2, we assumed an optimal arrival date (day of year, τ) with a reproductive penalty (reduction in offspring production) for arriving earlier or later than this time. As in the commuting model, the equation for this fitness component was:

[image: image]

where t1 = t0 + tmigr. Allowing reproductive output to be maximal at τ is similar to assumptions in Weber et al. (1998) and is consistent with the commuting model. For baseline parameters, we let α3 = 0.0001 and τ = 125. Thus, f = 1 when t1 = 125, and f = 0.94 when t1 = 100 or 150.

Total time spent on migration (tmigr in days) depends on time in flight, time spent fueling for those flights, and time spent inactive while at stopover sites. Letting total flight time be d/Vflight and total fueling time be d/Vflight·P/k, the ratio between flight time and fueling time is 1:P/k (Hedenström and Alerstam, 1997). For example, if P = 2 W and k = 0.404, this ratio would be 1:5. If we let hflight be the hours spent in flight per day (because birds fly for only part of the night) and hfuel be the hours spent fueling per day (because birds fuel only during the day), then

[image: image]

Recognizing uncertainty and individual variability, we assumed hfuel = 12 h and hflight = 6 h. As an example, the calculated value of tmigr was 69 days after substituting values of d = 5,000 km, Vflight = 42.3 km·h−1, k = 0.404, W, P = 2 W, hfuel = 12 h, and hflight = 6 h.



Finding {[image: image], P*} or {[image: image], k*}

Using a baseline set of parameters (d = 5,000 km, τ = 125 d, P = 2 W, k = 0.404 W, C0 = 0.0001, α1 = 0.03, αp1 = 0.005, αp2 = 10, αk = 0.2, α3 = 0.0001, Vflight = 42.3 km·h−1, hflight = 6 h, and hfuel = 12 h), models 2.1 and 2.2 produced fitness surfaces with intermediate optima (Figure 4). This suggests that the chosen functions and baseline parameters were reasonable approximations.


[image: Figure 4]
FIGURE 4. Fitness associated with combinations of (A) departure time (t0) and power (P) or (B) departure time (t0) and fueling rate (k) using baseline parameter values in the migration model. Optimal combinations {[image: image], P*} and {[image: image], k*} are shown as crosses. In (A), [image: image] = 48 days, P* = 3.1 W, and [image: image] = 142 days. In (B), [image: image] = 69 days, k* = 0.42 W, and [image: image] = 134 days. The fitness contours are based on a loess fit of model output with span = 0.005, with values indicated in the legend.




Predictions

As we did in model 1, simulations were run with randomized parameter combinations to explore the consequences of an earlier target arrival time (τ) or longer travel distance (d). In each simulation (n = 1,000), τ and d were drawn from uniform distributions between minimum and maximum values. Each remaining parameter was chosen from a normal truncated distribution, with mean = baseline value, sd = mean/3, and bounding values defined by the 2.5 and 97.5% quantiles. Separate simulations were run for models 2.1 and 2.2.

Randomized simulations of model 2.1 showed that departure day t0, and to a lesser extent P, was sensitive to τ (Figures 5A,B). The correlations with τ were r = 0.28 and r = 0.10, respectively (Table 1). Thus, it is advantageous for birds to leave earlier and have a slightly lower power requirement for flight (e.g., greater wing pointedness) when needing to arrive at a destination earlier. Departure day, and to a greater extent, P were also sensitive to d (Figures 5C,D). The correlations with d were r = −0.44 for departure day and r = −0.74 for P (Table 1). Thus, it is advantageous for birds to leave earlier and have a lower power requirement for flight (e.g., greater wing pointedness) when migrating a longer distance. Randomized simulations of model 2.2 gave similar results: it is advantageous to leave earlier and to fuel slightly faster when needing to arrive at a destination earlier, and to leave earlier and fuel faster when migrating a longer distance (Table 1, Figure 6).


[image: Figure 5]
FIGURE 5. Predictions arising from randomized simulations of migration model 2.1. (A,B) Show the effect of target arrival time τ on departure day of year t0 and the power requirement for flight P (in W), respectively. (C,D) Show the effect of migration distance d on t0 and P, respectively.



Table 1. Correlations (r) between parameters and decision variables (t0, P, k) in randomized simulations of migration models 2.1 and 2.2.

[image: Table 1]


[image: Figure 6]
FIGURE 6. Predictions arising from randomized simulations of migration model 2.2. (A,B) Show the effect of target arrival time τ on departure day of year t0 and fueling rate k (in W), respectively. (C,D) Show the effect of migration distance d on t0, and k, respectively.


Departure day and migration speed were also sensitive to other parameters in models 2.1 and 2.2, and predictions largely recapitulated predictions from the commuting model (Table 1). Higher extrinsic mortality (determined by C0 and α1) and lower predation rates (determined by αp1, αp2, and αk) favored later departure and slower migration via adjustments to P or k. A greater penalty for phenological mismatch (α3) favored earlier departure. Several parameters directly contributing to faster migration (k, hfuel, Vflight) favored later departure and slower migration via adjustments to P (model 2.1) or k (model 2.2). Longer nocturnal flights favored later departure but no adjustment to P or k.

Compared to the commuting model, target arrival time τ had larger effects on optimal P and k in models 2.1 and 2.2, respectively. We also found that the effect of τ on migration speed (P or k) depended on other parameters in the model. For example, in model 2.1, the effect of τ on P was stronger when migration distance d was higher or fueling rate k was higher (Figure 7).


[image: Figure 7]
FIGURE 7. Predictions for the power requirement for flight P arising from randomized simulations of the migration model 2.1. (A) Shows the effect of different combinations of target arrival time τ and migration distance d. (B) Shows the effect of different combinations of target arrival time τ and fueling rate k.





Empirical Evidence

To assess the empirical evidence regarding the alternative mechanisms used to achieve an earlier target arrival date by songbirds, we tested qualitative predictions regarding within-population sex and age effects. In other words, assuming sex and age differences in target arrival time at breeding areas, do males or adult birds depart for migration earlier and/or migrate faster than females or young birds? Within-population comparisons provide a robust evaluation of model predictions, because most ecological covariates are expected to be similar between comparator groups. Published information was compiled on sex and age comparisons in the onset of spring migration and other traits related to spring migration speed in migratory songbirds. An important caveat is that some species may not conform exactly to our modeled songbird, especially with respect to their body size and presence of an ecological barrier for en route fueling. Traits related to migration speed included migration speed (km·d−1) across the whole migratory journey, total migration duration (d), wing shape (usually pointedness), flight speed, fueling rate (based on mass change or plasma metabolite analysis), and stopover duration (d) (Tables S1, S2). For each study, we present the methodology (e.g., radio-telemetry, geolocator, mark-recapture/resighting), species, statistical evidence of significant sex (M < F, M = F, M > F) or age effects (A < J, A = J, A > J; where A refers to adult or after-second-year birds and J refers to juvenile or second-year birds), and reported effect sizes for timing and speed traits. These data were then tabulated by effect direction and study. No formal meta-analysis was done to evaluate overall sex and age effects due to duplication of species across studies, variation in the number of species per study, and inconsistences in how data were analyzed.

We used an among-species, phylogenetically-controlled, comparative approach to assess the effects of migration distance on migration speed and departure day, as migration distance commonly differs among but not within populations. Published information was compiled for spring migration traits for 25 songbird species (Table S3), where the majority of studies used geolocators. One exception was Kirtland's warbler where spring migration duration was estimated from observations of color-banded individuals (Ewert et al., 2012). These species differed in body size, the presence of ecological barriers for en route fueling, and other ecological traits such as trophic guild, and thus did not exactly conform to our modeled songbird.

To test qualitative predictions from the migration model, we extracted or derived information on spring migration distance (km), departure day of year, migration speed (km·d−1), body mass (g), and breeding latitude. We only included one set of data for each species, and in cases where the same species had been studied more than once, we included the one with the biggest sample size. We used lean body mass if available and otherwise used the reported body mass. Only studies of three or more spring tracks were included. In studies where information about migration distance were lacking or not explicitly given, we derived migration distance either from breeding and wintering locations or we extracted approximate locations from published maps. Migration distances were calculated as orthodromes when there were no or only minor detours, or as the sum of migratory distances between consecutive stopovers from wintering to breeding locations when the birds made detours. From these data we derived overall migration speed, Vmigr, which is total migration distance divided by total time of migration, which should include the time for fueling before the first migratory flight (Lindström et al., 2019). We note that we may be underestimating migration distance and therefore underestimating Vmigr. This is partly compensated for by the fact that in most cases the duration of migration excludes the time for fueling before the first migratory flight. This is a notorious problem related to tracking studies, where onset of migration is usually defined based on when the birds start moving. In long distance migrants having many stopovers, the influence of excluding the first fueling episode from the duration of migration will have a relatively small effect. If estimated Vmigr exceeds 300 km·d−1 for songbirds, one should take that as an indication that the duration of migration is likely underestimated, or birds flew with tailwind assistance (cf. Hedenström and Alerstam, 1998). This was the case for two species in our data (Table S3), and therefore our analysis should be considered as provisional. In cases where body mass was missing, we obtained body mass from other sources (Dunning, 1993; Conway and Eddleman, 1994).

To account for relatedness among species, migration speed was analyzed using a phylogenetic generalized least squares model using function pgls in package caper (Orme et al., 2018). The main explanatory variable of interest was migration distance. Body mass and departure day were also included to account for these potentially confounding effects. In the analysis, migration speed, and distance were log-transformed to reduce skew. Phylogenetic information (n = 1,000 trees; Hackett backbone) was obtained from BirdTree.org (Jetz et al., 2014). A consensus tree was built using function consensus.edges in package phytools (Revell, 2012). In the pgls analysis, we optimized branch length transformations in a sequential fashion by fitting the parameters λ, δ, and κ by maximum likelihood. Models with different combinations of the explanatory variables were compared by AIC, where a lower AIC indicates a better fit. Breeding latitude was excluded from the global model because of difficulties in estimating λ when it was included, but we tested for its inclusion by AIC. Ordinary least squares regression was also done on the selected model for visual comparison with the pgls model. Departure day was similarly analyzed using function pgls with log-transformed migration distance and body mass included as explanatory variables.


Sex and Age Effects

An earlier onset of spring migration by males than females was commonly reported in migratory songbirds (14/18 cases). Based on reported effect sizes (n = 13 cases), the sex difference in onset was variable (−38 to 3 days) with a median value of −7 days (i.e., protandry in departure day). In contrast, sex differences in traits related to faster travel speed (greater migration speed, flight speed, or fueling rate; shorter migration duration or stopover duration) were reported in only 5 of 23 cases (Table 2, Table S1). In these five cases, males had traits consistent with faster travel speeds than females. Estimates of sex-specific migration speed, flight speed, migration duration, and stopover duration were sparse. Despite minimal evidence that males migrated faster than female, males usually had more pointed wings than females (6/8 cases).


Table 2. Summary of sex effects in departure date and traits related to spring migration speed from published studies of migratory songbirds (see Table S1).

[image: Table 2]

Regarding age effects in spring migration, empirical data was more sparse than for sex effects (Table 3, Table S2). Only three studies examined age differences in the onset of spring migration, and these found inconsistent effects. Age effects were frequently reported for wing shape, with adults having more pointed wings than juveniles in 5/6 cases, and stopover duration, with adults have similar or shorter stopovers than juveniles in 4/7 cases. In 5/5 cases, fueling rates were similar between age classes.


Table 3. Summary of age effects in departure date and traits related to spring migration speed from published studies of migratory songbirds (see Table S2).

[image: Table 3]



Distance Effects

The model of log-migration speed with the lowest AIC included log-migration distance, departure day, and body mass. Birds migrated more quickly when they had longer migration distances (β = 0.318 ± S.E. = 0.123; t21 = 2.6, p = 0.017) and when they departed later (β = 0.003 ± 0.002; t21 = 2.2, p = 0.037; Figure 8). In this model, body mass was not significant (p = 0.756). Optimized branch length transformations were λ = 0.435, δ = 1.952, and κ = 0.942. The model of departure day with the lowest AIC only included the intercept, so none of the explanatory variables were important.


[image: Figure 8]
FIGURE 8. Songbird species with longer migrations have faster migration speeds. The phylogenetically-controlled regression line is shown (solid line) in addition to the least squares regression line (dotted line). Migration speed and distance were log10-transformed in the analysis.






DISCUSSION

To achieve an earlier arrival time at a destination, the commuting and migration models predict adjustments to departure time as the dominant mechanism, with adjustments to migration speed (adaptation of P or plasticity in k) playing a lesser role. Extending these results to avian protandry in arrival timing, our models predict that males should depart non-breeding areas before females, and sex-specific departure timing should be the primary mechanism underlying protandry. Males may also have a lower power requirement for flight or higher fueling rate, but these effects should be more subtle than for departure day. The model predictions largely agree with empirical data (Table 2 and additional citations in Newton, 2008; Coppack and Pulido, 2009). Sex-specific departure from non-breeding areas is commonly observed in migratory songbirds, with males typically departing for migration about 7 days before females (cf. Briedis et al., 2019). In contrast, traits related to travel speed usually do not differ between the sexes. Where sexes do differ, however, they are in the expected direction for facilitating faster migration by males than females.

Variable results regarding sex-specific migration speed may be related to unaccounted for ecological covariates that act as selection agents on migration traits. For example, our model predicts sex differences in migration speed to be greater for longer distance migrants or under better fueling conditions, but such information on these and selection agents are generally unavailable. Moreover, environmental variables such as temperature or weather conditions can serve as cues for, or directly affect, migration traits (Ahola et al., 2004; Both et al., 2005; Marra et al., 2005; Knudsen et al., 2011; Haest et al., 2018). Seasonal carry-over effects can also influence phenology (Marra et al., 1998; Gow et al., 2019). Regarding the empirical evidence, we note that traits underlying migration speed are difficult to measure or may be inherently variable, small differences in these traits may be difficult to detect without large sample sizes, and departure day is not the same as the onset of pre-departure fueling. Also, stopover duration may not be the best indicator of migration speed, because stopover departures can be associated with landscape-level re-locations within a stopover region, rather than directional, migratory flights (Taylor et al., 2011; Schmaljohann and Eikenaar, 2017). Fueling rates represent a better index of migration speed (Lindström et al., 2019), but measuring fueling rates remains a challenge for wild songbirds in natural environments (Schmaljohann and Eikenaar, 2017).

The migration model was less able to recapitulate age differences in spring migration traits of songbirds. Accordingly to a theoretical model, the earlier arrival timing of adult birds than juvenile birds is evolutionarily favored due to within-sex competition for breeding territories, with adults outcompeting juveniles (Kokko et al., 2006). Thus, adults should have an earlier target arrival date τ. In light of our model, we would predict differential departure date from non-breeding areas as the primary driver of differential spring migration by age, but not differential migration speed. However, evidence regarding age-specific departure date is mixed and does not strongly support model predictions. In contrast to the model, adults and juveniles seem to differ more often in migratory speed, not because of slower fueling by juveniles, but perhaps because of longer stopovers and less efficient migratory flight behavior due to their wing shape. Age differences in stopover duration but not k also suggest a decoupling between k and stopover decisions in young birds, for reasons which may be related to the importance of energy rather than time minimization in young birds (Hedenström and Alerstam, 1997).

Slower migration speeds in juveniles than in adult birds suggests additional constraints acting on juveniles, which could limit the evolution of factors controlling migration speed such as P or k. Juveniles are known to differ from adults in many behavioral, morphological, and physiological traits, some of which persist to their first spring migration. For example, juveniles can retain their shorter and generally more rounded wings than adults, owing to the retention of their first primary feathers (Pyle, 1997). Thus, wing shape may be optimized for post-fledging and juvenile survival rather than for migration efficiency (Alatalo et al., 1984). Juveniles also may continue to show inexperience with navigation and orientation during their first spring migration. For example, juveniles show less tailwind selectivity than adults when making departure decisions both in fall (Mitchell et al., 2015) and spring (Morbey et al., 2018). In several species, juveniles in the fall have smaller flight muscles, larger digestive organs, and higher basal metabolic rates than adults (McCabe and Guglielmo, 2019), although it is not known if these effects carry over to their first spring migration. Further research on age effects during spring migration seem warranted. For example, if juvenile wing shape constrains spring migration, such effects should not be apparent for species with two complete molts per year (e.g., willow warbler Phylloscopus trochilus or bobolink Dolichonyx oryzivorus).

The commuting and migration models predict that longer travel distances should be facilitated by adjustments to departure time and travel speed. The prediction that migration distance selects for reduced power required to fly through adaptation of wing shape is generally supported by comparative studies of simple or composite wing shape indices (Kipp, 1958; Marchetti et al., 1995; Mönkkönen, 1995). Aerodynamic models of flight cost include wing span and aspect ratio as descriptors of wing morphology, but simple or composite wing indices are correlated with aspect ratio (Hedenström, 1989). Conforming to the predicted effect of travel distance on travel speed, we found that longer-distance migratory songbirds have faster migration speeds. Similar findings were also reported in a recent analysis of migration speed among and within species of songbirds that used some of the same sources of data as ours, but used a different statistical approach (Schmaljohann, 2019). While these results are encouraging, estimated migration speed does not include the fueling episode before the first migratory flight.

In contrast to the predicted effect of travel distance on departure time, longer-distance migratory songbirds did not depart for migration earlier but in fact departed later. This was the case even though we included the ecological covariates body size and breeding latitude, and accounted for phylogenetic relatedness among species. However, the 25 songbird species differ in many other respects, including their migratory routes, habitat preferences, trophic guilds, mating systems, and molt strategies. These factors likely select for differences in the seasonal phenology of migration and breeding, and possibly swamp any effect of migration distance on the onset of spring migration.

Our migration model has the potential to inform predictions regarding phenological and morphological adaptation to climate change. Climate change at mid- to high latitudes has advanced breeding phenology and extended species ranges. Similar to optimal annual routine models (Hedenström et al., 2007; Jonzén et al., 2007), our model predicts that an earlier optimal breeding date should select strongly for earlier departure from non-breeding areas. To a lesser extent, we also predict faster migration (e.g., a lower power requirement for flight or a faster fueling rate). Desrochers (2010) observed increased wing pointedness in boreal forest songbirds which was attributed to selection for increased mobility due to deforestation. According to our model, this pattern in migratory species could also be explained as an adaptation to climate change, assuming an advancement of optimal breeding date in these northern forests. If breeding populations shift northward in response to climate change, increasing migration distance should strongly select for faster migration, with less clear-cut effects on departure timing. On the one hand, longer migration distances favor earlier departure, but if optimal breeding dates shift to later in the year at higher latitudes, this would select for later departure.

In conclusion, we developed a simple optimization model of the onset day of spring migration and migration speed. Many of the model predictions agreed with empirical data, although age effects presented a challenging problem for future consideration. Although we focused on migratory songbirds, the model could be parameterized or re-formulated for other migratory or commuting systems. For example, a logical next step would be to model and summarize sex differences in the onset of spring migration and migration speed in shorebirds or in anadromous salmonids. As more migration studies are published in the near future, a consistent reporting of migration traits and important ecological covariates will facilitate future meta-analyses and development of theory.
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