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The framework of allostasis, allostatic load and overload (i.e., stability through change) attempts to combine homeostasis processes in day-to-day responses of physiology and behavior. These include predictive changes in environment such as seasons, and facultative responses to perturbations. The latter can be severe, occur at any time, and may present considerable additional challenges to homeostasis. Hormonal cascades, such as the hypothalamo-pituitary-adrenal cortex (HPA) axis, play a key role in responses to perturbations across vertebrate taxa. Glucocorticoids have been implicated in these processes in relation to energy balance that plays a role in determining responses to energetic demand (allostatic load) and influencing subsequent physiology and behavior associated with coping. Circulating glucocorticoid levels are likely regulated in part based on an individual’s proximity to energetic crisis, identified as the perturbation resistance potential (PRP). In the model of allostatic load, PRP is quantified as the difference between available resources and all energetic costs of allostatic load such as daily routines, life history stages (breeding, migration, molt and so on), and the impact of environmental perturbations. PRP can change gradually or abruptly and may be reflected by spikes in blood hormone levels. The pattern of individual responsiveness to PRP may vary and has specific implications for the activation of mineralocorticoid vs glucocorticoid-type receptors, hormone metabolizing enzymes and other downstream factors in target tissues. However, PRP is a difficult metric to measure. Here, we examine the variety of cues that animals may use to inform them about the status of their PRP and probability of energetic crisis. We consider (1) elevation in glucocorticoids as an endocrine “decision,” and (2) error management strategies in evaluating responsiveness to cues that may reflect or predict an impending energetic crisis. The potential for differential receptor activation as well as further integrative “decisions” to determine the diverse and sometimes contradictory effects of receptor activation and its downstream actions are important to the consideration of error management. This perspective offers insight into the basis of intra- and inter-individual variability in responsiveness and opens an avenue toward improving compatibility of the allostasis model with more classical views on “stress”.
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Introduction

Coping with environmental change is an essential component of an organism’s life cycle. These changes can be predictable – environmental cues such as day length, light intensity, temperature and food availability – that are used to time life history stages and homeostatic adjustments (Gwinner, 1996; Wingfield, 2004; Hau et al., 2008). Additionally, all organisms must cope with unpredictable events – social disruptions, predators, extreme weather events and human disturbance. However, there is no clear distinction between coping with predictable and unpredictable events. Indeed, there is much overlap in how organisms cope which varies as a function of individual body condition, social status, age and sex. The term “stress” is used (recursively) to describe many environmental changes that may result in the organism modifying its behavior or physiology to mitigate the impacts of the “stressor.” Predictable changes, and the life history stages best adapted to deal with them, may be energetically demanding, but an individual can prepare by using predictive cues to anticipate onset of a life history stage rather than respond facultatively. A key point is that an environmental situation (including both predictable and unpredictable) might be “stressful” to one individual but not to another. How we assess this kind of contextual variation and explore how behavioral and physiological coping mechanisms are regulated is critically important to teasing apart the confusing and often contradictory narratives about stress. Allostasis, i.e., stability through change, is one theoretical framework that integrates the demands of predictable and unpredictable environments (allostatic load) according to individual condition (McEwen and Wingfield, 2003). Twenty years from its inception, we feel it is time to revisit the concept of allostasis in the light of recent developments and research.


Stability and change: Allostasis and allostatic load

The term “allostasis” was initially advanced by Sterling and Eyer (1988). They observed that many human pathologies appeared to result from damaging shifts in physiological set-points, such as high blood pressure, as opposed to simple homeostatic failures. Their goal, as clarified by Sterling (2004), was specifically to reject and replace the term “homeostasis,” which was the preferred term to describe most or all regulatory processes in the body since its introduction by Walter Cannon (1932). The root “homeo,” Sterling and Eyer (1988) argue, is almost always inaccurate, as biology is dynamic and constancy in set points is rare. Furthermore, shifts often occur in anticipation of demands, a notion very much at odds with the reactive, thermostat-like model of homeostasis presented in most textbooks (Sterling and Eyer, 1988; Sterling, 2004, 2020).

Dallman (1993) interpreted Sterling and Eyer’s (1988) examples of stable shifts in physiology as “new operating conditions” in response to “occasionally hostile conditions.” In a subsequent paper, McEwen and Stellar (1993) featured “allostasis” centrally. However, they focused on set-point-shifts as the core of their definition, and explicitly retained homeostasis as a “tried and useful concept” that, while inadequate, did not merit outright replacement. McEwen (2004) later clarified that they felt “homeostasis should be reserved for parameters that are essential to maintain for survival.” McEwen and Stellar (1993) aimed to identify and name the consequences of such shifts i.e., “the strain on the body produced by repeated ups and downs of physiologic response, as well as by the elevated activity of physiologic systems under challenge, changes in metabolism (see also Jimeno et al., 2018) and the impact of wear and tear on a number of organs and tissues.” For this, they coined the term, “allostatic load” (McEwen and Stellar, 1993).

The definition of allostatic load developed by McEwen and Stellar (1993) and elaborated upon by McEwen (1998) referred to specific pathologies associated with chronic stress, and particularly chronic exposure to elevated glucocorticoid hormones in humans and laboratory animals. Much of the biomedical literature continues to treat allostatic load in this way, using metrics like blood pressure, human low density lipoprotein (HLDL) cholesterol, and glycosylated hemoglobin to generate a score estimating wear-and-tear on the body. In the course of elaborating upon allostatic load, words like “price,” “cost” and “demand” began to recur. For instance, McEwen (1998) describes “the price of adaptation that promotes pathophysiology.” Koob and Le Moal (2001), described allostatic load as “the cost or the price the body may have to pay for being forced to adapt to an adverse or deleterious physiological or physical situation.”

McEwen and Wingfield (2003) took this recurring notion of “cost” and developed it into an energetics-based (E) framework for allostatic load. In brief, allostatic load is a function of Ee (basal existence) + Ei (routine activity) + Eo (unpredictable perturbations; Table 1; McEwen and Wingfield, 2003). Glucocorticoid levels are predicted to change in parallel with allostatic load. Pathophysiology, in this model, is reserved for two types of allostatic overload: Type I occurs when allostatic load exceeds the energetic resources available in the environment (Table 1 and Figure 1B), and Type II occurs when allostatic load remains high without exceeding basal energy available. The latter is defined as Eg (food available in the environment) and Ecr which while including Eg also recognizes endogenous energy reserves of the individual and access to Eg as a result of predation risk, social status and so on (Table 1). Type II allostatic overload results in pathology associated with chronically elevated glucocorticoids (Figure 1B; McEwen and Wingfield, 2003).


TABLE 1    Environmental factors and allostasis, definitions and examples.
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FIGURE 1
(A) An explanation of the terms: “homeostasis,” “allostasis,” and “physiological state.” Action of primary mediators (i.e., action of hormones, elements of the immune system, and/or neural responses; defined as an allostatic state) tune critical internal variables to specific set points as appropriate to existing environmental conditions and life-history demands (McEwen and Wingfield, 2003). “Allostasis” is defined as the process of adjusting critical internal variables among such set points. In contrast, we refer to “homeostasis” as the process of maintaining internal variables within a given set point. The physiological and behavioral characteristics of a specific set point can be described by three increasingly complex physiological states – A, B, and C. Physiological state A is characterized by basic physiological and behavioral processes fundamental for simple existence. Physiological state B is representative of processes associated with increased, but predictable or manageable demands in the environment or in life history. Physiological state C is characterized by facultative responses (e.g., the emergency life-history stage) associated with unpredictable and life-threatening events. The physiological states A, B, and C are paralleled by allostatic states that maintain processes at given set points through the action of primary mediators. From Landys et al. (2006) with permission, Elsevier. (B) A schematic representation of energy available to obtain in the habitat (Eg) or total resources including stored fat (Ecr), existence energy (Ee) and energy required to go about daily routines (E1). Eo (dashed blue line) is the additional energy resulting from a perturbation or changed weather conditions that increases allostatic load (for example increased foraging effort). Allostatic overload type 1 occurs when Ee + Ei + Eo exceeds Eg/Ecr precipitating negative energy balance (top panel) and triggers the emergency life history stage (ELHS). In the bottom panel, Eo increases and remains permanently elevated but below Eg/Ecr. This is allostatic overload type 2.


This inclusion of energetics in the definition of allostatic load has gained traction since its introduction such that there now exists a spectrum of definitions for allostatic load. These definitions range from those that retain the original focus on specific pathologies or damage (e.g., Picard et al., 2014; Juster and McEwen, 2015) to definitions that describe a more all-inclusive energetic quantity (Lattin and Romero, 2014; Monaghan and Spencer, 2014). While these differing definitions are generally assumed to be equivalent, or at least not in conflict, their congruity has not been assessed. In part, this is because although animal energetics is an ancient and well-developed field, very little research has been done that can be used to assess its relationship with other hallmarks of allostatic load, such as circulating glucocorticoid levels (McEwen and Wingfield, 2003).

Here, we will break down the allostatic load framework into its component parts and contrast it with a complementary model that has arisen since its inception, Reactive Scope (Romero et al., 2009). Both models incorporate the concept of a threshold, albeit differently. It is proposed that a framework focused on the endocrine “decision” to cross a functional threshold may be a better fit. We will explore conserved and variable aspects of glucocorticoid signaling to characterize the nature of this threshold. Finally, we will discuss ways of interpreting variation to inform future modeling efforts.



Breaking down the model

As we engage with an update of the framework of allostatic load presented by McEwen and Wingfield (2003), it is useful to first break it down into its component parts. After discussing the basis for our proposed updates, we will return to these to note relevant changes.


1.Allostatic load is an energetic quantity or Eload. This quantity may be subdivided into its component parts: basal existence, routine, and perturbation-related costs, dubbed Ee, Ei, and Eo, respectively (Table 1). These are served by physiological state levels of activity – A, B, and C in Figures 1, 2. Ei can vary seasonally as life-history stage and individual needs change, for example as occurs during breeding, migration, molt, etc. Eo is inherently unpredictable and includes costs of injury, disease, and unexpected wear-and-tear as well as responses to habitat loss or degradation, predation risk, major weather events and so on. Wear-and-tear are included in Ee and Ei to the extent that they incur significant costs; thus, these ideas are not necessarily mutually exclusive (Figures 1, 2 and Table 1).
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FIGURE 2
(A) Hypothetical binding curves of the three known adrenal steroid receptors: the genomic mineralocorticoid receptor (MR), the genomic glucocorticoid receptor (GR), and the non-genomic membrane-associated glucocorticoid receptor (mGR). The MR binds glucocorticoids (GCs) with a higher affinity than does the GR. At least in birds, the mGR displays the lowest affinity for GCs (Breuner and Orchinik, 2009). These in vitro receptor properties suggest that low GC concentrations primarily bind the MR, whereas elevated levels bind the GR and may begin to bind the mGR. Thus, differences in the proportion of bound receptor types may provide a mechanism whereby different GC concentrations are able to produce specific physiological states. Low GC levels that predominantly activate the MR may promote physiological state A. Seasonal elevations in plasma GCs may support physiological state B through partial binding to the GR and the mGR. As GCs increase above the seasonal baseline, increased binding of all three receptor types may stimulate the physiological state C. (B) Relationship between energetic demand (allostatic load), available energy, and glucocorticoid (GC) level in the promotion of physiological states. Energetic demand can change with daily activity patterns or with life-history stage and may also increase as a consequence of challenging perturbations in the environment. Although animals respond to energetic demand by secreting GCs, this response may be attenuated by high energy availability, i.e., abundant food resources and/or internal energy depots. For example, even when energy demand is high, animals that have access to sufficient energy stores may remain within the reaction norm for a particular life-history stage and may not increase plasma GCs above a seasonal baseline. Within seasonal baseline levels, GCs may promote processes representative of physiological state B. However, as energy stores become unavailable, GCs may increase to stress-related concentrations at which point they support increasingly complex physiological states to allow an individual to cope. From Landys et al. (2006) with permission courtesy of Elsevier.



2.Variation in allostatic load is correlated with mediators such as plasma glucocorticoid levels. This component (Figures 1, 2) has been tested in birds and tentatively rejected based on Word et al. (2022). Nonetheless, glucocorticoids clearly have a central role to play, the nature of which will be considered further in this paper.

3.Resource availability is designated Eg. It represents a limit to the energy that can be expended without negative energy balance; hence, it must be considered to have the same units as allostatic load (Table 1). This has been extended to Ecr which includes Eg as well as endogenous energy reserves, and degree of access to Eg because of social status, predation risk and so on (see Table 1).

4.Allostatic overload Type 1 occurs when an animal is in negative energy balance. Specifically, this occurs when the sum of all types of allostatic load (Figure 1B) exceeds Eg. When this type of allostatic overload occurs, an “emergency life-history stage” (ELHS; Wingfield et al., 1998) will be triggered, redirecting physiology and behavior to individual survival (Figure 1B and Table 1). It often interrupts normal life history stages, depending on the intensity and duration of the perturbation, and individual trade-off decisions.

5.The ELHS is induced by elevated secretion of glucocorticoid hormones. Glucocorticoid fluctuations that occur routinely, for example, with time of day, season, or life-history stage, are distinguished from abnormally high levels associated with Eo (Landys et al., 2006; Romero and Wingfield, 2016). According to that description, ELHS activation (“physiological state level C”) occurs when glucocorticoid concentrations are consistently elevated above the seasonal norm for the life-history stage (“physiological state level B”). Effects at level C are proposed to be mediated primarily through the low-affinity glucocorticoid receptor (GR, Figure 2A).

6.Allostatic overload Type 2 occurs when allostatic load is chronically high, but an animal is not in negative energy balance. An ELHS is not triggered in this case. The precise point at which this occurs is not defined, as it is for Type 1 overload. Glucocorticoid levels are suggested to be chronically elevated (see #3 above), probably at the interfaces of levels B and C (Landys et al., 2006; Figures 1, 2B), although this has yet to be clarified. It appears that chronically elevated glucocorticoid levels may cause imbalances in sympathetic and parasympathetic tone as well as other hormones associated with homeostasis, food intake and reproduction (McEwen, 1998). These imbalances may be reflected in hypertension, insulin resistance, etc. (McEwen, 1998). Allostatic overload Type 2 would thereby include the concepts of wear-and-tear, metabolic syndrome, chronic stress, and so on, that are more typical in their biomedical usage.

7.Perturbation resistance potential, or PRP has been advanced as an important quantity in the framework of allostasis. It describes the difference between allostatic load and resource availability, Eg – (Ee + Ei), see Figure 3, and specifically reflects the vulnerability of an individual to the potential for allostatic overload Type 1 should additional perturbations or resource limitations occur (Table 1 and Figure 3). However, as Eo progresses overall allostatic load increases and PRP decreases. As such an individual must assess PRP as Eo changes.
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FIGURE 3
Perturbation resistance potential (PRP) in different seasons. Eg (also called Ecr – cumulative resources) is the cumulative energetic resources available to an individual. Ee represents the existence energy and Ei is the additional energy required to go about daily routines. PRP, Eg - Ee + Ei (vertical blue arrows). (A) PRP is higher in summer allowing more energetically demanding life-history stages such as breeding, molt and migrations to occur. (B) Ee + Ei are higher and because Eg remains unchanged then PRP is very low in winter and reduced in spring and summer. (C) Ee + Ei remain the same as in (a) but Eg is greatly reduced resulting in very low PRP. The worst-case scenario is shown in (D) where Ee + Ei are increased and Eg is reduced. Now PRP is negative in winter and greatly reduced in spring and summer. When PRP is low then extreme climatic events could result in allostatic overload type 1. From Wingfield et al. (2017). Courtesy of the Royal Society, UK.


While all these points are presented as a unified whole in the original model of allostatic load (with the exception of #7), many of them may stand (or fall) independently with variable effects on the coherence of the framework overall. These will be considered later, based on current evidence as well as arguments derived from other frameworks and concepts.



A complementary model: Reactive scope

The Reactive Scope model is an alternative to allostatic load, which was first detailed in an eponymous paper by Romero et al. (2009). It does not include Eg or PRP and the Reactive Scope model focuses more on the physiological actions of endocrine mediators, including the mechanisms by which adaptive responses indicate and generate physiological damage. Again, while the model itself may be summarized graphically (Figure 4), it is useful here to focus on the model’s components and how they relate to allostasis and predict changes in hormonal mediators such as corticosterone.
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FIGURE 4
(A) Graphical model of the concentrations of different physiological mediators on the y-axis vs. time. The range of concentrations or levels of physiological mediators is broken into four ranges. The lowest range depicts concentrations/levels that are too low to maintain homeostasis and is termed Homeostatic Failure. The minimum required concentration/level forms a threshold that does not change over time. Above this threshold is the Predictive Homeostasis range that varies according to predictable life-history changes. The circadian variation in concentrations/levels is depicted as a gray bar (with the bottom being the circadian nadir and the top being the circadian peak). The range of Predictive Homeostasis varies depending upon life-history demands, and thus changes seasonally. The Predictive Range extends slightly above the circadian peak in each season to encompass predictable daily events such as foraging. Above the Predictive Homeostasis range is the Reactive Homeostasis range, which represents concentrations/levels of the physiological mediator necessary to maintain homeostasis following an unpredictable event that threatens homeostasis. The Predictive and Reactive Homeostasis ranges form the normal reactive scope for that physiological mediator. The upper limit to the Reactive Homeostasis range is the concentration/level where the mediator itself starts to cause damage, and the range above this threshold is termed Homeostatic Overload. The threshold between Reactive Homeostasis and Homeostatic Overload is presumed to not change on a daily or seasonal basis. (B) A simplified version of the graphical model presented in (A) in a non-seasonal species such as humans. (C) A graphical depiction of the response to stressors. Each vertical line represents both a rapid spike of the mediator into the Reactive Homeostasis range in order to maintain homeostasis in the face of a stressor and a rapid decrease in the mediator once the stressor has ended. Stressor #2 is a stronger stressor than #1 and thus requires a stronger response to maintain homeostasis. Stressors #2 and #3 are of equivalent strength but occur at different times of year. Consequently, the mediator is at different concentrations/levels in the Predictive Homeostasis range so that stressor #3 is less likely to elicit a response from the mediator that extends into the Homeostatic Overload range. From Romero et al. (2009) with permission and courtesy of Elsevier.



1.Predictive homeostasis (Figure 4) is the normal range (scope) of a mediator (such as glucocorticoids) that occurs in response to reasonably predictable events such as circadian changes, reproduction, or migration (as components of Ee and Eo).

2.Reactive homeostasis is the range of a circulating mediator (Figure 4) above predictive homeostasis, up to, but not including, the level where exposure to that mediator becomes damaging (wear and tear; Figure 4). Reactive homeostasis is the expected range when a healthy animal responds to, for example, an unpredictable perturbation. The point at which reactive homeostasis occurs is subject to change and is not easily predicted by the model.

3.Homeostatic overload occurs when high blood levels of a mediator cause damage (i.e., above the range of reactive homeostasis, Figure 4).

4.The reactive scope of blood levels of a mediator thus spans predictive homeostasis and reactive homeostasis ranges (Figure 4). It is the range of hormone concentrations extending from the minimum to maintain homeostasis up to the point where levels of a mediator cause harm.



Romero and Wingfield (2016) have discussed these two models together noting that “homeostatic overload” and “allostatic overload” are related but not identical – much as the different types of allostatic overload are not identical. Homeostatic overload is analogous to the “level C” regulatory range described in Landys et al. (2006; Figures 1, 2). It is most analogous to Type 2 allostatic overload where prolonged high hormone levels are damaging but an ELHS is not triggered. ELHS activation in Type 1 overload may lead to homeostatic overload, but not always. If ELHS activation does not cause damage (i.e., if it is short-lived), it would then fall in the range of reactive homeostasis and would be within the reactive scope because it is a normal and adaptive response to an abnormal perturbation. In those cases, Type 1 allostatic overload would be distinct from homeostatic overload. Some animals may rely on prolonged energy imbalance to trigger the ELHS.

It is interesting that when the range of predictive homeostasis is high in a particular life history stage, the extent that hormones may be elevated without inducing homeostatic overload may be smaller. If the point at which damage occurs does not change, this would result in a narrowed range for reactive homeostasis (Figure 4). In this way, reactive homeostasis may be considered an endocrine analog to the energetic PRP under routine conditions, i.e., the difference between the maximum that can be accommodated (or in this case, tolerated), and seasonally normal levels.

The relevance of time is another interesting difference between these two models. With allostatic load, it is necessary to select an appropriate time interval over which to average energy expenditure because large moment-to-moment changes in energetic quantities should not trigger overload. For example, animals are expected to exhibit circadian patterns in activity (Morton, 1967) with periods of active energy expenditure and periods of restfulness. Even within active periods, activity is often exhibited in irregular bursts. These routine fluctuations do not reflect the resource demand like total energy expenditure over a period of a day or longer does. This difference is implicitly recognized by the use of time-energy budgets (Pearson, 1954) and other integrated averages in the study of field energetics. Hence, some level of averaging is necessary for energy expenditure to reflect allostatic load. The most useful time interval for averaging is likely to vary by species, sex and season, based on variability in the duration over which an animal can tolerate negative energy balance as part of its daily or seasonal routine.

Integration of signal over time also makes the significance of an acute stress response unclear with regard to allostatic load. Among the sub-categories of allostatic load, Eo is meant to represent the cost of responding to “labile perturbation factors” (LPFs). LPFs occur over varying time frames and may be classified as direct – necessitating a shift to the ELHS – or indirect– where they may be disruptive and costly but do not initiate overload (Wingfield, 2005; Romero and Wingfield, 2016). However, where energetic and endocrine signals are integrated over time, there may be no measurable effect of the most acute LPFs such as escape from a predator, on either allostatic load or circulating glucocorticoid levels. It is possible that with a truly integrated measure of hormone levels (such as via fecal metabolite sampling) that recurrent acute events might contribute to measurable outcomes. However, the model does not specifically predict any cumulative consequences of such events. Following exposure to an LPF, and once allostatic load has returned to normal levels, the mediator control system essentially resets as if the acute event had never happened.

For reactive scope, acute responses fit into the model and are visualized as spikes in the reactive homeostasis range (Figure 4). Both frequency and duration of acute responses are expected to influence (reduce) the threshold at which homeostatic overload will occur (Romero et al., 2009). The extent that this happens is not predicted and may not be predictable because it requires information about the precise point where damage is caused by excess glucocorticoids. The target tissues that are potentially subject to damage are diverse. “Damage” and potential to affect fitness must be distinguished from standard metabolic consequences of activity, e.g., elevation in reactive oxygen species (Costantini et al., 2011; Wada, 2019), in order for such a point to be determined. Nonetheless, acute perturbations are known to influence subsequent responsiveness (Sapolsky et al., 2000) and may cumulatively contribute toward activation of the ELHS (Busch et al., 2008a,b). Such events, once passed, may not contribute to the energetic quantities of allostatic load or to the PRP, but they may be integrated into an animal’s perception of risk relative to the PRP, and may induce changes in feedback or other mechanisms that mediate the hormonal response to future energetic challenges.

While the emphasis of this section is on each model’s utility in understanding the function of glucocorticoid hormones, the reactive scope model is designed to more broadly consider the function and dysfunction of diverse mediators (Romero et al., 2009). Nonetheless, glucocorticoid physiology tends to dominate discussions of this model, thus far (Blas and Fairhurst, 2022). The basis for this, and the evolutionary history of glucocorticoid physiology, will be discussed in the next section.



Focus on glucocorticoids

Hormones are the primary mediators of allostasis because of their broad spatial and temporal reach compared with neural or paracrine signaling. Glucocorticoids, in particular, are believed to have originated in function as coordinators of environmental responsiveness (Baker et al., 2015).

Almost all modern vertebrates have two types of corticosteroid receptors, the so-called mineralocorticoid receptors (MR) and the glucocorticoid receptors (GR). MRs bind glucocorticoids in addition to mineralocorticoids while the lower affinity GRs bind exclusively to glucocorticoid hormones and are nearly ubiquitously expressed (Baker et al., 2013). MR and GR are homologous, with estimated duplication and divergence some 450 million years ago. This divergence occurred around the time when bony fish and cartilaginous fish diverged (Baker et al., 2013, 2015). Many modern fish have a third subtype from a more recent duplication of the GR gene. The ancestral corticosteroid receptor (CR) has been characterized as promiscuous based on its inferred structure (Ortlund et al., 2007). While the functionality of ancestral CR can only be surmised, it is interesting to note that lampreys (one of two extant Agnathan groups) express a single CR and utilize only one active corticosteroid hormone (11-deoxycortisol) to accomplish both ion regulation and reproductive inhibition (Close et al., 2010). Thus, two of the functions divided between mineralocorticoid and glucocorticoid hormones in modern vertebrates may have originally been performed by a single ancestral CR.

Linking organismal response to salinity with reproductive regulation in an anadromous lamprey may have been adaptive (Close et al., 2010). It is straightforward to imagine a need to segregate such responses, as evolving generations pioneered new environments with diverse osmotic conditions. Comparative sequence analysis suggests that GR rapidly diminished its hormone binding affinity after divergence (Carroll et al., 2011). The difference in sensitivity between GR and MR allows some segregation of function via amplitude of signal (Figure 2A) even in animals that employ only one corticosteroid (Carroll et al., 2008, 2011).

Tissue-level regulation of responsiveness is also likely ancestral and fundamental. Various modern elasmobranchs possess both receptor types, use corticosterone and 1α-hydroxycorticosterone (though not exclusively) as potential agonists, and express 11β-hydroxysteroid dehydrogenase (HSD) type 2 enzymes (Carroll et al., 2008; Baker et al., 2013). 11β-HSD2 breaks down corticosterone and cortisol thereby protecting MR-expressing tissues from glucocorticoid activation. These components likely co-evolved to generate a well-segregated dual-function corticosteroid response system (Baker et al., 2015).

The ubiquity of this organizational arrangement among a promiscuous family of steroid receptors and enzymes suggests that the segregation of corticosteroid function may be an important correlate of vertebrate evolution. However, it is not only this segregation that seems to be highly conserved. A suite of functional responses for which glucocorticoids are known in terrestrial vertebrates is also evident in more ancestral lineages like elasmobranchs. These responses include mobilization of energy substrates like glucose and free fatty acids, inhibition of growth, and modulation of immune responsiveness (reviewed in Carroll et al., 2008). It should be emphasized that components of the HPA axis leading to release of glucocorticoids and the effects downstream (binding protein transport, receptors and target tissue enzymes and other factors regulating glucocorticoid function) are conserved, but how they are involved in activation and modulation of the adrenocortical response to stress are variable across species as well as among and within individuals (Romero and Gormally, 2019). However, despite the high degree of variability in specific functionality across species, there is reason to believe that the multifaceted role of corticosteroids is conserved, and thus, conducive to theoretical generalizations. It is useful to keep this ubiquity across vertebrates in mind when faced with frustratingly contradictory examples in how this role is manifested. Despite these contradictions, generalizations should be possible and practical in such a well-conserved system.



Focus on the threshold

Both allostasis and reactive scope frameworks describe changes in mediator (glucocorticoid) levels across the full spectrum of possible concentrations. While a continuum between baseline and peak concentrations necessarily exists, MR and GR (including their putative membrane-bound forms) have very different binding characteristics (Prager et al., 2010), which are widely expected to be the basis for the discrete functions of different hormone concentrations. Nuclear MR has high affinity but low capacity and becomes quickly saturated at lower concentrations whereas nuclear GR has a binding affinity an order of magnitude lower or more than MR and remains minimally occupied until hormone levels are elevated. Membrane-bound receptors may be almost entirely inactive at the lowest physiological concentrations, at least in birds (Breuner and Orchinik, 2009). Sapolsky et al. (2000) attribute a categorical difference in function to GR and MR, with permissive roles being effected at low hormone concentrations through the MR and suppressive/stimulating/preparative roles enacted by “stress-induced” GR-effected concentrations.

Such distinction in binding affinity and function is broadly supportive of a threshold-based activation model. However, the threshold at which the ELHS is believed to be activated is not clearly defined by receptor occupancy. Receptor activation has been discussed in the context of allostasis by Landys et al. (2006, Figure 2). They suggest that the basal concentrations at which MR occupancy occurs constitutes level A (Figure 2), where glucocorticoid levels are low and binding of MRs occur at an exponential rate. However, this basal regulatory level is rarely observed (Landys et al., 2006). As plasma glucocorticoids increase, MR occupancy reaches its peak and asymptotes while the rate of GR occupancy occurs more slowly (physiological state levels B and C, Figure 2). The difference between levels B and C (intermediate and maximal) in this model seems to be a matter of degree of occupancy of the GR and membrane receptors (Figure 2).

This leads to the question, what is the nature of the threshold? Both allostasis and reactive scope models designate a point at which “overload” results from elevated mediator levels, which in turn, leads variously to activation of the ELHS and/or damage. However, the mechanism by which such a threshold might be effected is unknown and likely varies according to context of the response, seasons, sex and so on (Romero and Gormally, 2019). It could arise based on a critical occupancy of certain receptors, by a ratio of occupancy of different receptors or by accumulation of products over time. It could even be determined by some feature independent of receptor binding, e.g., displacement of other steroids from their ligands or actions of peptides that occur elsewhere in the HPA cascade such as CRF (corticotropin-releasing factor) or ACTH (adrenocorticotropin hormone).

Thus, despite the impressive conservation of this signaling system among vertebrates, the complex ways in which they activate and modulate the response makes it difficult to hypothesize a complete, stimulus-to-response mechanism (Romero and Gormally, 2019) by which either the ELHS might be activated or damage might occur. This problem has frustrated attempts to understand glucocorticoid physiology as a whole. However, the activation of a well-conserved system with a threshold-based outcome – even if the proximate mechanism is incompletely understood – may still be clarified based on the outcome itself and the proximate and ultimate causes related to its occurrence. Because we have satisfied the condition that the mechanism, whatever it may be, is broadly similar among animals, we may focus on the causes and consequences of its functionality.

Thresholds that are defined by “damage” (such as Type II allostatic and homeostatic overload) are difficult to pinpoint especially when damage accumulation and repair mechanisms are also involved (see Wada, 2019). The ultimate adaptive value of damage thresholds is unclear and should only arise by constraint. Type II allostatic overload is thought to be rare in the wild. However, when the threshold is an allostatic shift, as in Type I allostatic overload with activation of the ELHS, both the nature of the threshold and its ultimate function are clear. In response to a challenge, an adaptive hormonal response that drives physiology toward the ELHS should be driven by proximity to the energetic threshold at which activation of extreme conservation measures becomes necessary. In the allostasis model, that threshold is defined by a narrowing scope between energetic requirements and resource availability, i.e., by PRP (Figure 3).

The original model of allostasis predicted that blood glucocorticoid levels should change with allostatic load. The PRP, in part, is determined by allostatic load. If resource availability is constant, then change in allostatic load should constitute change in PRP, but change in allostatic load may not reflect proximity to its threshold. In cases where Eg is very high, for example, changes in allostatic load may constitute proportionally minor changes in the PRP. This could explain the absence of clear correlation between allostatic load and glucocorticoid levels in previous studies (Word et al., 2022). Similarly, changes in resource availability should play little role when resources are higher than energetic requirements. Another possibility is that change in PRP – either by change in allostatic load or change in resource availability or both – induces change in glucocorticoid levels only when PRP becomes critically low. If that is the case, there remains a question as to how low and how to empirically test it.

If the ELHS is the functional threshold where glucocorticoid elevation drives physiology, and if PRP = 0 (i.e., there is no difference between allostatic load and resource availability) and is the point at which the ELHS should be activated then there are two possible endocrine strategies (shown in Figure 5). In the case of strategy 1, glucocorticoids gradually elevate in direct (inverse) correlation with PRP when it is low (near 0) and reaches the threshold that the ELHS is activated only when PRP = 0. Alternatively, an animal may maintain glucocorticoid levels in the region of a seasonal baseline (across life history stages, Figure 6) until and unless PRP is critically low (strategy 2, Figure 5). In strategy 2, only negative energy balance results in a rise in glucocorticoid levels that trigger the ELHS. In this case, no correlation between PRP and glucocorticoid levels would be observed under most conditions.
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FIGURE 5
Possible relationships between integrated perturbation resistance potential (PRP) and circulating glucocorticoid levels. Strategy 1 shows a continuous and linear relationship between PRP and corticosterone, effectively substituting PRP for allostatic load in previous versions of the model. In strategy 2, only negative energy balance, or acute perception thereof (PRP ≤ 0) results in sharply elevated corticosterone levels that promptly trigger an emergency life-history stage (ELHS).
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FIGURE 6
The hypothetical relationships of circulating glucocorticoids and the range of environmental conditions expected when a specific life-history stage is expressed (strategy 2, Figure 5). Environmental conditions can be expected to be good, poor or bad for each life-history stage. Baseline glucocorticoid levels in blood tend to increase slowly as conditions deteriorate and increase allostatic load. These concentrations rise above level A (homeostatic level, lightest shade of gray) and within level B (reactive scope for that life-history stage, middle shade of gray). When conditions become extreme (right hand vertical line) then glucocorticoid levels increase rapidly to level C as a result of allostatic overload; that then triggers facultative responses such as the emergency life-history stage (darkest shade of gray). The slope of the lines for circulating corticosteroids will vary among life-history stages. Four are presented here with one showing low baseline and rate of increase as well as maximum level. Such variation in the dynamics of glucocorticoid responses to deteriorating weather events and stress in general are common. From Wingfield et al. (2017) courtesy of the Royal Society.


If intermediate hormone concentrations promote sub-threshold physiological changes in a dose-responsive fashion that facilitate coping under conditions of reduced, but not critical, PRP, then strategy 1 might be expected. This scenario is depicted in physiological state level B of Figure 2 (Landys et al., 2006). Because it is the expectation and assumption upon which the current model is constructed, then elevated glucocorticoid levels may also increase the probability that additional perturbations will lead to ELHS activation. Some animals may be more likely to exhibit strategy 2, keeping responsiveness suppressed until PRP approaches 0. The point at which an animal responds to changing PRP with an elevation in glucocorticoid levels may tell us something about the potential trade-off presented by ELHS activation in the particular species and context under examination.

Scenarios resembling Strategy 2 have been further explored in Wingfield et al. (2017). The hypothetical relationships of circulating glucocorticoids and the range of environmental conditions expected when a specific life-history stage is expressed (strategy 2, Figure 5) are given in Figure 6. Environmental conditions can be good, poor or bad for each life-history stage. Baseline glucocorticoid levels in blood tend to increase slowly as conditions deteriorate and increase allostatic load (strategy 2). Glucocorticoid concentrations rise above level A (homeostatic level, lightest shade of gray) and within level B (reactive scope for that life-history stage, middle shade of gray). When conditions become extreme (right hand vertical line) then glucocorticoid levels increase rapidly to level C as a result of allostatic overload, which then triggers facultative responses such as the ELHS (darkest shade of gray). The slope of the lines for circulating corticosteroids will vary among life-history stages. Four are presented (in Figure 6) with one showing low baseline and rate of increase as well as maximum level. Such variation in the dynamics of glucocorticoid responses to deteriorating weather events and stress in general are widespread.



Crossing the threshold: Glucocorticoids, perturbation resistance potential, and starvation physiology

For the PRP to be a useful metric, it must be measurable. This is true for the scientist/modeler but also for the organism that is expected to respond to the quantity in question. Resource availability may be estimated via existing research methods, but these approaches require extensive knowledge about resource utilization, are imprecise, and are generally unable to account for variability in access to resources (Goymann and Wingfield, 2004). Consequently, it may be more accurate, and more interesting, to consider the means an animal might be expected to employ to detect a strong enough decline in PRP to merit an endocrine response.

To achieve this goal, we must define what it means for the PRP to equal zero. One complication of PRP near zero is how we assess the expected role of routinely accessed body reserves like glycogen and fat. Type I allostatic overload is often described as if it were synonymous with negative energy balance, but some animals routinely burn fat during the night (Hatchwell et al., 2009) and they are not in allostatic overload. Based on the role assigned to fat reserves in other iterations of the model, negative energy balance actually occurs prior to allostatic overload. According to Wingfield (2004), fat acts as a buffer against overload by providing an energy source to supplement Eg. Fat depot has specifically been modeled as a subtraction from the cost of perturbation, Eo, but it may be more reasonable to consider body reserves as included in the energy availability metric (Wingfield, 2004). An alternate term to Eg is Ecr (i.e., the cumulative available resources), which has more recently been applied (Wingfield et al., 2017; Figure 1B and Table 1).

Aligning the expected glucocorticoid response with studies of the endocrine response to starvation requires adjusting the model to include fat reserves in the energetic term such that PRP = 0 is the point where fat is exhausted or insufficient to fulfill metabolic demands. This resolves an apparent contradiction that has led to some contention in development of the model (Romero et al., 2009; McEwen and Wingfield, 2010; Romero and Wingfield, 2016). Starvation occurs in three physiological phases: Phase I: dietary energy and carbohydrate stores are first exhausted, Phase II: fat stores are utilized while protein is spared and metabolism is depressed and Phase III where protein oxidation (deamination) is added to remaining lipid metabolism at the expense of functionality in protein-rich tissues (Goodman et al., 1980; see also Romero and Wingfield, 2016). In most species, glucocorticoids are elevated during both Phase I and Phase III starvation, but many species actually display low levels of glucocorticoids during Phase II (Cherel et al., 1988). The suppression of glucocorticoids in Phase II has been cited as an argument against the applicability of the allostatic load model (Romero et al., 2009) and against the relevance of starvation (as opposed to energetic demand) in defining the term (McEwen and Wingfield, 2010). However, if Ecr replaces Eg in the model, meaning allostatic overload does not occur until Phase III starvation, it satisfies the requirement that overload occurs concurrently with elevated glucocorticoid levels. Glucocorticoid suppression during Phase II starvation suggests a non-linear increase which is, perhaps, more consistent with strategy 2 in Figure 5 where glucocorticoids increase exponentially near PRP ≤ 0 and the ELHS activation threshold is surpassed. Alternatively, it may suggest that strategy 1, where glucocorticoids increase more linearly in response to changes in PRP may be more complex, with acute suppression preceding full activation.

In considering a non-linear approach to ELHS activation, it is interesting to note that a variety of acute changes in hormone levels could still approximate strategy 2 (Figure 5) if they are integrated over time. Endocrine responsiveness to frequency of activation, as well as magnitude, is established in a number of systems. This potential for complex signal structure is particularly notable with regard to glucocorticoid regulation in mammals where significant effects are induced in response to changes in pulsatility (McMaster et al., 2011). Even in birds, repeated acute stressors have been found to induce symptoms of chronic stress (Busch et al., 2008a,b), which suggests that such events could cumulatively lead to ELHS activation. Indeed, that animals do respond to non-starvation “stressors” via acute elevation of glucocorticoid hormones indicates that there is more that goes into ELHS activation than just internal sensation of substrate biochemistry. Further research will clarify these issues or point in other directions.



Crossing the threshold: A neuroendocrine decision

Why respond to cues that do not directly reflect starvation? In most cases, an optimal response will occur before PRP < 0, but when PRP is in decline substantially (strategy 1, Figure 5). “Indirect” LPFs do not constitute a direct threat to energy balance, because they tend to be brief (such as a predation attempt, social challenge or sudden extreme weather event) but often involve an energetic cost and may elicit a glucocorticoid response potentially contributing to ELHS activation. In important ways, the elevation of glucocorticoids – acutely or chronically – toward the threshold of ELHS activation may be functionally similar to behavioral decisions that animals make. In the absence of a quantitative metric of PRP, animals must rely on cues that reflect both their internal energetic status and a potentially diverse and changing array of cues that provide information about Ecr. To understand and model ELHS activation further, we must make use of studies addressing the methods by which animals use information from their environment to make survival-related decisions of other kinds.

A decision to elevate glucocorticoid levels to threshold and engage the ELHS, resembles the decision that prey makes in response to a perceived predation threat. When a predator is approaching, an animal does not necessarily flee automatically, but instead initiates flight at the point where the risk of remaining outweighs the cost of surrendering their location. Flight-initiation-distance has been used extensively as a metric to investigate behavioral decision-making in response to a perceived predation threat. It is typically defined as the distance an organism is from a perceived threat when it chooses to flee (Ydenberg and Dill, 1986; Stankowich and Blumstein, 2005). The factors affecting flight-initiation-distance may be divided into cues that indicate the probability and severity of the threat posed by the predator and those that reflect the cost of departure. The degree of threat can be indicated by a predator’s presence (Kats and Dill, 1998; Bytheway et al., 2013; Smolka et al., 2013) and/or attention, predator velocity, prey distance from cover (Bateman and Fleming, 2015), body condition (Seltmann et al., 2012), or crypsis (Heatwole, 1968) can affect flight-initiation-distance. A prey animal’s experience with predators (Bateman and Fleming, 2013; Ramasamy et al., 2015) and habituation or sensitization to stimuli (Blumstein, 2016) are also relevant in determining the likelihood of capture. Cost of departure may be reflected by a variety of habitat-related factors, including size and density of food (Ydenberg and Dill, 1986; Møller et al., 2015), territoriality (Stankowich and Blumstein, 2005) and competition (Barnard, 1980). Flight-initiation-distance can vary seasonally (Uchida et al., 2016) and with change in climate (Møller, 2014).

What is particularly interesting about flight-initiation-distance, in contrast with the literature on “stress,” is the clarity of interpretation that becomes possible when the outcome is a decision with straightforward implications rather than a murky and self-referential continuum like “stress” is often treated. That leads to the question, is ELHS activation a decision in the same sense that flight-initiation is a decision? The fundamental similarities in these different trade-offs are remarkable. Instead of deciding if or when to flee from a predator and risking the costs of errors therein incurred, an organism engaging in decision-making about activating the ELHS must navigate risks associated with remaining in its normal seasonal life-history stage to face an energetic crisis unprepared, or by reducing the duration over which such a crisis can be survived. Rather than the cost of surrendering a physical location the cost includes surrendering fitness-related investments associated with the normal life-history stage and also potentially increasing the risk of damage associated with Type II/allostatic overload. Furthermore, ELHS activation is functionally comparable to a behavioral decision. Despite tissue-specific mechanisms for regulating hormone levels, the primary activation of glucocorticoid signaling is generally agreed to commence at the hypothalamus, with the neuroendocrine secretion of CRF (e.g., Sapolsky et al., 2000; Romero and Wingfield, 2016; Blas and Fairhurst, 2022). Neural integration is required to synthesize the diverse range of established internal and external cues that are known to influence hypothalamic responsiveness (Angelier and Wingfield, 2013; Wingfield, 2015; Romero and Gormally, 2019). In addition to direct physiological metrics, perception and higher cognitive functions are directly and intimately involved. This could be an exciting and productive area of research. However, a functional parallel is not a prerequisite for useful incorporation of decision-making research into this theoretical framework. While physiology can introduce unique opportunities and constraints in response mechanisms, the optimization of response to threat in a context of variably reliable information is a truly universal challenge.



Error management and bias in the glucocorticoid response decision

Decision-making is a common subject of interest across disciplines. While there is no single way to understand all decisions, the same themes evident in flight-initiation decisions recur in the activation of the ELHS, i.e., error and risk, probability and severity, and cost and benefit. Johnson et al. (2013) performed a cross-disciplinary synthesis that focused on the origins of cognitive bias and the importance of error in an explanatory framework. They called this framework error management theory (Johnson et al., 2013). It predicts the presence and direction of bias in decision-making based on the costs involved in different types of errors (Johnson et al., 2013). Errors may be classified as false positive, where an organism responds to a threat that doesn’t materialize; or false negative, where they fail to respond to a genuine threat (Johnson et al., 2013). Relevant decisions should favor the least costly error. Even where cognition should be adequate to execute a nuanced decision, as expected in human psychology, innate biases can save time and maximize the probability of survival. “A behavior that seems ‘biased,”’ the authors note, “would not seem biased if we had complete information about the consequences of those actions for survival and reproduction” (Johnson et al., 2013).

This approach to bias in decision-making can be applied to glucocorticoid responsiveness leading to ELHS activation. There are circumstances under which there is no uncertainty about the need to respond– the immediacy of a threat is clear when PRP = 0 and energy reserves are exhausted. However, for an animal relying on anticipatory or indirect cues to estimate PRP, uncertainty is inherent in the decision to respond. The choice to respond (or not) to an expected cue may be interpreted as a source of information about the direction of bias. In the framework of error management theory, this direction provides information about the relative historical costs of different response errors in ELHS activation. To some extent, this is done routinely: unexpected results are often accompanied by identification of a particularly likely hazard, or speculation as to why some stimuli are perceived as “stressful.” For example, many birds become less responsive to capture-handling stress (as measured by glucocorticoid elevation) during molt, and this has been interpreted to indicate that the inhibitory effect of glucocorticoid hormones on feather development are excessively costly (Romero and Remage-Healey, 2000; Cyr et al., 2008). This is true (Lattin et al., 2011) but the fact that birds do elevate glucocorticoids while molting suggests that the story is incomplete. Specifically, birds may trade-off the risk of glucocorticoid interference in feather growth with the risk of failing to respond, resulting in differing bias in the response decision. The literature is rife with anecdotal discussions of risk, and, while they are extremely useful, until we can design a model that considers a larger suite of risks, we can expect that our model will fail to generalize. No matter how valid one component of risk is a single advantage or disadvantage is almost never the sole basis for a decision.

Rather than concluding with anecdotal explanations, what if our conceptual framework allowed aberrant data to be fed into a broader evaluation of risk thereby allowing the inclusion of situational, experiential, and evolutionarily relevant indicators of declining PRP? What if these data could improve the power of the model to infer meaning and predict not only responsiveness to stimuli but developmental plasticity, or inter- and intra-individual variability? What if such a framework could be applied consistently across species, populations, sex, life-history stages, and even individuals? Existing models are far from achieving this capacity, but it may be possible. Before such a model can be conceived, its underlying principles must be established. If we accept error management theory as an applicable tool and energetic crisis/low PRP as the critical risk of a false negative error (non-response to a real threat), the next step toward a model that utilizes existing data requires that we explore the interpretation of such data through this lens.



Error and the emergency life-history stage: Interpreting responsiveness to diverse cues

When interpretation is constrained to managing errors in a decision to engage the ELHS, stimuli previously described as classical “stressors” may be reclassified as cues that an animal uses to indicate the probability and/or severity of a threat to the PRP. Table 2 groups these diverse stimuli into general categories, identifies their relevance to the PRP, describes situations in which they may be most useful with respect to error management, and identifies scenarios where the use of these cues may result in increased error. In favoring the risk of a false negative error, some animals may rely on prolonged energy imbalance to trigger the ELHS.


TABLE 2    Cues that may be integrated to decide whether to respond by elevating glucocorticoid levels.
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There are many types of questions that can be asked to understand how an animal uses cues to decide when to elevate glucocorticoids. Qualitatively which cues does the animal respond to, and which does it ignore? Do the types of cues change seasonally? Quantitatively, inquiry may be cue-specific (how sensitive is an animal to a particular cue?) or general (how responsive is the animal to the most relevant cues?). Variability is also of interest because phenotypic variation and plasticity are determined through evolution, not just by proximal mechanisms. In addition to its utility in interpreting data, variability also has specific implications for the individual’s ability to respond to environmental change. Each of these will be considered, in turn, in the following sections.



Interpretation of qualitative information and cue-specific responsiveness

The cues to which an animal responds by elevating glucocorticoids should reliably reflect or predict an impending energetic crisis. However, there are many different types of cues that may be indicative, and their reliability is likely to vary between environments and even with some types of individual variation (Table 2). Actual resource density, when it is low, is almost always expected to be a reliable indicator of critically low PRP, with the exception of animals that hibernate, aestivate, or routinely fast through times of scarcity. But even where resource density is high not all individuals have equal access to resources (Table 2). For instance, social defeat, predation pressure, and novel changes in the environment can potentially have reliable and negative ramifications for resource accessibility under the right circumstances. Predictability of “stressor” delivery is known to mute the glucocorticoid response to other cues, and positively affects resource availability by establishing intervals when foraging may be performed safely (Cyr and Romero, 2009).

Within the categories identified in Table 2 each species must rely on a unique suite of cues to identify predators, conspecifics, variation in weather, desirable and undesirable food sources, and so on. However, by considering types of cues, we may use categorical responsiveness based on an error management model to make broad inferences about the conditions historically faced by that species. Because the most relevant cues are likely to differ by season, life history stage, geographic location, social structure and other factors (Table 2), the variability in responsiveness over time and across populations further adds to the specificity of that inference.

Through the lens of error management, non-responsiveness to cues of a potential stressor also has specific implications that are often overlooked in standard capture-stress protocols. In viewing responsiveness as another form of information about the utility of cues, the first interpretation of non-responsiveness is that the stimulus is not a historically relevant predictive cue for the species in question. While the failure to respond to a standard capture-stress protocol may reflect generalized non-responsiveness (a characteristic discussed below), there are circumstances under which it simply may be an insufficiently reliable cue for that species or in that context. For example, lack of response may occur in areas where predation is minimal, or when an animal has become habituated to human contact (i.e., has learned that human contact is not a reliable predictor of low PRP, or lack of prior experience with humans as predators in general as seen in some isolated species). The interpretation of non-responsiveness to restraint-stress as generalized suppression should, in this framework, be secondary, and ideally supported by additional evidence of non-response to other common and predictable cues of low PRP.


Interpretation of variation in general responsiveness

General responsiveness is also expected to vary. The question of when and where responsiveness is broadly adaptive has been extensively considered by Wingfield et al. (2011). Here, the authors assert that ELHS activation should be unfavorable/unlikely in environments characterized by extremely high predictability but also extremely low predictability over the course of evolution (Wingfield et al., 2011). Because perturbations are rare in highly predictable environments, few cues would be reliable predictors of a critical perturbation; thus, a lack of response would almost never be an error. As such, an animal may not respond to many possible cues yet an irrefutable cue such as prolonged negative energy balance would still be expected to initiate an ELHS. In the case of extremely low predictability (high environmental stochasticity), cues indicating perturbations may be unreliable, not because perturbations are rare but because they are frequent and occur unpredictably. Responding frequently to unreliable cues would result in numerous false-positive errors, which may be maladaptive by inhibiting reproduction and other fitness-enhancing strategies in otherwise survivable circumstances. In these cases, an error management perspective would also predict that an organism would reduce its responsiveness overall, again with an exception for hard physiological evidence of ongoing crisis (Table 2). Both predictable and unpredictable environments stand in contrast with an environment that has unknown or unpredictable cue reliability. There is an important difference between knowing that many or most cues are unreliable, as occurs in species that evolved in highly stochastic environments, and not knowing which cues might be reliable, as occurs in a habitat – or climate – to which a species is new or not adapted to.

General responsiveness may also be considered analogous to bias in the context of error management theory (Johnson et al., 2013). When the probability of an outcome is uncertain, overall decision bias is expected to occur in the direction of the least costly error. Thus, a high level of generalized responsiveness, would constitute a bias toward over-responding. A smoke detector is a common example of the utility of an over-response bias (Nesse, 2005) because the consequences of failing to respond are extreme compared with the relatively minimal costs of false activation. So, too, is responsiveness to cues of an impending energetic crisis. However, the balance of costs is expected to change seasonally, and this, in turn, should predict the magnitude and direction of bias in overall responsiveness. If a bias toward under-response is observed, an error management model would assume that the fitness cost of a false positive exceeds that of a false negative as in an environment where perturbations are often comparatively short or mild. Responsiveness might also be minimal and limited to cues most proximal to an actual crisis, like starvation, in cases where perturbations can quickly and easily be escaped such as via altitudinal migration.



Intra-individual variation: Seasonality

The relevance of different types of cues change across seasons, but it does so more when seasonal or life-history changes are large, as in long-distance migrants. Hence, cue use (Table 2) should change qualitatively throughout the year. Because the costs that influence response bias change seasonally, general responsiveness is also expected to change across seasons. During the breeding season, the consequences of a false positive response are much more severe, because it may result in current reproduction being abandoned when a threat is not imminent. This false positive is particularly consequential for animals with a short breeding season, a fast pace of life or those with low potential for future reproduction (Bókony et al., 2009). When the consequences of false positive errors become sufficiently dire, selection may favor an increase in tolerance of false negative responses to reduce the probability of incorrectly activating the ELHS and inhibiting reproduction. Thus, an animal should become less likely to respond to all but the most reliable cues. This may explain why animals with short breeding seasons, such as arctic-breeding songbirds, often display muted or no elevation in glucocorticoid levels in response to a stressor when nesting (e.g., Wingfield and Romero, 2001; Krause et al., 2018).

Conversely, when not faced with a trade-off between survival and reproduction, the consequences of a false positive response are minimal and an animal is expected to be heavily biased toward over-responsiveness (i.e., to increase survival). This lack in consequences to over-response when fitness trade-offs are not as prevalent is never entirely true due to the damaging nature of chronic glucocorticoid exposure (Wada, 2019). However, when coupled with habituation or behavioral responses that minimize over-stimulation by common cues, elevated general responsiveness may be expected when fitness investments related to the typical functioning of life-history stages are low. This may explain why the same arctic-breeding songbirds have a highly responsive HPA axis to environmental extremes when they have recently arrived on the breeding ground but have not yet committed to nesting (e.g., Wingfield and Romero, 2001; Krause et al., 2018).



Intra-individual variation: Plasticity

It is in the face of changing environments that most types of variability are expected to occur. Developmental plasticity, habituation, and sensitization are all mechanisms by which an organism can learn to optimize its choice of cues and its general and cue-specific responsiveness to its current environment. Plasticity may occur within or across generations (Snell-Rood and Snell-Rood, 2020). In a changing environment, plasticity is an important alternative to reliance on instinctive responses shaped through evolutionary history (Van Donselaar et al., 2018). The extent to which such plasticity can occur is, itself, likely to be shaped through evolution in environments subject to change.

Novel environments should initially cause generalized sensitization because they reflect unknown cue reliability (which, again, is different from known low reliability). However, the ability of animals to habituate to “stressors” reflects the ability to learn about cue reliability and reduce responsiveness to specific stimuli accordingly. It is interesting to note that habituation to novel stimuli is often accompanied by potentiation of the response to other novelties and reflects both a generalized response to novelty – i.e., sensitization – coupled with a protective response to prevent repeated false-positive responses to a specific unreliable stimulus.




Inter-individual variation

Inter-individual variation may occur as a consequence of the very different environments experienced by individuals. It may also reflect phenotypic diversity in hereditary responsiveness arising through shifting selection pressures, as occurs with other phenotypes under variable selection. Differing hereditary behavioral phenotypes with distinctive profiles of stress responsiveness and aggression have been identified as “Hawks” and “Doves,” with each having its own suite of advantages and disadvantages resulting in the maintenance of both types over the course of natural selection (Korte et al., 2005). The effect of social structure on genetically heritable phenotypes may be complex due to epistatic effects between individuals (Sinervo et al., 2008). However, to some extent such phenotypes may be established by epigenetic or other mechanisms during development (Weaver et al., 2004). The extent to which such developmental programming occurs or endures is likely to vary considerably between species (Crino et al., 2014).



Risk of false positive errors: Variation in outcomes of emergency life-history stage activation

The ELHS consists of a highly conserved suite of physiological and behavioral responses that are characteristic of glucocorticoid action across species, foremost of which is cessation of the normal life-history stage, with particular emphasis on reproductive inhibition. However, the conserved nature of this core response does not prohibit variable association with diverse behavioral outcomes. Once neural integration has led to an endocrine decision – elevated secretion of glucocorticoid hormones – the positive and negative impacts of ELHS activation can be influenced by the behavioral and other flexible consequences of glucocorticoid stimulation. A key example of this is the common but contradictory effects of glucocorticoid action on locomotor activity (Word et al., 2022). The role of glucocorticoids in the “take it or leave it” decision in response to perturbations has long been cited (e.g., Wingfield et al., 1998), but the fact that in some species, individuals, and (most interestingly) circumstances and hormone exposure may lead variably to one or the other reflects the importance of neural integration in determining outcomes (e.g., Angelier and Wingfield, 2013). In this case, the glucocorticoid signal itself is but one of many cues used by the animal to determine an appropriate behavioral outcome (Table 3). Integration may then affect, not only behavioral outcomes, but in some cases may even act via other physiological pathways to influence target tissue sensitivity, altering or even reshaping the physiology of the ELHS itself.


TABLE 3    Internal cues that may be integrated in a decision to respond via behavioral and other variable responses to elevated glucocorticoid levels.
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Future directions: Informing the model

In creating a model that can be informed by known variability, it may be useful to summarize the existing features of the model as they might be perceived and calculated by an animal. Figures 7 and 8 organize the relevant cues from Table 2 into an equation consistent with the existing allostasis model. Based on the specifications of the model, allostatic overload Type I, glucocorticoid excess, and ELHS activation all occur when the animals’ integrated perception yields a perceived PRP ≤ 0.
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FIGURE 7
Cues that may be used by a highly responsive individual, such as a non-reproductive animal, in determining whether a perturbation merits activation of the HPA axis. Ecr, cumulative resource availability, may be higher or lower for an individual based on the status of any of the parameters used as cues. Ecr is itself a cue for allostatic load, E, because reduced resource availability often increases the workload necessary to meet energetic requirements. Weather can both influence food availability (e.g., covering food, making insects or predators less active) and offer predictive information about allostatic load (if it’s cold, it is going to be an expensive day). In the absence of predictive cues, prolonged negative energy balance will provide the direct and corrective cue indicating that a false negative error has occurred, and the perturbation resistance potential (PRP) is less than zero. However, for some individuals a response at this point may be too late. Note that here E = Ee + Ei. Variation in Ee and Ei can directly affect E and thus PRP. When Eo occurs as well, this would increase E further and reduce PRP. Ee, Ei, and Eo can all vary independently affecting E, and thus PRP, in different ways. Here we focus on E = Ee + Ei.
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FIGURE 8
Cues that may be used by a highly unresponsive individual, such as a short-season breeder in a highly unpredictable environment. Photoperiod being fixed in a natural environment, the animal may utilize extreme conditions of resource availability or weather as cues. However, in favoring the risk of a false negative error, some animals may rely on prolonged energy imbalance to trigger the emergency life history stage. Here photoperiod is a major reliable cue. Food quality and resource density are less reliable whereas social status, predator pressure, and overall predictability are least reliable as indicators of Ecr. Note that here E = Ee + Ei. Variation in Ee and Ei can directly affect E and thus PRP. When Eo occurs as well, this would increase E further and reduce PRP. Ee, Ei, and Eo can all vary independently affecting E, and thus PRP, in different ways. Here we focus on E = Ee + Ei.


If perception of PRP is the fundamental driver of glucocorticoid elevation with respect to allostatic load, then this leads directly to revision of several points in the original model. The core points – revised, annotated, and re-prioritized – are presented here:


1.The PRP describes the gap between allostatic load and resource availability (Ecr – Eload). This quantity, or perception thereof, is proposed to correlate with glucocorticoid levels – not allostatic load per se.

2.Allostatic load is an energetic quantity (Eload). The importance of this term is reduced when emphasis is changed to PRP because it is not always a primary determinant of PRP.

3.Resource availability is designated Eg or, cumulatively, Ecr. Ecr improves alignment with known responses to negative energy balance and accounts for individual variation in body reserves and resource access. Resource availability assumes more importance as perception of this quantity is critical to estimating PRP.

4.The ELHS is induced by elevated secretion of glucocorticoid hormones.

5.Allostatic overload Type 1 occurs when an animal is in negative energy balance. Prolonged negative energy balance is the ultimate, undisputed signal of a threat to PRP and should always be responded to.

6.Allostatic overload Type 2 occurs when allostatic load is chronically high and an animal is not in negative energy balance. If an animal relies on cues that indicate a threat to PRP and responds with anticipatory elevation in glucocorticoid levels, this could lead to ELHS activation and/or homeostatic overload as described in the Reactive Scope model and increases the probability that future cues/perturbations will do so. This response is adaptive only when the cues in use accurately predict onset of critically low PRP.



The distinction between Type I and Type II overload, then, becomes one of responding directly to physiological starvation (actual PRP = 0) versus an alternative predictor of impending negative energy balance that may or may not accurately reflect low PRP. Where cues accurately predict threats to energy balance, Type II overload could be functionally indistinguishable from Type I overload, with the exception that ELHS activation might precede the onset of negative energy balance. Only where responses are consistently erroneous – a false positive error – is Type II overload likely to occur because if responses are both frequent and accurate then Type I overload occurs, and if they are infrequent then no overload should result. This is consistent with the observation that Type II overload is most likely to occur in humans and captive animals, both of which live in an environment where resource availability is disconnected from virtually all historically relevant cues. It also suggests that as climate change causes shifts in habitats across the globe, highly responsive individuals and groups may become more vulnerable to Type II allostatic overload.

Future directions should also address more the preparative actions of glucocorticoids in expression of the EHLS when environmental conditions continue to worsen (Sapolsky et al., 2000; Vera et al., 2017). To what extent do these preparative actions allow activation of the EHLS while some components of Ecr are available to fuel the transition to coping and abandonment of the current life history stage before complete exhaustion. Recent evidence suggests that a heat-shock-related protein, FKBP5 interacts with GR to reduce its activity and could also act as an ultra-short loop feedback signal. This could enhance the flexibility of the HPA axis in relation to environmental change (Zimmer et al., 2020). Furthermore, Wada (2019) points out that more integration is needed of glucocorticoid effects and potential damage and repair that will contribute to fitness. These are essential components of coping with environmental change. Relationships of glucocorticoid responses to environment, their repeatability and fitness is just beginning to be explored (Taff et al., 2018; Schoenle et al., 2021).
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Going from left to right columns, internal cues may be interpreted to indicate conditions

directly relevant to survival of a perturbation under present conditions. However, the

reliability of each cue as an accurate indicator of threat to survival is likely to vary, and

at right we propose conditions under which each cue is most likely to serve reliably vs

increase error in decisions that respond to it.
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Term Definition Direction of change Environmental factors Phenotype
involved
E Basal existence energy, resting Increase Temperature outside Changes in size, insulation,
metabolic rate thermoneutral zone torpor, shelter, MR
E; Daily routines above E, (routine Increase Competition, predation, low food,  Decreased reproductive output,
MR) distribution availability or type short lifespan, reduce overlap of
LHS, innovation in antipredator
behavior
Energetic costs due to Increase Added cost over E; + E, to cope Larger body size, high fat store,
perturbation or non-routine with perturbation, social disputes, efficient foragers, bold, etc.
events parasites, disease, feeding
efficiency
E Allostatic load: overall energy Increase Determined by changes in Ej, E,
expenditure (Epaq = Ee + Ei + Eo) and Eo, and E of lfe history stages
such as breeding
Eg Eer Energy gained from the Decrease Change by Eg, by seasons, Behavioral phenotypes that
environment (E) as well as competition, predation risk, enhance foraging, competition
cumulative resources (E,) from weather
social status, etc.
PRP Perturbation resistance Decrease Perturbations of the Good body condition, high social
potential - difference between E, environment, decreased social status
andE, + E; + E, status, parasites, disease
ELHS Emergency life history stage Reduced PRP near zero point Perturbations of the Allows coping mechanisms while

when ELHS is triggered

environment, extreme weather,
perceived predation risk, fear

suppressing normal LHS

MR, metabolic rate; LHS, life history stage. Modified after Wingficld et al.
environment. Eer includes Eg but also acknowledges that endogenous reserve

2015). Note that Eg and E. are not the same. Eg refers to the amount of energy in food available in the
of fat, proteins and so on are included. Ee also takes into account that foraging efficiency can be affected by
predation risk and social status. Thus Eer represents a more complete assessment of resource availability. The direction of change refers to how each term (as a component of allostasis)
changes in response to environmental factors and subsequent phenotype change(s) that might result.
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o indicate an environmental situation that is directly relevant to the PRP. However, the reliability of each cue as an accurate
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dicator of PRP i

Increases error when-

Accessis unpredictable
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inaccurately assessed
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ance potential (PRP). Going from left to right columns, a specific cue may be interpreted
kely to vary, and at right we propose

conditions under which each cue is most likely to serve reliably vs increase error in “decisions” that respond to it due to inaccuracy as an indicator of changing PRP.





