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Construction of a carbon
neutral enterprise environmental
performance assessment model
based on transformer-GRU

Yanqing Chen*

Tianjin University of Technology, Tianjin, China
Introduction: Carbon-neutral enterprise environmental performance

assessment is an important method for evaluating the impact and benefits of

enterprises on the environment during the process of achieving carbon

neutrality. This paper proposes a method for evaluating the environmental

performance of carbon-neutral enterprises using the Transformer-GRU model.

Methods: The proposed method combines the Transformer and GRU models to

accurately predict and analyze the environmental performance of carbon-

neutral enterprises. The Transformer model is used to extract features, and the

GRU model is used for sequence modeling, which improves the model's

prediction accuracy and generalization ability. The method is validated using

actual enterprise data for experimental verification.

Results: The experiments show that the proposed method has significant

practical significance in evaluating the environmental performance of carbon-

neutral enterprises. Themethod accurately predicts and analyzes the enterprise's

carbon emissions, energy consumption, wastewater and gas discharge, and solid

waste treatment.

Discussion: The proposed method provides a new approach for evaluating the

environmental performance of carbon-neutral enterprises. The combination of

the Transformer and GRU models can effectively improve the accuracy and

generalization ability of the model. The method can be used to help enterprises

evaluate their environmental performance andmake decisions to achieve carbon

neutrality.
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1 Introduction

Carbon-neutral enterprise environmental performance

assessment is a method to evaluate the impact and benefits of

enterprises on the environment in the process of realising carbon

neutrality. The evaluation content includes the enterprise’s carbon

emissions, energy consumption, wastewater and gas discharge, and

solid waste treatment (Vakharia et al., 2023). Under the current

background of global climate change and environmental protection,

enterprises and society have paid more and more attention to the

environmental performance evaluation of carbon-neutral

enterprises. More and more companies regard environmental

performance as part of corporate social responsibility, actively

take measures to reduce carbon emissions and environmental

pollution and contribute to realising sustainable development

(Desai et al., 2022). Evaluating the environmental performance

of enterprises can help enterprises find existing problems

and deficiencies, provide a reference for enterprises to set

environmental protection and carbon emission reduction goals,

and promote sustainable development of enterprises. Therefore,

this paper proposes a carbon-neutral enterprise environmental

performance evaluation model based on the Transformer-GRU

model to help enterprises fully understand their environmental

performance in carbon neutrality, discover existing problems and

deficiencies, and propose improvement measures. Drive the further

development of carbon neutrality and sustainable development.

Transformer-GRU’s carbon-neutral enterprise environmental

performance evaluation model, as a relatively novel deep learning

algorithm, has self-adaptability advantages, strong feature

extraction and high self-attention. It is used to apply carbon-

neutral urban enterprise environmental performance evaluation.

Good results have been achieved. The system can handle various

environmental indicators of enterprises, such as carbon emissions,

energy consumption, wastewater and gas emissions, and solid waste

treatment. Utilising deep learning techniques, the model can

adaptively extract features from these indicators and model the

complex relationships among them. In addition, the model can also

make predictions based on historical data and other relevant

indicators of the enterprise and provide enterprises with

personalised environmental performance evaluation services. The

prediction results can be visualised, analysed and explained, which

will help enterprises better understand the prediction results and

formulate corresponding carbon emission reduction measures,

thereby promoting the sustainable development of enterprises.

Our study proposes a Transformer-GRU model-based

approach to assess the environmental performance of carbon-

neutral enterprises, combining natural language processing and

sequence modeling techniques to predict and analyze the

environmental performance of carbon-neutral enterprises

accurately. Our study also achieves experimental validation based

on actual enterprise data, which demonstrates the effectiveness and

practical application of the proposed method. In addition, our study

fills the research gap in the existing literature on the environmental

performance assessment of carbon-neutral enterprises based on the

Transformer-GRU model. It provides new ideas and methods for

research in this field.
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The methods commonly used in carbon-neutral corporate

environmental performance evaluation mainly include supervised,

time series, reinforcement, and deep learning models.

Supervised learning model: Supervised learning is a machine

learning method whose basic idea is to use existing labelled data to

train the model to realise the prediction and classification of

unknown data (Elnour et al., 2022b). In supervised learning, the

training data set is divided into a training set and a validation set;

the training set is used to train the model, the validation set is used

to evaluate the model’s performance, and finally, the model is

applied to the test data set.

Common supervised learning models include decision trees,

naive Bayesian algorithms, ensemble learning, K-nearest neighbour

algorithms, etc (Xi et al., 2021). The advantage of supervised

learning applied to carbon-neutral corporate environmental

performance evaluation is that it can use existing labelled data for

learning, can effectively use existing environmental data, and

improve the utilisation efficiency of environmental data; and

supervised learning can be used for carbon footprint, energy

consumption and other indicators are predicted and classified to

help companies understand the sources and influencing factors of

carbon emissions and formulate more effective carbon emission

reduction strategies. However, the supervised learning model

requires much-labelled data support. If the data is insufficient or

the labels are inaccurate, the prediction accuracy and generalisation

ability of the model may be affected; and the supervised learning

model is usually complicated, requiring a large number of

computing resources and time for training and Optimization, has

relatively large limitations in the field of carbon-neutral corporate

environmental performance evaluation.

Time series model: A time series model is a machine learning

model for processing time-related data, which can be used to

predict and analyse trends and periodic changes in time series

data (Lee et al., 2022). The basic idea of time series models is to use

patterns and regularities in historical data to predict future changes.

Common time series models include the ARIMA model, seasonal

autoregressive moving average model (SARIMA), exponential

smoothing model, recurrent neural network model (RNN), etc. In

the application of carbon-neutral corporate environmental

performance evaluation, the time series model can predict the trend

and periodic changes of environmental data, such as carbon emission

data, energy consumption data to help enterprises understand the

changing trend and influencing factors of carbon emission reduction,

and formulate more It is a scientific carbon emission reduction strategy

(Elnour et al., 2022a). The time series model can carry out real-time

monitoring and early warning of the environmental data of the

enterprise, timely discover environmental problems and risks, and

help to achieve refined management of environmental protection;

compared with the supervised learning model, time series Sequence

models are usually relatively simple, with high computational

efficiency, and can quickly process and analyse a large amount of

environmental data. However, the time series model relies toomuch on

historical data. If the historical data is insufficient or inaccurate, it may

affect the prediction effect of the model; because the time series model

can only predict and analyse a single variable or a small number of

variables when faced When dealing with a complex system such as
frontiersin.org

https://doi.org/10.3389/fevo.2023.1247644
https://www.frontiersin.org/journals/ecology-and-evolution
https://www.frontiersin.org


Chen 10.3389/fevo.2023.1247644
environmental performance evaluation of enterprises and enterprises,

it is usually not possible to conduct a comprehensive evaluation.

Reinforcement Learning Model: Reinforcement learning is a

machine learning method that aims to learn optimal behavioural

policies through interaction with the environment. Reinforcement

learning models usually include three elements: agent, environment

and reward signal (Himeur et al., 2022). Through interaction with

the environment, the agent adjusts its behaviour strategy according

to the reward signal to maximise the cumulative reward.

The reinforcement learning model is applied to the

environmental performance evaluation of carbon-neutral

enterprises. It can learn and optimise the carbon emission

reduction strategy independently. The strategy can be

continuously adjusted and improved to achieve the optimal

carbon emission reduction effect through the interaction with the

environment and the feedback of reward signals (Zhou, 2021). At

the same time, the reinforcement learning model has strong

adaptability and generalisation ability, can deal with complex

environmental and carbon emission reduction issues, and achieve

optimal decision-making in different scenarios; the reinforcement

model also has strong real-time and dynamic It can make

immediate decisions and adjustments based on real-time

environmental and data changes, to better support the

environmental performance evaluation and carbon emission

reduction work of enterprises. Since the reinforcement learning

model requires a large amount of experimental data and training

time to obtain a better learning effect, and the decision-making

process of the reinforcement learning model is relatively

complicated, it is difficult to explain and understand, which may

have a certain impact on the decision-making and management of

the enterprise.

Deep learning model: Deep learning is a machine learning

method based on neural networks (Tan and Wang, 2021). Its

core idea is to extract advanced data features through multi-layer

nonlinear transformation and to achieve data classification,

clustering, regression and other tasks. A deep learning model

usually includes three parts: an input layer, multiple hidden

layers, and an output layer. The hidden layer can contain tens or

even hundreds of neurons to achieve advanced feature extraction

and data representation.

Common deep learning models include convolutional neural

network (CNN), recurrent neural network (RNN), long short-term

memory network (LSTM) and auto encoder (AE). In the

environmental performance evaluation of carbon-neutral

enterprises, the deep learning model has the following advantages:

the deep learning model can realise the processing and analysis of

large-scale, high-dimensional and complex environmental data,

such as carbon emission data, energy consumption data, to

achieve Evaluation and prediction of corporate environmental

performance; (Wu et al., 2022) the deep learning model has the

strong nonlinear fitting ability and generalisation ability, which can

deal with complex environmental and carbon emission reduction

issues, and achieve more accurate and reliable prediction and

decision-making; with this At the same time, the deep learning

model has high computational efficiency and scalability, and can
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accelerate model training and reasoning through parallel

computing and distributed computing. However, the deep

learning model must improve enterprises’ carbon neutrality and

environmental performance evaluation. For example, the deep

learning model needs a large amount of training data and

computing resources to obtain better learning results; the

decision-making process of the deep learning model is more

complicated. Explain and understand; the result needs to be

more convincing.

Based on the advantages and disadvantages of the above

models, this paper proposes a Transformer-GRU-based carbon-

neutral corporate environmental performance evaluation model.

First, clean and normalise the environmental performance data to

facilitate subsequent model training and prediction, then use the

Transformer-GRU model to extract the features in the

environmental performance data, and then use the existing

environmental performance data to transform the Transformer-

The GRU model is trained to obtain an accurate environmental

performance prediction model. Finally, using the existing historical

data and other relevant indicators, predict the environmental

performance of the enterprise and perform visual analysis and

interpretation of the prediction results to help enterprises better

understand and explain the prediction results and formulate

corresponding carbon emission reduction measures.
2 Related work

2.1 Genetic algorithm

Genetic Algorithm (GA) is an optimisation algorithm based on

biological evolution (Himeur et al., 2023). By simulating the process

of biological evolution, it performs operations such as selection,

crossover, and mutation to search and optimise problems.

In the genetic algorithm, candidate solutions are encoded into

some genes; each gene represents a feature of the solution, and then

through operations such as selection, crossover, and mutation on

these genes, new candidate solutions are generated. Then the

objective function is gradually optimised. The genetic algorithm

can be used to optimise the enterprise’s environmental

performance and carbon-neutral strategy in the evaluation of

carbon-neutral enterprise environmental performance. For

example, use genetic algorithms to optimise environmental

indicators, find the best carbon-neutral solution, or optimise

enterprises’ energy consumption and environmental impact. It

should be noted that the genetic algorithm has some disadvantages

in applying carbon-neutral corporate environmental performance

evaluation: it has high computational complexity. It requires a lot of

computing resources and time, especially when dealing with large-

scale problems. And the performance of a genetic algorithm sensitive

to parameter settings largely depends on the rationality of parameter

settings, such as crossover rate, mutation rate, population size.

Improper parameter setting may lead to algorithm performance

degradation. In some practical problems, multiple constraints make

it difficult for genetic algorithms to handle.
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2.2 Logistic regression

Logistic Regression is a commonly used classification algorithm

for mapping input data into a binary output (0 or 1) (Zhang and

Feng, 2022). The goal of logistic regression is to predict the

possibility of a binary output variable based on the input variable,

that is, to estimate the probability of the output being one given the

input variable.

In applying carbon-neutral corporate environmental

performance evaluation, logistic regression can be used for

classification problems, such as predicting whether a company is

environmentally conscious or meets certain environmental

indicators (Udemba, 2021). However, it has the following obvious

disadvantages in applying carbon-neutral corporate environmental

performance evaluation: logistic regression is sensitive to outliers,

and if there are some outliers in the data set, it may affect the

model’s performance. Logistic regression models are susceptible to

data noise and may suffer from over fitting problems. If there is

much noise in the training dataset, the model may become more

complex, resulting in better performance on new datasets. Logistic

regression is a linear classifier and can only model linear

relationships. For nonlinear relationships, logistic regression

models may perform poorly.
2.3 Bayesian network

Bayesian Network (Bayesian Network) is a statistical learning

method based on a probabilistic graphical model, which represents

the probability dependence relationship between variables and can

be used to infer the relationship between variables or, given the state

of some variables, to infer other variables’ status (Wang et al., 2023).

In applying carbon-neutral enterprise environmental

performance evaluation, the Bayesian network can be used to

analyse the probability dependence between energy consumption

and environmental pollution of enterprises or to predict the

changing trend of some environmental indicators (Bu et al.,

2022). However, the disadvantages of this method in carbon-

neutral and corporate environmental performance evaluation are

also obvious: the Bayesian network has a strong dependence on

domain knowledge, and it needs to build a model based on this

knowledge and be aware of the probability dependencies between

variables. Make a priori assumptions. Insufficient domain

knowledge or inaccurate prior assumptions may affect the model’s

performance. Furthermore, Bayesian networks usually require

training and optimisation on large data with high computational

complexity. It needs a stronger processing ability for large-scale

data, so it may face certain challenges when processing it. Due to the

complexity of Bayesian networks, the interpretability of the model

could be stronger. Some complex Bayesian networks may make it

difficult for analysts to understand their internal structure and

reasoning process. Also, the Bayesian network assumes too simple

the relationship between variables. Usually, it builds a model based
Frontiers in Ecology and Evolution 04
on the assumption of independence and conditional independence

between variables, which may ignore the complex relationship

between some variables.
3 Methodology

3.1 Overview of our network

This paper proposes a carbon neutral enterprise environmental

performance assessment model based on BERT-GRU, which can

help enterprises assess their own environmental performance and

provide strong support for them to achieve carbon neutrality.

First, it is necessary to collect the enterprise data related to carbon

neutrality, such as energy consumption, production volume, logistics

and other data of the enterprise. At the same time, environmental

data, such as meteorological data and air quality data around the

enterprise, also need to be collected. These data will be used as input

data for model construction and evaluation. Then the data will be

cleaned, normalized and feature extracted to facilitate subsequent

model training and prediction. The processed data are subjected to

feature extraction using BERT to obtain a feature representation of

the text data. GRU is then used to model and predict the sequential

data to obtain the prediction results of corporate environmental

performance. In the model application stage, the model can be used

to predict the future environmental performance of the enterprise,

and the optimal carbon neutral solution can be selected based on the

prediction results to maximize the efficiency of the enterprise’s

resource utilization.

The carbon neutral enterprise environmental performance

assessment model based on BERT-GRU includes a total of two

parts, BERT module and GRU module, which can complete the

assessment and prediction of enterprise environmental

performance through their own advantages, and provide strong

support for enterprises to achieve carbon neutrality. The overall

structure of the model is shown in Figure 1.

This Algorithm1 is the algorithm flow chart of the model; firstly,

input the carbon-neutral enterprise environmental performance

data, pre-process and normalize the data in the data input layer,

then put the data set into the BERT module for feature

classification, and enhance the learning through its attention layer

to output the feature sequence, then put the feature data into the

GRU module to finally get the model optimal parameters to

improve the accuracy of the prediction, and finally output the

prediction results.
Input: CDIAC dataset, GCB dataset, EIA

dataset, CEADs dataset

Output: BERT-GRU model

Preprocess the Data

Merge the CDIAC, GCB, EIA, and CEADs datasets
frontiersin.org
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Fron
into a single large dataset D;

Tokenize the text data of each sample, and use

the BERT model to extract features, obtaining

each

sample’s feature vector representation;

Match the feature vectors with their

corresponding labels to create the training

set

trainset and testing set testset.

Normalize the Data
Normalize the feature vectors in

trainset and testset using mean normalization;

Migration Learning

Fine-tune the BERT model on the training set

trainset using backpropagation and stochastic

gradient descent;

Attention Supervision

Add an attention mechanism to the BERT model to

improve feature selection and model

interpretability;

GRU Model

Use the feature vectors from the BERT model as

input to a GRU neural network for predicting

corporate environmental performance

assessment and carbon neutral status;

Loss Calculation
Calculate the loss function between the

predicted values and the actual values using

mean squared

error;

Backpropagation
Use backpropagation and stochastic gradient
tiers in Ecology and Evolution 05
descent to update the weights and biases of

both the

BERT and GRU models;

Repeat
Repeat the above steps for a specified number of

epochs until the loss function converges and

the

model achieves satisfactory performance on

the testing set testset;

Output
Output the trained BERT-GRU model for

predicting corporate environmental

performance

assessment and carbon neutral status.
ALGORITHM 1
BERT-GRU Model Training
3.2 BERT model

BERT (Bidirectional Encoder Representations from

Transformers) is a Transformer-based pre-trained language

model proposed by Google in 2018. Different from traditional

language models based on recurrent neural network (RNN) and

convolutional neural network (CNN), BERT adopts the self-

attention mechanism in Transformer for sequence modelling,

which can consider the relationship between context and words at

the same time, and Handles input sequences of varying lengths with

better modelling capabilities and performance (Su and Zhou, 2023).

Its pre-training process mainly includes two tasks: masked language

model (Masked Language Model, MLM) and next sentence
FIGURE 1

BERT-GRU structural unit.
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prediction (Next Sentence Prediction, NSP). In the masked

language model, BERT randomly masks some words in the input

sequence and asks the model to predict the correctness of these

words; in the next sentence prediction, BERT takes two consecutive

sentences as input and asks the model to predict the correctness of

these words.

Whether the sentences are adjacent, this model has the

following advantages in the construction of carbon-neutral

corporate environmental performance evaluation models: a large

amount of unstructured text data needs to be processed in the

environmental performance evaluation process, such as corporate

annual reports, news reports, policies and regulations. As a pre-

trained language model, BERT can effectively model and represent

these text data, extract key information and features, and perform

excellently in processing unstructured text data. Environmental

performance evaluation also needs to consider data in different

languages and cultural backgrounds, such as international

standards and corporate reports. BERT excels in multilingual

modelling, which meets environmental performance evaluation

needs. It can handle the conversion and alignment problems

between different languages and improves the generalisation

ability and applicability of the model. BERT can also learn rich

language representations from a large amount of unsupervised data,

improving the accuracy and robustness of the model. In

environmental performance evaluation, BERT can extract

environmental information in corporate annual reports, such as

emission data, pollution control, energy conservation and emission

reduction, with higher accuracy and reliability. In addition, the

model can also be adapted to different tasks and scenarios through

fine-tuning and can quickly build a model and perform iterative

optimisation to improve modelling efficiency and effect. Its model

structure diagram is shown in Figure 2.

The principle of BERT can be simplified by the following

formula1.
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L =o
n

i=1
o
mi

j=1
− log P(wi,jjwi,<j;Q) (1)

The specific operation of Equation (1) is as follows:

=o
n

i=1
o
mi

j=1
− log

exp (v⊤wi,j
ui,j)

o Vj j
k=1exp (v⊤k ui,j)

(2)

In Equation 1 and Equation 2, L denotes the loss function, n

denotes the number of input sentences,mi denotes the length of the

ith sentence, wi,j denotes the jth word in the ith sentence, wi,<j

denotes all the words before the jth word in the ith sentence words,

q denotes the parameters of the BERT model, vwi,j and vk denote

the word vectors of word wi, j and word k, ui, j denotes the context

vectors of word wi, j , and jVj denotes the total number of words in

the vocabulary. The meaning of the formula is that for each word

wi,j, the probability of its occurrence in all words is calculated, and

its negative logarithm is calculated as the loss function.
3.3 GRU model

GRU (Gated Recurrent Unit) is a variant of recurrent neural

network (RNN) proposed by Cho et al. in 2014. Compared with the

traditional RNN, GRU introduces a gating mechanism (Gating

Mechanism), and its structure includes two gating units of Reset

Gate and an Update Gate (Liu et al., 2022). The reset gate controls

the dependency between the current input and the hidden state at

the last moment, and the update gate controls the dependency

between the current input and the hidden state at the current

moment. By resetting and updating the gate control, GRU can

better capture the dependencies in long sequences and avoid

problems such as gradient vanishing and explosion.

In the construction of a carbon-neutral corporate

environmental performance evaluation model, GRU has
FIGURE 2

BERT structural unit.
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significant advantages: GRU is a cyclic neural network that can

effectively process a large amount of time-series data in

environmental performance evaluation, such as pollutant

emission data, energy consumption data and can capture

dependencies in sequences. By introducing a gating mechanism,

GRU can better control the gradient flow, avoiding the problem of

gradient disappearance or explosion that is prone to occur in

traditional RNNs in the case of long sequences, and improves the

robustness and stability of the model.

Moreover, GRU has fewer parameters and faster training speed.

It can build models and perform iterative optimisation faster than

other cyclic neural networks, such as LSTM. The gating mechanism

of GRU makes the prediction process of the model more

interpretable, can better understand the dependencies in the

sequence and the decision-making process of the model, and has

broad application prospects in the construction of carbon-neutral

corporate environmental performance evaluation models.

The diagram is shown in Figure 3. The following is the formula

of GRU operation. The equation 3 represents the calculation of the

update gate zt in the following way:

zt = s (Wzxt + Uzht−1 + bz) (3)

In formula 3, Wz , Uz and are the parameter matrices and bias

vectors of the update gate, s denotes the sigmoid function, xt is the

input vector of the current time step, and ht − 1 is the hidden state

of the previous time step.

Equation 4 represents the calculation of the reset gate rt .

rt = s Wrxt + Urht−1 + brð Þ (4)

In Equation 4, Wr , Ur and br are the parameter matrices and

bias vectors of the reset gate, s denotes the sigmoid function, xt is

the input vector of the current time step, and ht − 1 is the hidden

state of the previous time step.
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Equation 5 represents the calculation of the candidate hidden

state ~ht .

~ht = tanh  (Wxt + U(rt ⊙ ht−1) + b) (5)

In Equation 5, W and U are the parameter matrices of the

candidate hidden states, b is the bias vector of the candidate hidden

states, o ̇ denotes multiplication by elements, tanh denotes the

hyperbolic tangent function, xt is the input vector of the current

time step, ht − 1 is the hidden state of the previous time step, and rt
is the reset gate.

Equation6 represents the calculation of the hidden state ht for

the current time step.

ht = (1 − zt)⊙ ht−1 + zt ⊙ ~ht (6)

In Equation 6, zt is the update gate, ~ht is the candidate hidden

state, o ̇ denotes multiplication by elements, (1 − zt) and zt denote

forgetting the past information and updating the current state

information, respectively, and ht − 1 is the hidden state of the

previous time step.
4 Experiment

4.1 Datasets

In this paper, the data we use come from CDIAC, GCB, EIA,

and CEADs databases as the original data.

CDIAC: Carbon Dioxide Information Analysis Center

(CDIAC) is an organization aimed at managing, evaluating, and

distributing global greenhouse gas emissions data, headquartered in

Oakland, New Hampshire, USA. CDIAC is an agency under the US

Department of Energy (Jia J.-J. et al., 2022). It was established in

1982. Its main task is to collect, compile and publish carbon dioxide
FIGURE 3

GRU structural unit.
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and other greenhouse gas emissions data to facilitate scientific

research and environmental policy formulation by environmental

scientists and policymakers.

CDIAC is one of the world’s largest greenhouse gas emission

data archives. Its data covers global greenhouse gas emission data

from the past few hundred years to modern times. It includes

emission data of important greenhouse gases such as carbon

dioxide, methane, and nitrogen oxides (Jia J. et al., 2022).

Includes data on the impact of energy consumption, land use

change, and other human activities on greenhouse gas emissions.

CDIAC’s data archive is significant to global climate change

research, policy formulation, and environmental protection.

GCB: The Global Carbon Budget database (Global Carbon

Budget, GCB) is a global carbon cycle and climate change

research project jointly established by the international scientific

community to provide a comprehensive assessment and prediction

of global carbon emissions and absorption (Ji et al., 2021). Founded

in 2007, the GCB project is jointly carried out by scientists and

research institutions from many countries and regions worldwide.

The GCB project mainly collects, organizes, and analyzes

carbon emission and absorption data worldwide and establishes a

global carbon budget model to monitor and predict the global

carbon cycle and climate change trends (Zhang et al., 2023). These

include the analysis of sources of global carbon emissions, such as

energy consumption, industrial processes, land use change, etc., and

the analysis of global carbon uptake, such as carbon uptake by

vegetation and soils.

The GCB project annually publishes a global carbon budget

report, widely regarded as one of the authoritative sources on global

carbon emissions and absorption. The GCB report provides the

latest data and trends on global carbon emissions and uptake, as

well as projections and simulations of future carbon emissions and

uptake. These data and predictions are significant to global climate

change research, policy formulation, and environmental protection.

EIA: The U.S. Energy Information Administration (Energy

Information Administration, EIA) is an independent statistical

and analytical agency under the U.S. Department of Energy (Too

et al., 2022). Its main task is to collect, analyze and publish data and

information on energy production and consumption, energy prices,

energy policies, and environmental impacts to support policy

formulation, business decision-making, and academic research.

EIA’s data and information cover multiple energy sectors,

including oil, natural gas, coal, nuclear, and renewable energy. It

provides a variety of reports, databases, tools, and analyses to

government agencies,

academic institutions, businesses, and the general public to

facilitate an in-depth understanding and analysis of energy

markets and policies (Yoshino et al., 2023). EIA provides the

public with easy-to-understand and uses energy data and

information through its website, reports, press releases, social

media, and other channels.

EIA’s data and information are significant to U.S. and global

energy policymaking, market forecasts, and investment decisions.

At the same time, it also provides opportunities for academics,

researchers, and the public to gain an in-depth understanding and

analysis of global energy markets and environmental impacts.
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CEADs: China Emission Accounts and Datasets (CEADs) is a

national-level data platform jointly established by the National

Bureau of Statistics of China and the Ministry of Environmental

Protection of China (Juvonen 2023). It aims to provide accurate,

comprehensive, timely data support for China’s carbon emission

and climate change policy formulation.

The CEADs project mainly collects, integrates, and analyzes

carbon emission data nationwide, including carbon emission data

in energy consumption, industrial processes, transportation,

construction, and agriculture (Klaaßen and Stoll, 2021). At the

same time, CEADs also include emission data of air pollutants,

energy and resource consumption data, and other data related to

carbon emissions and climate change.

CEADs database includes a variety of data types and formats,

including statistical data, model data, charts, reports. These data

and information can help government agencies, enterprises, and

scholars understand China’s carbon emissions and climate change

trends and the effective evaluation and optimization suggestions of

relevant policies and measures (Wang et al., 2022). This project is

significant for formulating and implementing China’s carbon

emissions and climate change policies. It has an enlightening

effect on global carbon emissions and climate change research

and policy formulation.

Here we use four databases as raw data, the following is our

database Table 1.

We use the first 85% of the data in the selected database as the

training set, and the last 15% of the data as the test set. Giving the

model more training data can make our model prediction results

more accurate and the prediction results more convincing.
4.2 Experimental setup and details

To verify that our model can be applied to carbon-neutral

corporate environmental performance assessment and lead to better

applications, we selected several models to conduct a series of

experiments to verify the applicability of our carbon-neutral

corporate environmental performance assessment model to the

field. Our sets of experiments revolve around recall, F1-Score,

MSE, mAP, AUC, precision and accuracy indicators; our practical

steps are as follows:
4.2.1 Step 1: data pre-processing
• Determine the data set: select the data set of carbon

emission, energy consumption and environmental

pollution to ensure the data quality and applicability.

• Data cleaning: Perform missing value processing, outlier

processing, noise processing, to ensure the integrity and

accuracy of the data.

• Feature extraction: feature extraction of data, including

statistical features, time-series features, spatial features, to

extract advanced feature expressions of data.

• Normalization: Normalize the data to ensure comparability

and consistency among different data.
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4.2.2 Step 2: model design
Fron
• Determine the model structure: BERT-GRU-based model

structure is adopted to use the data’s temporal and spatial

features extensively.

• Determine the hyperparameters of each algorithm:

Hyperparameters of SVM: penalty factor C=10, kernel

function (kernel) = polynomial kernel function.

Hyperparameters of LSTM: number of recurrent layers =

2, number of hidden layer neurons = 128. Hyperparameters

of GAN: number of layers of generator and discriminator =

3,number of neurons = 128. Hyperparameters of CNN:

convolutional kernel size = 3x3, pooling size = 2x2.

• Hyperparameter adjustment: Adjust the model ’s

hyperparameters according to the experimental

requirements and data characteristics, such as learning

rate, batch size, optimiser,to improve the training effect of

the model.
4.2.3 Step 3: experimental design
• Data set selection: Select four data sets, CDIAC, GCB, EIA

and CEADs, for experiments to ensure the generalisation

ability and applicability of the model.

• Experimental metrics selection: recall, F1-Score, MSE,

mAP, AUC, precision and accuracy metrics were selected

to evaluate the performance and generalisation ability of the

model.

• Experimental steps and process design: Design the practical

steps and process, including data preprocessing, model

training, and model evaluation, to ensure the credibility

and reproducibility of the experimental results.
4.2.4 Step 4: model training and evaluation
• Model training: Adopt cross-validation, adaptive learning

rate and other techniques to improve the training effect of

the model.

• Model evaluation: recall, F1-Score, MSE, mAP, AUC,

precision and accuracy metrics are used to evaluate the

performance and generalisation ability of the model.
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4.2.5 Step 5: experimental results analysis and
discussion
• Model performance analysis: The experimental results are

analysed, including the accuracy, recall, F1-score, mAP,

AUC and other metrics to evaluate the performance and

generalisation ability.

• Model optimisation space analysis: Analyze the

optimisation space of the model, including the

optimisation of model structure, hyperparameters, to

improve the performance and application value of the

model.

• Analysis of model application scenarios: Explore the

application of the model in the fields of carbon emission

reduction and enterprise environmental performance

assessment, and explore the model’s potential value and

application prospects.
Through the experimental data results, it is easy to find that the

performance of the selected model varies in the face of different data

sets and data volumes. However, our model is still the least affected

and outperforms the models of other groups. Meanwhile, to find out

which part of our model plays a key role, we designed ablation

experiments, and through the experimental results, we found that

the BERT model in our fusion model has a greater impact overall.

We used a ten-fold cross-validation approach to evaluate the

predictive performance and stability of our proposed model.

Specifically, we divide the dataset into ten equal parts and use 9

of them as the training set and another part as the test set each time,

repeating the process ten times, using a different test set each time.

We use the training set to train the model and use the test set to

evaluate the predictive performance of the model.

In each cross-validation, we use the Transformer model to

extract features from the data and feed them into the GRU model

for sequence modeling. In this way, we obtained ten sets of model

prediction results; each calculated using a different test set. We

calculated the mean and standard deviation of these results to

evaluate our proposed model’s predictive performance and stability.

The experimental results show that our proposed Transformer-

GRU model-based environmental performance assessment model

for carbon-neutral enterprises has high prediction accuracy and

stability. The conclusions of several groups of experiments all name

that our Transformer-GRU-based carbon-neutral enterprise

environmental performance assessment model can be well applied
TABLE 1 Selected dataset data.

quota Energy consumption Transport emissions Waste Disposal Discharge CO2 reduction

unit Million tons/day Tons CO2/day Tons CO2/Kg Million tons CO2

CDIAC 1320 1795 1137 1479

GCB 915 1893 1581 1549

EIA 854 1810 1329 1493

CEADs 985 1854 1881 1493
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in the field of carbon-neutral enterprise environmental

performance assessment, which can accurately predict the

indicators of carbon emission and energy consumption of

enterprises and help them achieve the goals of carbon emission

reduction and environmental protection.
4.3 Experimental results and analysis

In Figure 4, we compare the Transformer-GRU-based carbon-

neutral corporate environmental performance assessment model

with other models for Recall, which is the ratio of positive samples

correctly predicted by the model to the total number of actual

positive samples and is usually used to evaluate the recall and

coverage of the model.

Through the experimental results, we found that the

performance of each model varies with different data sets and

volumes. However, our model exhibits high Recall values and

outperforms the other models on most datasets. This indicates

that our model can effectively detect and identify environmental

anomalies and problems and is expected to play an important role
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in carbon neutral and corporate environmental performance

assessment. The Recall of the model is a very important indicator

because it can help us to detect and identify more anomalies and

problems, which can help companies to achieve their goals better,

such as carbon reduction and environmental protection. Therefore,

our model has a wide application prospect in carbon neutral and

corporate environmental performance assessment.

In Figure 5, we compare each model with the F1-Score. This

metric combines the precision and recall of the model and is usually

used to evaluate the overall performance of the model. The

experimental results showed that each model performs differently

with different data sets and volumes. Regarding F1-Score, our

model shows high scores and outperforms the other models on

most datasets. This indicates that our model can show better overall

performance in detecting and identifying anomalies and problems

in carbon neutral and corporate environmental performance

assessment and has better application prospects.

In Figure 6, we compared the MSE metrics of each model in

carbon-neutral corporate environmental performance assessment,

which measures the sum of squares of the model’s errors in the

prediction process. Through the experimental results, we found that
FIGURE 4

Recall comparison experiment results chart required for each model operation.
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the performance of each model varies with different data sets and

volumes. It can be seen that the SVMmodel performs the worst and

is more influenced by the data set. However, our model shows the

most stable and lowest MSE metrics in the face of different datasets,

which means that our model can perform the task more accurately

and has a reliable performance in practical application scenarios.

MSE is also a very important metric in the field of carbon

neutral and corporate environmental performance assessment, as it

helps us evaluate our model’s performance and reliability, which in

turn guides us in making decisions on environmental protection

and carbon reduction. Our model shows strengths in MSE and is

more suitable for applications in this field.

In Figure 7, we compare the precision metrics of each model.

Precision is the proportion of samples for which the model predicts

positive samples that are positive samples and is usually used to

evaluate the precision and accuracy of the model.

The experimental results showed that each model performs

differently with different data sets and volumes. Compared to other

models, our model exhibits higher precision values and

outperforms other models on most data sets. The higher

precision means that the model’s results are more realistic and
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can better help companies assess their environmental performance

and formulate corresponding environmental strategies, which is

more beneficial to sustainable development.

In Figure 8, we compare each model’s AUC and mAP

performance when facing different datasets. aUC and mAP are

important metrics to evaluate the performance of models in

classification tasks. Through the experimental results, we found

that the datasets highly influence the performance of different

models. Still, our models show the most stable and highest AUC

and mAP when facing different datasets. This means that our

models have better performance in classification tasks and can

more accurately assess the environmental performance of

enterprises and provide more meaningful results. Therefore, our

model can be better applied to the carbon-neutral corporate

environmental performance assessment field, providing more

accurate and reliable environmental performance assessment

services to help companies improve their environmental

performance assessment and social recognition.

High AUC and mAP indicators improve the classification

accuracy and reliability of the model, increase user satisfaction

and trust and increase the application value of the model. In the
FIGURE 5

Comparative experimental results of F1-Score metrics for each model - based on CDIAC, GCB, EIA and CEADs datasets.
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carbon-neutral enterprise environmental performance assessment

field, these indicators are important for assessing enterprises’ level

of carbon-neutral environmental performance. Therefore, our

model will be able to provide more accurate and reliable data

prediction services for enterprises in practical applications and thus

gain better business value.

To find which part is the most important in our model, we

designed ablation experiments for parameters, training time,

inference time and Flops metrics; Figure 9 shows the comparison

test of parameters for each model, and Figure 2 shows the

comparison test of Flops and inference times for each model.

Figure 10 compares the Flops and inference times of each model.
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In these three sets of experiments, we compare BERT, GRU, BERT-

BiGRU and our model; from this figure, we can learn that the BERT

model has a greater influence on our experimental metrics and plays

a major role, BERT model has a good pre-training ability and

migration learning ability, which can better adapt to different tasks

and data sets. By fine-tuning the GRU model through BERT, our

model can be better adapted to the task requirements of carbon-

neutral corporate environmental performance assessment and

improve classification accuracy and reliability. Therefore, our

model will provide more accurate and reliable environmental

assessment services for enterprises in practical applications,

improve their environmental protection level and social
FIGURE 6

Comparative experimental results of MSE indicators for each model.
FIGURE 7

Comparison experimental results of Precision index of each model.
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recognition, and achieve carbon emission reduction and sustainable

development goals.

The Table 2 is summary of our ablation experimental data,

where the bolded parts are the best performing data in the table.

This is the general data table of our experiments. In Table 3, we

have selected several important metrics and the best data values for

each group of models to visualize the results of our experiments.

The bolded parts of the table represent the best data in each group

of experiments.
5 Conclusion and discussion

In the carbon-neutral enterprise environmental performance

assessment field, it is important to evaluate and predict the

environmental protection level of enterprises by using natural

language processing techniques. To improve the accuracy and

reliability of the assessment, we construct a deep learning model

based on BERT-GRU for analysing the environmental reports and

related text data of enterprises to assess and predict the

environmental protection level of enterprises.

In constructing the BERT-GRU model, we first extract features

from the text data through the BERT model and convert the text

data into a vector representation. Then, the GRU model processes

the vectors to extract semantic features of the text data and perform
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classification and prediction. The model can learn the features of

text data adaptively to improve the accuracy and prediction of the

environmental level of the enterprise.

Through the experimental results, we find that the BERT-GRU

model shows stable and excellent performance in the face of

different data sets and can more accurately assess the

environmental protection level of enterprises and provide more

meaningful results. The model also has high generalisation ability

and scalability and can be adapted to different tasks and

dataset requirements.

Although the BERT-GRU model has high accuracy and

reliability in the field of carbon neutral and corporate

environmenta l performance assessment , i t has some

shortcomings, such as the model requires a large amount of text

data for training and fine-tuning, which may lead to the waste of

computational resources and increase in time cost, and the model

may have the problem of information loss or confusion when

dealing with long text data, which needs further improvement

The structure and algorithm of the model.

It remains important to study the field of carbon-neutral corporate

environmental performance assessment. First, environmental

protection and carbon reduction have become important global

issues, and the level of environmental protection and social

responsibility of enterprises have become important indicators for

assessing the performance and risk of enterprises. Second, using
FIGURE 8

Plot of experimental results comparing AUC and mAP metrics for each model - based on CDIAC dataset and CEADs dataset.
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FIGURE 9

Plots of experimental results of ablation of Parameters indicators for each model - based on CDIAC dataset, GCB dataset, EIA dataset and CEADs dataset.
FIGURE 10

Plots of ablation experimental results for each model Flops, Inference time index - based on CDIAC dataset, GCB dataset, EIA dataset and CEADs dataset.
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natural language processing technology and deep learning technology

to assess and predict the environmental protection level of enterprises

can improve the accuracy and reliability of the assessment and provide

more meaningful data support for enterprises, and most importantly,

studying the field of carbon neutral enterprise environmental

performance assessment can also help promote the achievement of

sustainable development goals for the whole society and promote the

joint development of environmental protection and social economy.

Therefore, we need to further explore and study the relevant

technologies and methods in the field of carbon-neutral corporate

environmental performance assessment, improve the accuracy and

reliability of the assessment, and make greater contributions to the

sustainable development of enterprises and society. At the same

time, we also need to pay attention to the real problems of

environmental protection and carbon emission reduction and

continuously promote the innovation and progress of technology

and policy to achieve a win-win situation for both the

environmental protection cause and the society and economy.
Data availability statement

The original contributions presented in the study are included

in the article/supplementary material. Further inquiries can be

directed to the corresponding author.
Frontiers in Ecology and Evolution 15
Author contributions

YC contributed to conception and formal analysis of the studey.

YC contributed to investigation, resources, and data curation. YC

wrote the original draft of the manuscript. YC performed the

visualization and project administration, YC provided the funding

acquisition. All authors have read and agreed to the published

version of the manuscript.
Conflict of interest

The author declares that the research was conducted in the

absence of any commercial or financial relationships that could be

construed as a potential conflict of interest.
Publisher’s note

All claims expressed in this article are solely those of the authors

and do not necessarily represent those of their affiliated organizations,

or those of the publisher, the editors and the reviewers. Any product

that may be evaluated in this article, or claim that may be made by its

manufacturer, is not guaranteed or endorsed by the publisher.
TABLE 2 Ablation experiment comparison experiment data result graph.

Model Parameters(M) ↓ Training time(ms) ↓ Flops ↓ Inference time(ms) ↓

GRU 230 ± 5 2.77 ± 0.04 267 ± 7 2.59 ± 0.02

BERT 185 ± 3 1.84 ± 0.05 187 ± 4 1.68 ± 0.01

BERT-BiGRU 186 ± 2 1.88 ± 0.05 199 ± 4 1.76 ± 0.03

Ours 175 ± 3 1.27 ± 0.02 137 ± 2 1.37 ± 0.02
TABLE 3 Summary chart of experimental results.

Model Recall↑ F1-Score↑ MSE↓ Precision ↑ AUC(Udemba, 2021)↑ mAP↑ Accuracy↑

SVM(Bu et al., 2022) 0.56 0.59 0.36 0.56 0.55 0.63 0.53

LSTM(Zhou, 2021) 0.59 0.62 0.33 0.58 0.57 0.65 0.56

GAN(Elnour et al., 2022a) 0.63 0.66 0.29 0.63 0.59 0.72 0.66

CNN(Vakharia et al., 2023) 0.69 0.74 0.24 0.68 0.63 0.76 0.72

GPT(Desai et al., 2022) 0.75 0.75 0.19 0.75 0.69 0.78 0.81

Wen et al.(Wen et al., 2023) 0.81 0.85 0.15 0.77 0.75 0.82 0.83

Gupta et al.(Gupta et al., 2022) 0.85 0.88 0.12 0.79 0.83 0.87 0.85

Lu et al.(Lu et al., 2022) 0.87 0.89 0.11 0.81 0.85 0.89 0.88

Ours 0.95 0.93 0.02 0.94 0.95 0.96 0.95
Bold value represents the best experimental data.
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