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Differential item functioning (DIF) is typically evaluated in educational and psychological 
assessments with a simple structure in which items are associated with a single latent 
trait. This study aims to extend the investigation of DIF for multidimensional assess-
ments with a non-simple structure in which items can be associated with two or more 
latent traits. A simulation study was conducted with the multidimensional extensions of 
the item response theory likelihood ratio (IRT-LR) test, the multiple indicators multiple 
causes (MIMIC) model, and logistic regression for detecting uniform and non-uniform 
DIF in multidimensional assessments. The results indicated that the IRT-LR test out-
performed the MIMIC and logistic regression approaches in detecting non-uniform DIF. 
When detecting uniform DIF, the MIMIC and logistic regression approaches appeared 
to perform better than the IRT-LR test in short tests, while the performances of all three 
approaches were very similar in longer tests. Type I error rates for logistic regression 
were severely inflated compared with the other two approaches. The IRT-LR test 
appears to be a more balanced and powerful method than the MIMIC and logistic 
regression approaches in detecting DIF in multidimensional assessments with a 
non-simple structure.

Keywords: differential item functioning, multidimensional item response theory models, structural equation 
modeling, logistic regression, test fairness

Educational and psychological assessments are typically designed to have a simple structure in 
which items are associated with a single latent trait (Thurstone, 1947; Revelle and Rocklin, 1979; 
Finch, 2012). In the absence of a simple structure, one or more items may be associated with 
multiple latent traits within a more complex structure, which is often called either a circumplex 
(Guttman, 1954; Acton and Revelle, 2004) or a non-simple structure (Tate, 2003). When item bias 
is investigated in an assessment with a non-simple structure, there is a need for a differential item 
functioning (DIF) procedure that can take two or more latent traits into account. DIF, first defined 
by Holland and Thayer (1988), refers to a conditional dependency between group membership 
of examinees (e.g., male vs. female) and item performance (i.e., the probability of answering the 
item correctly) after controlling for latent traits. As a result of DIF, a biased item provides either a 
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constant advantage for a particular group (i.e., uniform DIF) or 
an advantage varying in magnitude and/or in direction across 
the latent trait continuum (i.e., non-uniform DIF). Although 
uniform DIF is more frequently observed than non-uniform 
DIF in practice, several studies indicated that non-uniform 
DIF can also be present in real data sets from educational and 
psychological assessments (e.g., Mazor et  al., 1994; De Beer, 
2004; Le, 2006; Woods and Grimm, 2011; Teresi and Fleishman, 
2017). Therefore, when conducting DIF analyses, the type of DIF 
(i.e., uniform or non-uniform) is crucial because different DIF 
methods can be more appropriate for each type of DIF (Penfield 
and Camilli, 2007).

To investigate DIF in a multidimensional test with a non-
simple structure, DIF detection procedures designed for tests 
that measure a single latent trait—such as the Mantel–Haenszel 
method (Mantel and Haenszel, 1959), simultaneous item bias 
test (SIBTEST; Shealy and Stout, 1993), and Lord’s chi-square 
method (Lord, 1980)—may not be appropriate. When the DIF 
detection procedure is not appropriate for the test structure,  
it may lead to unintended consequences, such as misidentifica-
tion of DIF due to different conditional distributions of latent 
traits for different examinee subgroups (Clauser et  al., 1996; 
Mazor et al., 1998; Tate, 2003). Therefore, it is essential to find 
a DIF detection approach that would match examinees on the 
joint distribution of the latent traits so that examinees can be 
comparable on all primary latent traits (Clauser et  al., 1996; 
Mazor et al., 1998).

To date, several DIF detection approaches have been proposed 
for investigating DIF in multidimensional assessments that 
intentionally measure two or more latent traits. These approaches 
are typically multidimensional extensions of conventional DIF 
detection approaches designed for unidimensional tests, such 
as multidimensional SIBTEST (Stout et  al., 1997), differential 
functioning of items and tests (Oshima et  al., 1997), logistic 
regression (Mazor et al., 1998), item response theory likelihood 
ratio (IRT-LR) test (Suh and Cho, 2014), and multiple indicators 
multiple causes (MIMIC) model (Lee et al., 2016). Among these 
approaches, MIMIC, IRT-LR, and logistic regression are widely 
used and readily available for detecting DIF in dichotomously 
and polytomously scored items because of their ease of use and 
their connection with IRT models. Previous studies compared 
the unidimensional forms of MIMIC, IRT-LR, and logistic 
regression with each other as well as with other DIF detection 
methods (e.g., Finch, 2005; Woods, 2009a; Atar and Kamata, 
2011; Woods and Grimm, 2011; Kan and Bulut, 2014). However, 
the relative performances of these approaches are still unknown in 
the context of multidimensional tests. Therefore, this study aims 
to extend the comparison of the MIMIC, IRT-LR, and logistic 
regression approaches to multidimensional item response data in 
which items are associated with one or multiple latent traits. The 
performances of the three DIF approaches were systematically 
compared in a simulation study with regard to Type I error and 
rejection rates in detecting uniform and non-uniform DIF in a 
non-simple and multidimensional test structure. Although each 
of the three methods can be extended to deal with two or more 
latent traits, the simplest case (two latent traits) was considered 
in this study.

theoRetICAL BACKGRoUNd

dIF detection with MIMIC
Jöreskog and Goldberger (1975) introduced the MIMIC model 
as a special case of the full structural equation model where 
the latent variables are regressed on observed covariates and 
there are no regressions among the latent variables. Early forms 
of the MIMIC model were only used for examining uniform 
DIF for dichotomously or polytomously scored item responses  
(e.g., Finch, 2005, 2012; Shih and Wang, 2009; Woods et  al., 
2009). To examine uniform and non-uniform DIF simultane-
ously, Woods and Grimm (2011) introduced the MIMIC-
interaction model, which is similar to restricted factor analysis 
models with an interaction term (Ferrando and Lorenzo-Seva, 
2000; Barendse et al., 2010). The MIMIC-interaction model can 
be written as follows:

 y z zi i
∗ += + +λ η β ωη εi i i , (1)

where yi
∗ is the continuous latent response underlying the 

observed item response for item i, λi is the factor loading for item 
i, which is analogous to the item discrimination parameter in IRT 
models (Takane and De Leeuw, 1987; McDonald, 1997), η is the 
latent variable that follows a normal distribution, η ~ N(0,1)1, z is 
a categorical covariate (i.e., grouping variable), βi is the uniform 
DIF effect, ωi is the non-uniform DIF effect for item i, and εi is 
the random error for item i.

In Eq. 1, if βi = 0, then item i is homogenous over the group-
ing variable z, suggesting that there is no DIF observed in the 
item (Shih and Wang, 2009). If, however, βi ≠ 0, then the item 
is considered as having uniform DIF due to the direct effect 
of the grouping variable z. The interaction term (ηz) between 
the latent trait and the grouping variable allows the MIMIC-
interaction model to examine non-uniform DIF (i.e., if ωi ≠ 0). 
ηz can be estimated using the latent moderated structural 
equations (LMS) method (Klein and Moosbrugger, 2000) in 
Mplus (Muthén and Muthén, 1998). The LMS method relies on 
a full-information maximum-likelihood estimation that gives 
an important efficiency and power advantage in analyzing non-
normally distributed interaction effects between latent variables 
and observed variables [for more details on the LMS method, see 
Klein and Moosbrugger (2000)]. The major assumptions of the 
MIMIC-interaction model are independent observations and 
groups, locally independent items, equal latent variable variance 
among groups, and anchor (i.e., DIF-free) items (Woods and 
Grimm, 2011).

MIMIC for Multidimensional Data
Lee et al. (2016) recently introduced a multidimensional exten-
sion of the MIMIC-interaction model that can handle two or more 
latent traits. Assuming dichotomously scored items measure two 
latent traits (η1 and η2), then the MIMIC-interaction model in 
Eq. 1 can be extended as follows:

 y z z zi i i i i i i
∗ λ η λ η η η= + + + + +1 1 2 2 1 1 2 2β ω ω ε ,  (2)

where λ1i and λ2i are factor loadings of item i on latent trait 1 (η1) 
and latent trait 2 (η2), respectively, βi is the uniform DIF effect of 
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the grouping variable (z) on item i (when βi ≠ 0), ω1i and ω2i are 
non-uniform DIF effects (when ω1i ≠ 0 and/or ω2i ≠ 0) on item 
i due to the interaction between the grouping variable and the 
two latent traits, and εi is the error term. To ensure model iden-
tification in the multidimensional MIMIC-interaction model, 
the two latent variables are assumed to have a bivariate normal 
distribution with means of 0 and variances of 1. However, factor 
loadings do not have to be fixed to 0 for the items and latent traits 
are allowed to the correlated.

dIF detection with IRt-LR
The IRT-LR test depends on the comparison of two nested IRT 
models with a series of likelihood ratio (LR) tests. In general, the 
procedure begins with an omnibus test that examines whether 
any item parameter for a given item (e.g., item difficulty, item 
discrimination, or both in a two-parameter logistic model) differs 
between the reference and focal groups. The steps for conduct-
ing an omnibus test are as follows: First, a compact (C) model, 
where all item parameters are constrained to be equal across the 
reference and focal groups, is estimated. Second, an augmented 
(A) model, where all parameters of the item are allowed to vary 
across the two groups, is estimated. To test whether the item 
exhibits DIF, the LR test statistic, which is −2 times the difference 
in log likelihoods from the compact and augmented models, is 
computed as follows:

 LR ln ln= − − −( )2 2L LC A , (3)

where LC is the log likelihood of the compact model and LA is 
the log likelihoods of the augmented model. The LR statistic is 
approximately distributed as a chi-square (χ2) distribution with 
degrees of freedom (df) equal to the difference in the number of 
parameter estimates between the two models.

If the LR statistic from the omnibus test is significant, then 
follow-up tests should be performed to identify the type of DIF 
(Woods, 2009b). In the subsequent analyses, the discrimination 
parameter of the item is constrained to be equal but the difficulty 
parameter of the item is estimated for the two groups separately. 
This process results in a second compact model that can be com-
pared against the same augmented model from the omnibus test. 
A significant LR statistic from this comparison indicates that the 
item should be flagged for non-uniform DIF. If this LR statistic is 
not significant, then the item should be tested for uniform DIF. 
For this test, the second compact model should be compared with 
the first compact model from the omnibus test. A significant LR 
statistic from this comparison indicates that the item should be 
flagged for uniform DIF.

IRT-LR for Multidimensional Data
Suh and Cho (2014) extended the IRT-LR test for multidi-
mensional IRT (MIRT) models. Similar to the IRT-LR test for 
unidimensional IRT models, the IRT-LR test for MIRT models 
depends on the evaluation of model fit by comparing nested 
models (Suh and Cho, 2014). The IRT-LR test for MIRT models 
requires additional assumptions. To ensure metric indeterminacy 
across multiple latent traits in their application, the means and 
variances of two latent traits are fixed at 0 and 1 s, respectively, in 

both groups. Also, the correlation between the two latent traits 
is fixed at 0 in the augmented model with freely estimated item 
parameters across the two groups. In addition, the discrimination 
parameter for the first item is fixed at 0 on the second latent trait 
for both groups to satisfy the model identification when the test 
has a non-simple structure. Details on actual IRT-LR tests used 
in this study are provided later.

dIF detection with Logistic Regression
Logistic regression, introduced by Swaminathan and Rogers 
(1990) as a DIF approach, aims to predict the probability of 
answering an item correctly as a function of total test score (either 
raw or latent scores), group membership, and the interaction 
between total test score and group membership. Depending on 
the statistical significance of the group effect and the interaction 
between total test score and group membership, one can deter-
mine whether an item exhibits uniform or non-uniform DIF. The 
logistic regression model can be written as follows:

 
P u e

e

z

z=( ) =
+

1
1

,
 

(4)

where
z X G= + +β β β0 1 2  for detecting uniform DIF, or  (5)

z X G XG= +β β β β0 1 2 3+ +  for detecting nonuniform DIF.  (6)

In Eqs  4–6, P(u  =  1) is the probability of responding to a 
given item correctly, X is the total test score on the test, and 
G indicates the group membership (G = 1 for the focal group; 
G = 0 for the reference group). If there is a significant group effect  
(i.e., β2 ≠ 0), the item is flagged as uniform DIF. If there is a significant 
group and total score interaction (i.e., β3 ≠ 0), the item is flagged 
as non-uniform DIF, regardless of the significance status of β2.

Logistic Regression for Multidimensional Data
Mazor et  al. (1998) used the logistic regression procedure to 
accommodate multiple traits as matching variables. Assuming 
the item is associated with two traits (X1 and X2), Mazor et  al. 
(1998) expanded the logistic regression model in Eq. 5 for two 
traits as follows:

 z X X G= + + +β β β β0 1 1 2 2 3 .  (7)

Although Mazor et  al. (1998) only considered uniform DIF 
in their study, the logistic regression approach can also be used 
for detecting non-uniform DIF in the presence of multiple traits. 
Following the logistic regression model in Eq.  6, non-uniform 
DIF for an item associated with two traits (X1 and X2) can be 
evaluated as follows:

 z X X G X G X G= + + + + +β β β β β β0 1 1 2 2 3 4 1 5 2 .  (8)

Uniform and non-uniform DIF can be identified using the 
same null hypotheses from the unidimensional form of logistic 
regression. If there is a significant group effect (i.e., β3  ≠  0 in 
Eq. 7), the item is flagged as uniform DIF; if there is a significant 
group and total score interaction (i.e., β4 ≠  0 and/or β5 ≠  0 in 
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Eq. 8), then the item is flagged as non-uniform DIF, regardless of 
whether β3 is significant.

this study
As mentioned earlier, each of the three DIF detection approaches 
has a unique procedure to evaluate uniform and non-uniform 
DIF in multidimensional tests. Previous studies focused on the 
performances of these DIF detection methods under various 
conditions (e.g., test length, sample size, and DIF magnitude). 
However, the relative performances of these approaches are still 
unknown in the context of multidimensional tests. To address 
this gap, this study aims to compare the relative performances 
of the IRT-LR test, the multidimensional MIMIC-interaction 
model, and logistic regression in detecting DIF for multidimen-
sional tests with a non-simple structure. The objectives of this 
study are threefold: (a) to compare the rejection rates of the three 
DIF detection approaches in detecting uniform and non-uniform 
DIF in multidimensional tests; (b) to compare the false positive 
rates (i.e., Type I error) of the three DIF detection approaches in 
evaluating DIF in multidimensional tests; and (c) to examine the 
impact of different factors (test length, DIF magnitude, sample 
size, correlation between latent traits, and latent mean differences 
between the focal and reference groups) on the performances of 
the three DIF detection approaches.

Method

simulation Conditions
The simulation study consisted of six factors: (a) DIF types 
(non-DIF, uniform DIF, or non-uniform DIF); (b) test lengths 
(12-item test with 10 anchor items and 2 DIF items, or 22-item 
test with 20 anchor items and 2 DIF items); (c) the magnitude 
of DIF (low or medium)1; (d) sample sizes for the reference (R) 
and focal (F) groups (R500/F100, R1,000/F200, R1,500/F500, or 
R1,000/F1,000); (e) correlations between the latent traits (ρ = 0, 
ρ = 0.3, or ρ = 0.5 for both groups); and (f) latent mean differ-
ences between the reference and focal groups (µθ1 = 0 and µθ 2 = 0 
for both groups; or µθ1 = 0 and µθ 2 = 0 for the reference group 
and µθ1 = − 0.5 and µθ 2 = − 0.5 for the focal group). Except the 
non-DIF condition in the first factor, DIF type, the first five fac-
tors were fully crossed. The latent mean difference condition (µθ1 
and µθ 2  = 0 for the reference group and µθ1 and µθ 2 = − 0.5 for 
the focal group) was only crossed with two types of sample size 
(R1,500/F500 or R1,000/F1,000) and two types of correlations 
among the latent traits (ρ  =  0 or ρ  =  0.5 for both groups) for 
each DIF type. For each crossed condition, 100 replications were 
implemented.

The two test lengths (12 and 22 items) were chosen to resemble 
the values observed in earlier DIF studies using the DIF detec-
tion methods (either unidimensional or multidimensional 
applications) that we considered in this study (e.g., Woods, 
2009b; Woods and Grimm, 2011; Lee et al., 2016). Also, in the 
multidimensional application of the logistic regression by Mazor 

1 “Low” and “medium” do not represent an absolute size of DIF (e.g., small effect 
size of DIF magnitude). Therefore, low and medium DIF in this study should be 
interpreted relatively, not absolutely.

et al. (1998), a fairly long test (64 items) was considered in their 
simulation study. Therefore, having relatively shorter tests would 
be worthwhile to be studied in this study. Given the same number 
of DIF items (i.e., two items) simulated for the two test lengths, 
the results of our simulation study can also indicate the effect of 
increasing the number of anchor items twice. In this study, the 
proportion of DIF items was 20% for the 12-item test condition 
and 10% for the 22-item test condition.

The four sample sizes were common values used across many 
DIF studies (e.g., Woods, 2009a,b; Suh and Cho, 2014). Also, 
the first three conditions (R500/F100, R1,000/F200, and R1,500/
F500) were chosen because the focal group is typically smaller 
than the reference group in real testing programs, whereas the last 
condition (R1,000/F1,000) was selected because it has been fre-
quently used in DIF simulation studies to obtain stable parameter 
estimates especially when complex models such as MIRT models 
were used.

According to Oshima et al. (1997), a distributional difference 
can arise from the correlation of latent traits and/or the location 
of latent means in the context of multidimensional DIF studies. 
Thus, to investigate the effect of having the mean difference 
between the two groups, two conditions were considered for the 
F group: (a) a bivariate normal distribution, with each dimension 
with a mean of 0 and a variance of 1, and (b) a bivariate normal 
distribution, with each dimension with a mean of −0.5 and a 
variance of 1. For the correlation between the two dimensions 
under each distributional condition, three levels, ρ = 0.0, ρ = 0.3, 
and ρ = 0.5, were simulated to signify three different correlational 
levels. For the R group, two latent traits were generated from a 
bivariate normal distribution, with each dimension with a mean 
of 0 and a variance of 1.

data Generation
A two-dimensional test structure was used for generating dichot-
omous item response data. The multidimensional two-parameter 
logistic model (M2PL; Reckase, 1985) was chosen as the studied 
MIRT model to generate item response data. Based on the M2PL 
model, the probability of responding to item i (i = 1, …, K) cor-
rectly for person j (j = 1, …, J) with the latent traits θj = {θ1j, θ2j} 
in a two-dimensional test can be written as follows:

 
P P x b e

e
ji ji i

b

b

i

i
= =( ) =

+

−

−
1

1
|θθ

θθ

θθj i

a

a
a

i
T

j

i
T

j
, , ,

 
(9)

where θj is a vector of latent abilities of person j, ai
T is a transposed 

vector of discrimination parameters of item i (ai = {a1i, a2i}), and 
bi is the intercept parameter related to difficulty level of item i.

Table 1 presents item parameters for DIF items in 12-item 
and 22-item tests (i.e., two DIF items for each test). The same 
anchor item parameters (see Appendix) were used for refer-
ence and focal groups to generate DIF-free anchor items. These 
anchor item parameters were the same as the values reported in 
a previous study (Lee et al., 2016). DIF items were introduced 
in the last two items for both tests. Using the anchor items and 
DIF items, three types of data sets were generated: (a) non-DIF 
condition, (b) uniform DIF condition, and (c) non-uniform 
DIF condition. Data for the non-DIF condition were generated 
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tABLe 1 | Item parameters used for generating differential item functioning (DIF) 
conditions in the last two items.

Condition test 
length

Item Focal group

Reference 
group

Low  
dIF

Medium 
dIF

a1 a2 d a1 a2 d a1 a2 d

Uniform 
DIF

12 11 1.0 0.1 0.0 1.0 0.1 0.25 1.0 0.1 0.5
12 0.1 1.0 0.0 0.1 1.0 0.25 0.1 1.0 0.5

22 21 1.0 0.1 0.0 1.0 0.1 0.25 1.0 0.1 0.5
22 0.1 1.0 0.0 0.1 1.0 0.25 0.1 1.0 0.5

Non-
uniform 
DIF

12 11 0.7 0.7 0.0 0.7 1.0 0.00 0.7 1.3 0.0
12 0.7 0.7 0.0 1.0 1.0 0.00 1.3 1.3 0.0

22 21 0.7 0.7 0.0 0.7 1.0 0.00 0.7 1.3 0.0
22 0.7 0.7 0.0 1.0 1.0 0.00 1.3 1.3 0.0

a1 is the item discrimination parameter related to the first latent trait; a2 is the item 
discrimination parameter related to the second latent trait; d is the item difficulty 
parameter.
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using the parameters of the reference group in Table  1 for 
both groups. Data sets with uniform and non-uniform DIF 
were generated by modifying item parameters for the last two 
items for the focal group depending on the condition of DIF. 
The item parameters and magnitude of DIF between the focal 
and the reference groups in Table 1 were similar to previous 
multidimensional DIF studies (e.g., Oshima et  al., 1997; Suh 
and Cho, 2014; Lee et al., 2016).

data Analysis Procedures
For each simulated data set, (a) the LR statistic for the IRT-LR test 
was obtained from a full-information maximum-likelihood estima-
tion of the M2PL model using the mirt package (Chalmers et al., 
2015) in R (R Core Team, 2016); (b) the multidimensional MIMIC-
interaction model was estimated using the maximum-likelihood 
estimation and the LMS method in Mplus 7 (Muthén and Muthén, 
1998); and (c) logistic regression models were run using the glm 
function in the R stats package (R Core Team, 2016). Similar to the 
study of Mazor et al. (1998), two logistic regression models were 
used: the first one with raw scores as total scores and the second 
one with latent trait (theta) scores as total scores. To reflect the 
multidimensionality from the two dimensions, two raw scores 
were computed by summing up individual item scores (binary 
responses) related to the first latent trait and second latent trait,2 
based on the factor loading (discrimination) patterns used for data 
generation (see Appendix). Two latent trait scores were estimated 
using the MIRT model in Eq. 9 (i.e., M2PL model).3 DIF was tested 
only for items 11 and 12 in the 12-item test and items 21 and 22 in 
the 22-item test, assuming that these items were initially determined 
as suspicious items for exhibiting uniform or non-uniform DIF.

2 In the 12-item test, raw score 1 is the sum of items 1, 2, 3, 7, 8, 9, 10, and 11; raw 
score 2 is the sum of items 4, 5, 6, 7, 8, 9, 10, and 12. In the 22-item test, raw score 
1 is the sum of items 1 through 6 and items 13 through 21; raw score 2 is the sum 
of items 7 through 20 and item 22.
3 Latent trait scores were estimated as expected a posteriori (EAP) scores using the 
mirt package (Chalmers et al., 2015). In the same vein as raw scores, items were 
associated with either the first latent trait or the second latent trait, or both.

evaluation Criteria
Type I error rates from non-DIF conditions and rejection rates 
from uniform and non-uniform DIF conditions were evaluated 
to compare the three DIF detection approaches. Type I error 
rates for the IRT-LR test were computed as the proportion of 
significant LR test statistics out of 100 replications in the non-
DIF conditions. To make the three DIF detection procedures as 
comparable as possible, this study did not consider the result 
of the omnibus DIF test from the IRT-LR approach. Instead, 
the process of detecting DIF started with a partially augmented 
model in which item parameters for all items, except for suspi-
cious items (i.e., items 11 and 12 in the 12-item test; items 21 
and 22 in the 22-item test), were constrained to be equal across 
the reference and focal groups. Then, the augmented model was 
compared with a series of augmented models in which item 
difficulty parameter (b in Table  1) and item discrimination 
parameters (a1 and a2 in Table 1) for each suspicious item were 
constrained (to be equal across the two groups) one at a time. If 
at least one of these comparisons (IRT-LR tests) was significant, 
it was considered as false identification of DIF. Type I error rates 
for the MIMIC-interaction model were determined based on 
the proportion of significant DIF parameter estimates (β1 for 
uniform DIF; ω1i or ω2i for non-uniform DIF in Eq.  2). Items 
flagged for exhibiting either uniform or non-uniform DIF were 
considered as false identification of DIF. Type I error rates for 
logistic regression were computed based on the proportion of 
significant regression coefficients (β3 for uniform DIF; β4 or β5 
for non-uniform DIF in Eqs 7 and 8). Two logistic regression 
analyses were conducted using raw and latent trait scores, as 
explained earlier. Similar to the IRT-LR test and the MIMIC-
interaction model, items that were falsely identified as either 
uniform or non-uniform DIF represented Type I errors.

All of the three DIF detection approaches were evaluated 
at the nominal level α = 0.05. Therefore, we would expect that 
5 of the 100 replications would be false positives for each DIF 
detection approach. To investigate the inflation of Type I error 
rates, Bradley’s (Bradley, 1978) liberal robustness criterion 
was used.4 If Type I error rates for each DIF approach fell in 
the range of 0.025–0.075, then Type I error rate was considered 
well-controlled (Bradley, 1978). Rejection rates for uniform and 
non-uniform DIF conditions were calculated in the same man-
ner using the data sets generated with uniform and non-uniform 
DIF conditions.

Finally, a repeated-measures multivariate analysis of variance 
(MANOVA) was used to test the effects of simulation factors 
[DIF type (i.e., uniform or non-uniform), DIF magnitude (low 
or medium), test length (12 or 22 items), sample size (R500/F100, 
R1,000/F200, R1,500/F500, or R1,000/F1,000), and correlation 
between latent traits (i.e., 0, 0.3, or 0.5)] as between-factor variables 
and the type of DIF method (IRT-LR, MIMIC, logistic regression 
with raw scores, and logistic regression with latent trait scores) as 
a within-factor variable on rejection rates. For each factor, partial 

4 There are other methods for controlling for Type I error rates, such as the 
Benjamini–Hochberg procedure (BH; Benjamini & Hochberg, 1995). For more 
details of the BH procedure in the context of latent variable modeling, see Raykov 
et al. (2013).
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eta squared (η2) was computed as a measure of effect size. For 
the within-subject factors, η2 was computed based on the method 
described by Tabachnick and Fidell (2007) as follows:

 η2 1= − Λ , (10)

where Λ is Wilk’s lambda in MANOVA. For the between-subject 
factors, η2 was the ratio of the sum of squares of the main effect 
of the factor (SSeffect) to the sum of squares of the total variance 
(SSeffect + SSerror).

ResULts

type I error Rates
Figure 1 shows Type I error rates under the non-DIF condition 
based on the average of the two DIF items (i.e., items 11 and 12 
in the 12-item test; items 21 and 22 in the 22-item test). In the 
12-item test, Type I error rates for logistic regression analyses 
based on raw scores (LR-R) and latent trait scores (LR-T) were 
consistently higher than Type I error rates from the IRT-LR test 
and the MIMIC-interaction model across all simulation condi-
tions. The two logistic regression results (LR-R and LR-T) show 
similar patterns. Furthermore, Type I error rates for logistic 
regression analyses were consistently outside of Bradley’s liberal 
robustness criteria (i.e., 0.025  <  Type I error  <  0.075), except 
for logistic regression with raw scores under R1,000/F1,000 and 
ρ = 0.3.

The MIMIC-interaction model had higher Type I error rates 
than the IRT-LR test across all conditions in the 12-item test, 
except for the small sample size condition (i.e., R500/F100) with 
ρ = 0 and ρ = 0.5. Type I error rates for the IRT-LR test were 
slightly outside of Bradley’s liberal robustness criteria only when 
latent traits were moderately correlated (ρ = 0.5) and the sample 
size was large (i.e., R1,500/F500 or R1,000/F1,000). There was no 
consistent pattern related to different correlations and sample 
sizes. It appears that the error rates increased as the sample size 
increased in ρ = 0 condition, but that was not observed in other 
correlation conditions.

In the 22-item test, Type I error rates from logistic regres-
sion based on raw and latent trait scores were again consistently 
higher than the other two DIF detection methods. Type I error 
rates for logistic regression analyses were within Bradley’s liberal 
robustness criteria only when the correlation between latent traits 
was ρ = 0 and the sample size condition was R1,000/F200. Type 
I error rates of the MIMIC-interaction model were consistently 
higher than the IRT-LR test across all conditions, especially for 
the R1,000/F1,000 condition. Unlike in the 12-item test where no 
obvious pattern was observed, increasing the correlation between 
latent traits in the 22-item test tended to produce smaller Type I 
error rates for logistic regression, not for the other methods. Type I 
error rates from the IRT-LR test remained within Bradley’s liberal 
robustness criteria, whereas the MIMIC model had Type I error 
rates higher than 0.075, especially when sample size was large.

Overall, Type I error rates were well controlled for the IRT-LR 
test and relatively for the MIMIC-interaction model, whereas Type 
I error rates for logistic regression were almost always outside of 
the robustness criteria. The logistic regression with raw scores 

performed slightly better than the logistic regression with latent 
trait scores on average. The effects seemed to be confounded by 
different levels of each factor and different methods.

Rejection Rates
Tables  2 and 3 show rejection rates (i.e., correct identification 
of DIF) of the two logistic regression analyses (LR-R and LR-T), 
IRT-LR test, and MIMIC-interaction model in detecting uniform 
and non-uniform DIF, respectively, in the 12-item and 22-item 
tests. Rejection rates from the two DIF items in the 12-item (items 
11 and 12) and 22-item tests (items 21 and 22) were averaged to 
facilitate the interpretation of the findings.

Uniform DIF
In detecting uniform DIF in the 12-item test, the two logistic 
regression analyses performed comparable to or better than the 
MIMIC-interaction model except for the R1,000/F1,000 condi-
tion in which the MIMIC-interaction model performed the best 
among the four DIF detection methods. The MIMIC-interaction 
model outperformed the IRT-LR test across all conditions. 
However, it should be noted that rejection rates for low uniform 
DIF were substantially small for all four methods, when the sam-
ple sizes were relatively small (i.e., R500/F100 and R1,000/F200). 
When the uniform DIF amount increased from low to medium, 
the rejection rates markedly improved for all of the DIF detection 
methods. The lowest rejection rate was observed with the IRT-LR 
test in the R500/100 condition on average, the highest rejection 
rate was found with the MIMIC-interaction model in the R1,000/
F1,000 condition. When the uniform DIF effect was medium, the 
IRT-LR performed slightly worse than the other three methods in 
the two small sample size conditions; however, all three methods 
performed very similarly in the two large sample size conditions. 
Like in the low uniform DIF condition, the MIMIC-interaction 
model worked the best in the R1,000/F1,000 condition on average.

In the 22-item test, the IRT-LR test performed the best, and 
the other DIF detection methods performed similarly across all 
conditions when detecting uniform DIF. As a result of increas-
ing the number of DIF-free items from 10 to 20, rejection rates 
from the IRT-LR test substantially improved, whereas rejection 
rates from the other three methods either remained the same 
or slightly decreased/increased depending on sample sizes and 
DIF magnitudes. Rejection rates for low uniform DIF in the 
smallest sample size condition were again very low. Like in the 
12-item test, rejection rates increased as the magnitude of DIF 
increased from low to medium in the 22-item test. The rejection 
rates tended to increase as the sample size increased in both 
test lengths, and within the two large sample sizes, the balanced 
design (R1,000/F1,000) produced slightly higher rates than the 
unbalanced design (R1,500/F500) on average, especially under 
the low uniform DIF condition with the IRT-LR test and the 
MIMIC-interaction model. There was no obvious pattern associ-
ated with the correlation factor in both test length conditions.

Non-Uniform DIF
Based on the results in Table 3, the IRT-LR test outperformed 
the other three methods in detecting non-uniform DIF across all 
simulation conditions. The MIMIC-interaction model performed 
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the worst on average, and the logistic regression with latent trait 
scores produced slightly higher rejection rates than the logistic 
regression with raw scores. Rejection rates for low non-uniform 

DIF were fairly small except for the IRT-LR test in the two large 
sample sizes. The rejection rates improved when the magnitude 
of non-uniform DIF increased from low to medium. There was a 
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tABLe 3 | Rejection rates in detecting non-uniform differential item functioning (DIF).

Condition ρ R500/F100 R1,000/F200 R1,500/F500 R1,000/F1,000

LR-R LR-t IRt-
LR

MIMIC LR-R LR-t IRt-
LR

MIMIC LR-R LR-t IRt-
LR

MIMIC LR-R LR-t IRt-
LR

MIMIC

Low non-
uniform 
(12-item)

0.0 0.08 0.10 0.12 0.01 0.14 0.19 0.19 0.09 0.19 0.25 0.26 0.15 0.19 0.25 0.39 0.28
0.3 0.11 0.10 0.16 0.02 0.07 0.11 0.14 0.04 0.14 0.22 0.44 0.12 0.14 0.22 0.60 0.16
0.5 0.06 0.06 0.21 0.00 0.12 0.11 0.34 0.02 0.17 0.18 0.56 0.09 0.17 0.18 0.76 0.09

Average 0.08 0.08 0.16 0.01 0.11 0.14 0.22 0.05 0.16 0.21 0.42 0.12 0.16 0.21 0.58 0.18

Medium 
non-uniform 
(12-item)

0.0 0.12 0.18 0.33 0.02 0.29 0.37 0.54 0.18 0.48 0.65 0.73 0.45 0.48 0.65 0.91 0.61
0.3 0.13 0.14 0.39 0.00 0.14 0.18 0.53 0.07 0.39 0.48 0.82 0.34 0.39 0.48 0.93 0.37
0.5 0.09 0.07 0.44 0.00 0.20 0.22 0.69 0.04 0.31 0.28 0.90 0.16 0.31 0.28 0.98 0.25

Average 0.11 0.13 0.38 0.01 0.21 0.26 0.58 0.10 0.39 0.47 0.82 0.32 0.39 0.47 0.94 0.41

Low non-
uniform 
(22-item)

0.0 0.14 0.18 0.23 0.03 0.15 0.22 0.19 0.09 0.25 0.38 0.36 0.21 0.29 0.44 0.45 0.30
0.3 0.11 0.12 0.20 0.01 0.12 0.15 0.23 0.07 0.19 0.25 0.47 0.18 0.22 0.32 0.64 0.22
0.5 0.09 0.10 0.24 0.01 0.13 0.15 0.39 0.04 0.18 0.22 0.60 0.10 0.17 0.26 0.76 0.15

Average 0.11 0.13 0.22 0.02 0.13 0.17 0.27 0.06 0.21 0.28 0.48 0.16 0.23 0.34 0.62 0.22

Medium 
non-uniform 
(22-item)

0.0 0.22 0.33 0.44 0.07 0.28 0.42 0.53 0.24 0.64 0.80 0.84 0.58 0.79 0.92 0.94 0.68
0.3 0.15 0.20 0.41 0.02 0.28 0.39 0.58 0.19 0.55 0.75 0.91 0.51 0.61 0.80 0.97 0.59
0.5 0.16 0.15 0.45 0.01 0.23 0.30 0.70 0.11 0.36 0.48 0.92 0.29 0.56 0.65 0.98 0.44

Average 0.18 0.23 0.43 0.03 0.26 0.37 0.60 0.18 0.52 0.67 0.89 0.46 0.65 0.79 0.96 0.57

α = 0.05 for IRT-LR, MIMIC, and logistic regression. Rejection rates were averaged over two DIF items.
IRT-LR, item response theory likelihood ratio; MIMIC, multiple indicators multiple causes.
LR-R, logistic regression with raw scores; LR-T, logistic regression with latent trait scores.

tABLe 2 | Rejection rates in detecting uniform differential item functioning (DIF).

Condition ρ R500/F100 R1,000/F200 R1,500/F500 R1,000/F1,000

LR-R LR-t IRt-
LR

MIMIC LR-R LR-t IRt-
LR

MIMIC LR-R LR-t IRt-
LR

MIMIC LR-R LR-t IRt-
LR

MIMIC

Low uniform 
(12-item)

0.0 0.13 0.14 0.13 0.10 0.31 0.31 0.25 0.28 0.53 0.52 0.46 0.52 0.53 0.52 0.64 0.69
0.3 0.18 0.18 0.16 0.19 0.31 0.27 0.24 0.27 0.60 0.57 0.50 0.56 0.60 0.57 0.61 0.67
0.5 0.19 0.19 0.14 0.16 0.26 0.27 0.22 0.25 0.58 0.55 0.47 0.53 0.58 0.55 0.59 0.67

Average 0.17 0.17 0.14 0.15 0.29 0.28 0.24 0.27 0.57 0.55 0.47 0.53 0.57 0.55 0.61 0.68

Medium 
uniform 
(12-item)

0.0 0.52 0.51 0.45 0.51 0.89 0.87 0.76 0.87 0.99 0.99 0.98 0.99 0.99 0.99 0.98 0.99
0.3 0.54 0.48 0.42 0.52 0.84 0.84 0.79 0.85 1.00 0.99 0.97 0.99 1.00 0.99 1.00 1.00
0.5 0.53 0.48 0.42 0.48 0.84 0.84 0.77 0.82 0.99 0.99 0.97 0.98 0.99 0.99 1.00 1.00

Average 0.53 0.49 0.43 0.50 0.86 0.85 0.77 0.85 0.99 0.99 0.97 0.98 0.99 0.99 0.99 1.00

Low uniform 
(22-item)

0.0 0.16 0.17 0.19 0.18 0.32 0.32 0.34 0.31 0.52 0.52 0.57 0.53 0.69 0.69 0.72 0.69
0.3 0.17 0.16 0.17 0.16 0.30 0.32 0.34 0.33 0.57 0.56 0.61 0.57 0.72 0.72 0.74 0.70
0.5 0.16 0.15 0.16 0.13 0.32 0.32 0.33 0.32 0.50 0.51 0.51 0.49 0.60 0.59 0.64 0.59

Average 0.16 0.16 0.17 0.15 0.31 0.32 0.34 0.32 0.53 0.53 0.56 0.53 0.67 0.67 0.70 0.66

Medium 
uniform 
(22-item)

0.0 0.44 0.45 0.49 0.44 0.77 0.76 0.81 0.76 0.98 0.98 0.99 0.97 1.00 1.00 1.00 1.00
0.3 0.45 0.44 0.47 0.47 0.81 0.82 0.84 0.82 0.98 0.98 0.99 0.97 1.00 1.00 1.00 1.00
0.5 0.50 0.51 0.51 0.50 0.81 0.82 0.84 0.82 0.99 0.98 1.00 0.98 1.00 1.00 1.00 1.00

Average 0.46 0.46 0.49 0.47 0.80 0.80 0.83 0.80 0.98 0.98 0.99 0.97 1.00 1.00 1.00 1.00

α = 0.05 for IRT-LR, MIMIC, and logistic regression. Rejection rates were averaged over two DIF items.
IRT-LR, item response theory likelihood ratio; MIMIC, multiple indicators multiple causes.
LR-R, logistic regression with raw scores; LR-T, logistic regression with latent trait scores.
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substantial improvement in the performance of the IRT-LR test, 
whereas the improvement was less noticeable with the other three 
methods, especially when the sample size was small.

As for uniform DIF, the rejection rates for non-uniform DIF 
increased as the sample size increased in both test length conditions, 
and within the two large sample sizes, the balanced design (R1,000/

F1,000) produced slightly higher rates than the unbalanced design 
(R1,500/F500) on average. All four DIF detection methods reached 
their highest rejection rates when the sample size was large and 
balanced. There was no obvious pattern associated with the cor-
relation factor in both test length conditions. Unlike the uniform 
DIF condition in which rejection rates with the IRT-LR test only 
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improved as the number of DIF-free items increased (from 10 to 
20), the rejection rates in the non-uniform DIF conditions increased 
regardless of which DIF detection method was used. In general, 
the non-uniform DIF conditions yielded smaller rejection rates 
than the uniform DIF conditions, particularly with the MIMIC-
interaction model and the two logistic regression methods.

Latent Mean Difference
Figures 2 and 3 show rejection rates for detecting uniform and 
non-uniform DIF, respectively, when there are latent mean dif-
ferences between the focal and reference groups (i.e., µθ1 = 0 and 
µθ 2 = 0 for the reference group; µθ1 = − 0.5 and µθ 2 = − 0.5 for the 
focal group) and when the means are the same between the two 
groups in the 22-item test.5 The dashed lines show the rejection 
rates in the unequal latent mean condition, whereas the solid lines 
show the rejection rates from the equal latent mean condition 
presented in Tables 2 and 3.

Figure  2 indicated that all four DIF detection methods 
were robust against latent mean differences between the focal 
and reference groups in detecting medium uniform DIF. 
Increasing the correlation between latent traits from ρ = 0 to 
ρ = 0.5 slightly reduced the rejection rates in the R1,500/F500 

5 The results from the 12-item test were similar to those from the 22-item test 
length. Therefore, they were not included in the manuscript. These results can be 
obtained from the corresponding author of this study.

condition with the unequal latent mean condition. Unlike for 
medium uniform DIF, the rejection rates for low uniform DIF 
appeared to be affected by latent mean differences. The rejec-
tion rates for the logistic regression with latent trait scores, 
the MIMIC-interaction model, and the IRT-LR test tended to 
decrease, whereas the rejection rates for the logistic regression 
with raw scores either remained the same or increased slightly 
depending on the correlation between latent traits. When 
detecting non-uniform DIF (see Figure  3), the presence of 
latent mean differences between reference and focal groups did 
not appear to have a substantial impact on the rejection rates. 
The rejection rates from the unequal latent means conditions 
were slightly higher only when the DIF magnitude was medium 
and the correlation between latent traits was set to ρ = 0.

effects of simulation Factors
Table 4 shows the findings from MANOVA regarding the effects 
of simulation factors on rejection rates. Two DIF types, two 
DIF magnitudes, two test lengths, four sample sizes, and three 
correlations between latent traits were used as between-factor 
variables, and the four DIF detection methods were considered 
as a within-factor variable. For each factor, partial eta squared 
(η2) was computed as a measure of effect size. The results indi-
cated that there was a statistically significant difference among 
the four DIF detection methods in terms of their rejection rates, 
F(3, 549) = 188.801, p < 0.001, η2 = 0.517, and DIF method 
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tABLe 4 | Multivariate analysis of variance results for examining the effects of the 
simulation factors on rejection rates.

Factors ss df Ms F η2

Within
Differential item functioning (DIF) 
method

3.148 3 1.049 188.801** 0.517

DIF method × DIF type 3.661 3 1.220 219.584** 0.523
DIF method × DIF magnitude 0.188 3 0.063 11.292** 0.086
DIF method × test length 0.035 3 0.012 2.111 0.061
DIF method × sample size 0.170 9 0.019 3.392** 0.060
DIF method × correlation 0.518 6 0.086 15.543** 0.150
Error 3.051 549 0.006

Between
DIF type 4.190 1 4.190 425.421** 0.699
DIF magnitude 4.839 1 4.839 491.228** 0.729
Test length 0.068 1 0.068  6.872* 0.036
Sample size 5.462 3 1.821 184.835** 0.752
Correlation 0.038 2 0.019 1.950 0.021
Error 1.803 183 0.010

η2, effect size.
*p < 0.05; **p < 0.001.

FIGURe 3 | Rejection rates for non-uniform differential item functioning (DIF) with equal and unequal latent means between focal and reference groups in the 
22-item test (note: LR-R is logistic regression with raw scores; LR-T is logistic regression with latent trait scores).
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indicated a significant interaction with DIF type (i.e., uniform 
or non-uniform), F(3, 549) = 219.584, p < 0.001, η2 = 0.523. 
Furthermore, DIF type had statistically significant interactions 
with DIF magnitude (low or medium), sample size (R500/
F100, R1,000/F200, R1,500/F500, or R1,000/F1,000), and the 

correlation between latent traits (0, 0.3, or 0.5). Effect sizes for 
these interactions were relatively smaller than the effect size for 
the DIF method–DIF type interaction. There was no significant 
interaction between DIF method and test length (12 items or 
22 items). As between-subject factors, all simulation conditions 
were statistically significant, except for the correlation factor. 
The effect sizes indicated that DIF type, DIF magnitude, and 
sample size were highly influential on rejection rates, whereas 
test length did not seem to have a strong impact on rejection 
rates. These results of MANOVA were consistent with the pat-
terns of the rejection rates presented in Tables 2 and 3.

dIsCUssIoN

There have been several methods proposed for the detection of 
DIF in multidimensional item response data (e.g., Stout et  al., 
1997; Mazor et al., 1998; Fukuhara and Kamata, 2011; Suh and 
Cho, 2014; Lee et al., 2016). Among these methods, the logistic 
regression, the MIMIC-interaction model, and the IRT-LR test 
are the most readily available for detecting DIF in dichoto-
mously and polytomously scored items because of their ease of 
use. Earlier simulation studies compared the performances of 
the MIMIC model and IRT-LR test in detecting uniform and 
non-uniform DIF (e.g., Finch, 2005; Woods and Grimm, 2011). 
However, these studies have been limited to simple test struc-
tures in which items are expected to measure a single latent trait. 
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Considering the increasing complexity of today’s assessments, the 
purpose of this study was to compare the logistic regression, the 
MIMIC-interaction model, and IRT-LR approaches in studying 
uniform and non-uniform DIF under non-simple test structures 
in which items can be associated with multiple latent traits. The 
performances of the three approaches were evaluated in terms 
of Type I error rate and rejection rates using a simulation study.

Type I error rates of the IRT-LR test were better controlled 
than those of the MIMIC-interaction model under most condi-
tions. Type I error rates for the two logistic regression analyses 
were consistently outside of the range of Bradley’s liberal robust-
ness criteria (i.e., 0.025 and 0.075) except for logistic regression 
with raw scores under two conditions: R1,000/F1,000 and 
ρ = 0.3 in the 12-item test and R1,000/F200 and ρ = 0 in the 
22-item test. Type I error rates of the IRT-LR test were slightly 
outside Bradley’s liberal robustness criteria only under the two 
large sample sizes (R1,500/F500 and R1,000/F1,000) and ρ = 0.5 
in the 12-item test. The error rates in the 22-item test were all 
within the range of Bradley’s liberal robustness criteria. The 
MIMIC-interaction model showed fairly controlled Type I error 
rates with a few exceptions. Specifically, when both focal and 
reference groups have large sample sizes (e.g., 1,000 per group) 
and the correlation between latent traits is either 0 or around 0.5, 
the MIMIC-interaction model falsely identifies DIF above the 
upper limit of Bradley’s liberal robustness criteria (i.e., 0.075). 
These findings appear to be consistent with previous studies 
that compared the MIMIC-interaction model and IRT-LR test 
(Finch, 2005; Woods and Grimm, 2011). The effects of different 
sample sizes and correlations on Type I error rates appeared to 
be inconsistent across the four DIF detection approaches.

The rejection rates of the two logistic regression approaches 
were similar to or slightly better than those of the MIMIC-
interaction model, which were always higher than the IRT-LR 
test at detecting uniform DIF, when the anchor test length is 
was short (i.e., 10 anchor items in the 12-item test). It should 
be also noted that the MIMIC-interaction model showed 
the highest rejection rates when the sample size was large 
and balanced (R1,000/F1,000), regardless of the correlation 
levels. However, when the anchor test length increased to 
20 items (i.e., the number of anchor items was doubled), the 
IRT-LR performed the best, and the other three approaches 
performed similarly. When the two large sample sizes were 
used and the DIF magnitude was medium, the four DIF detec-
tion approaches showed nearly identical rejection rates. In 
particular, the rejection rates of the four approaches were all 
equal to 1.0 under the large and balanced sample size condi-
tion (R1,000/F1,000) with medium DIF.

Differential item functioning magnitude and sample size highly 
and positively influenced the rejection rates in detecting both 
uniform and non-uniform DIF. As the number of anchor items 
increased, only the IRT-LR produced improved rejection rates 
in the uniform DIF conditions, whereas all four DIF detection 
approaches yielded increased rejection rates in the non-uniform 
DIF conditions. The observed rejection rates were smaller in the 
non-uniform DIF conditions than in the uniform DIF condi-
tions. No consistent pattern was found in relation to the effects 
of correlations. There was no obvious pattern associated with 

the level of the correlation factor in both test length conditions.  
All four DIF detection approaches were robust against latent mean 
differences in detecting uniform and non-uniform DIF. Latent 
mean differences were influential only when the DIF magnitude 
was low and the DIF type was uniform. The rejection rates were 
slightly lower in the presence of latent mean differences, except 
for the logistic regression with raw scores.

Based on both Type I error and rejection rates, the IRT-LR 
appeared to be preferable over the other three approaches in 
detecting uniform and non-uniform DIF. However, when the 
anchor test length was short (i.e., 10 items), the MIMIC model 
might be a viable option in detecting uniform DIF, but the Type I 
error needed to be considered because the error rate was inflated 
depending on sample size and the correlation between latent 
traits. In summary, the IRT-LR test seems to be a more balanced 
and powerful approach than the MIMIC-interaction model and 
the logistic regression (with raw scores or latent trait scores) 
in detecting DIF in multidimensional tests with a non-simple 
structure.

Limitations and Future Research
The scope of this study has been limited in some aspects. First, 
this study focused on the detection of DIF based on statistical 
significance of the MIMIC-interaction model, IRT-LR test, and 
logistic regression. Further research should consider using and/or 
developing effect size measures for these approaches to facilitate 
practical interpretations of significant DIF results in multidimen-
sional test structures. Also, it should be noted that the identifica-
tion of DIF items may not imply a significant bias in the items. 
Therefore, the sources of DIF should be identified to ensure that 
DIF items do not lead to unfairness (e.g., Gierl and Khaliq, 2001; 
Stark et al., 2004; Chernyshenko et al., 2007). If the presence of 
DIF is related to unintended content or property in the item, then 
the item can be considered unfair (Penfield and Camilli, 2007).

Second, this study examined group differences in either item 
difficulty (uniform DIF) or item discrimination (non-uniform 
DIF). However, the difference might occur in both item difficulty 
and discrimination when non-uniform DIF exists. Also, the 
latent mean difference was considered assuming normal distri-
butions with the variance equal to 1 for both groups although 
latent trait distributions with different variability are also likely 
especially when the focal group is small. Therefore, considering 
various DIF patterns as well as the conditions due to different 
variances and means in the distributions of latent traits would 
be valuable.

Third, this study focused on the M2PL model, ignoring the 
guessing parameter. Future studies may need to evaluate the 
performances of the logistic regression, the MIMIC model, and 
the IRT-LR when guessing is present in multidimensional test 
structures. In addition, DIF can occur in the guessing parameter 
(e.g., there can be a systematic difference in guessing patterns 
between two groups). Hence, it would be worthwhile to examine 
the effect of guessing patterns on DIF detection results.

Finally, this study assumed that anchor items (DIF-free items) 
were known as a priori to prevent any contamination effect of the 
anchor items on the DIF test results. However, a carefully designed 
purification procedure needs to be the first step for identifying 

http://www.frontiersin.org/education
http://www.frontiersin.org
http://www.frontiersin.org/education/archive


12

Bulut and Suh DIF in Multidimensional Assessments

Frontiers in Education | www.frontiersin.org October 2017 | Volume 2 | Article 51

potential DIF items when conducting DIF analyses with real data. 
In the literature, different anchor purification methods have been 
suggested to select DIF-free items for different DIF detection 
approaches (e.g., French and Maller, 2007; Wang et  al., 2009; 
Woods, 2009b; Gonzalez-Betanzos and Abad, 2012). Depending 
on the selection of DIF-free items (i.e., purification), the DIF 
detection methods may provide different results regarding the 
number and type of detected DIF items.
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APPeNdIX

tABLe A1 | The anchor item parameters in the two-dimensional M2PL model.

Item a1 a2 d

12-Item test

1 1.04 0.00 −0.09
2 1.17 0.02 −0.23
3 0.98 0.02 −0.12
4 0.09 1.03 0.09
5 0.00 0.96 0.90
6 0.06 1.00 −0.88
7 0.80 0.76 0.01
8 0.73 0.68 −0.18
9 0.82 0.68 −0.16
10 0.64 0.72 0.04
Mean 0.61 0.61 −0.06
SD 0.43 0.42 0.43

22-Item test

1 1.04 0.00 −0.09
2 0.88 0.13 0.27
3 1.17 0.02 −0.23
4 0.97 0.19 −0.22
5 0.98 0.02 −0.12
6 0.92 0.08 −0.77
7 0.09 1.03 0.09
8 0.00 0.96 0.90
9 0.04 0.97 −0.58
10 0.06 1.00 −0.88
11 0.15 1.13 1.15
12 0.14 0.95 −0.38
13 0.74 0.75 0.29
14 0.70 0.73 −0.91
15 0.71 0.72 −0.47
16 0.80 0.76 0.01
17 0.69 0.69 0.10
18 0.73 0.68 −0.18
19 0.67 0.63 −0.33
20 0.64 0.72 0.04
Mean 0.61 0.61 −0.12
SD 0.38 0.38 0.52
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