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Personalized feedback generated via digital score reports is essential in higher education

due to the important role of feedback in teaching and learning as well as in improving

students’ performance andmotivation in such educational settings. This study introduces

and evaluates ExamVis, a novel and engaging digital score reporting system that delivers

personalized feedback to students after they complete their exams. It also presents

the results of two empirical studies employing hierarchical linear regressions in which

776 pre-service teachers took two midterms and a final exam, receiving a digital score

report with personalized feedback after each exam and having the option to review each

of the score reports. Study 1 found that reviewing short reports (with visual feedback

given immediately after an exam) and extended reports (with visual and written feedback

given after all students completed the exam) significantly predicted students’ final exam

scores above and beyond their midterm exam scores. Study 2 found that students who

were provided with only extended digital score reports outperformed on the final exam

those who had access to both short and extended digital score reports. Implications for

designing digital score reports with personalized feedback that have a positive impact

on student performance are discussed.
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INTRODUCTION

Feedback is one of the most important catalysts for student learning in higher education (Bailey
and Garner, 2010; Hattie and Gan, 2011; Evans, 2013). The role of feedback is to inform learning
by providing students with information that addresses the gap between their current and their
desired performance (i.e., the fulfillment of the intended learning outcomes; Hattie and Timperley,
2007). More specifically, feedback represents timely and specific dialogic information about student
learning for improving the effectiveness of instruction and promoting student learning (Shute,
2008; Goodwin and Miller, 2012; Zenisky and Hambleton, 2012). Feedback is often considered
an essential component of both summative and formative assessments, with the aim to support
and to monitor learning and to provide ongoing confirmatory or disconfirmatory information
to learners, whilst measuring the effects of feedback. Feedback in these environments can also
support instructors in dynamically adjusting and improving their teaching (Bennett, 2011). Several
positive outcomes have been associated with feedback, including academic achievement, increased
motivation, directing future learning, and identifying students who require support (Kluger and
DeNisi, 1996; Van der Kleij et al., 2011).
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Despite the benefits of formative feedback, researchers have
continued to voice serious concerns about its actual impact in
practice (Price et al., 2010; Carless et al., 2011). For example,
one aspect that exacerbates the issue of providing timely and
specific feedback to students is scalability. This occurs not
only in traditional classrooms with large numbers of students,
especially in higher education settings (Higgins et al., 2002),
but also in increasingly prevalent massive open online courses
(MOOCs). The necessity of providing all students with timely
and specific feedback leads to a significant increase in the
time and effort spent by instructors on creating and providing
feedback tailored to the needs of hundreds or thousands of
students. Therefore, it is essential to automate the process of
creation and delivery of feedback to students, while balancing
the amount of time and effort spent by instructors and other
academic staff. A promising solution for this automation problem
is employing automatic feedback tools, such as computer-
based testing (CBT) and other types of digital assessments
(Eom et al., 2006). CBT denotes a computerized delivery of an
assessment where students respond to either selected-response
items (e.g., multiple-choice items) or constructed-response
items (e.g., short-answer items, essays) using a computer or a
similar device (e.g., tablet). Research examining the impact of
automatically-generated feedback in CBT environments found
that the electronic type of delivery significantly improves
students’ perception of the constructiveness of the feedback
(Hattie and Timperley, 2007; Crook et al., 2012; Bayerlein, 2014;
Henderson and Phillips, 2014).

Despite the advantages of CBTs in delivering assessments
effectively, designing effective CBTs with automatically-
generated feedback still remains to be a challenge in practice.
To date, several guidelines that inform the design of CBTs with
feedback have been proposed, some for integrating informal
tutoring feedback (Narciss and Huth, 2004) and some for
integrating formative feedback (Shute, 2008). Although the
relevant research literature points to general guidelines for
designing effective score reports for students in K-12 educational
contexts (Goodman and Hambleton, 2004; Ryan, 2006; Roberts
and Gierl, 2010, 2011; Zenisky and Hambleton, 2012, 2013),
there is a paucity of such guidelines for higher education.
Moreover, there is a lack of empirical studies that address this
gap adequately in the literature. Another important challenge in
CBT-based score reporting is the communication of assessment
results that facilitates meaningful interpretation with the aim
to improve the validity of assessments (Cohen and Wollack,
2006, p. 380; Ryan, 2006; Huhta, 2013; AERA, 2014). Previous
research has already shown that there is large variability in the
delivery and communication of assessment results to students
(Knupp and Ainsley, 2008; Zenisky and Hambleton, 2015).
Finally, students’ capacity for self-regulated learning, including
their ability to use feedback information and to reflect on it to
improve their behavior and performance as well as their ability to
assess their own performance, can also influence the effectiveness
of feedback (Butler and Winne, 1995; Chung and Yuen, 2011).

To address the issues highlighted above, this study aims to
employ a 3-fold strategy: (1) characterizing feedback generated
via digital score reports at a large scale in a university classroom,

(2) designing a novel and engaging interactive way of delivering
feedback integrated in digital score reports, and (3) evaluating
the utility of the proposed feedback delivery on students’ learning
outcomes. This study addresses the following research questions:
(1) Are students interested in reviewing the feedback presented
in digital score reports? (2) Is reviewing the feedback in digital
score reports associated with better achievement outcomes in
the course? To address these research questions, two empirical
studies were designed and implemented with a large sample of
undergraduate students who received feedback on their exam
performance via an interactive score reporting system. The
following section describes the theoretical framework that guided
the design and implementation of the aforementioned score
reporting system.

THEORETICAL FRAMEWORK

Feedback and Student Learning
Feedback is often considered one of the important catalysts for
student learning (Hattie and Gan, 2011). Feedback has been
associated with a series of positive learning and instructional
outcomes. First, feedback is associated with higher academic
achievement (Gikandi et al., 2011; Falchikov, 2013). Previous
research reveals that feedback can improve students’ course
grades with gains ranging from one half to one full grade (Hwang
and Chang, 2011; Popham, 2011) to some of the largest learning
gains reported for educational interventions (Earl, 2013, p.25;
Vonderwell and Boboc, 2013). Second, feedback is associated
with increased levels of motivation among students (Shute, 2008;
Harlen, 2013; Ellegaard et al., 2018; Dawson et al., 2019). Third,
feedback has been linked to remedial activities, such as directing
future learning and identifying students who require additional
support (Tett et al., 2012; Merry et al., 2013).

However, in higher education, considerable variability in the
quantity, quality, and timing of feedback still remains to be a
major concern, especially for large-size undergraduate courses
(Bailey and Garner, 2010; Van der Kleij et al., 2012; Tucker,
2015). Even after feedback has been carefully assembled, another
concern is the development of student feedback literacy to
facilitate uptake of the feedback students receive. Recent research
on student feedback literacy has emphasized the importance of
students’ capacity to understand feedback information and their
attitudes toward feedback to improve their learning (Goodman
and Hambleton, 2004; Trout and Hyde, 2006; Carless and Boud,
2018). For example, Carless and Boud (2018) distinguished
four features underlying students’ feedback literacy: appreciating
feedback, making judgments, managing affect, and taking
action. Also, in an inductive thematic analysis study, both
university students and academic staff perceived feedback as
useful for improving academic outcomes (Dawson et al., 2019).
Particularly, students valued high-quality feedback the most,
including feedback that was specific, detailed, non-threatening,
and personalized to their work.

Computer-Based Testing
Computer-based testing is one of the growing technological
capabilities to improve the quality and effectiveness of
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educational assessments. In a CBT platform, students complete
their assessments at workstations (e.g., desktop computers,
laptops, or tablet devices) so that their answers can be
automatically marked by a scoring engine set up for the
CBT platform. Davey (2011) describes the three basic reasons
for the necessity of testing on computers as improved testing
capabilities for measuring complex constructs or skills (e.g.,
reasoning, creativity, and comprehension), higher measurement
precision and test security, and operational convenience for
students, instructors, and those who use test scores such as
immediate scoring, flexible scheduling, and simultaneous testing
across multiple locations.

As an assessment tool, CBT offers several other advantages
over traditional (i.e., pen-and-pencil) assessments that make
most researchers and practitioners consider it state-of-the-art
(e.g., Parshall et al., 2002; Gierl et al., 2018). First, students often
benefit significantly from increased access and flexibility of CBT
by choosing their own exam times or locations that are most
convenient to them. Second, CBT permits testing on-demand
thereby allowing students to take the test at any time during
instruction. Testing on-demand also ensures that students can
take tests whenever they or their instructor believe feedback is
required. Third, students’ performance on CBT administrations
can be archived easily, which would allow students to easily
review previous test results and feedback. Fourth, CBT decreases
the time instructors need to spend on proctoring and scoring
their students’ exams and can help instructors make more timely
decisions about their students’ performance and, perhaps, adjust
their subsequent instruction.

In addition to the advantages highlighted above, CBT also
provides a promising solution to enhance the quality and
quantity of feedback delivered to students (Smits et al., 2008;
Wang, 2011). CBT can be used for generating personalized
score reports, which can be available to students immediately
upon conclusion of their assessment (Lopez, 2009; Van der Kleij
et al., 2012; Timmers, 2013) and thereby making an instant
impact on students’ learning (Davey, 2011). In traditional pen-
and-pencil testing, score reports present students’ performance
summary as scores or grades sometimes accompanied by a
cursory description of the test and of the meaning of the
grades. However, score reports can be delivered in an electronic
(i.e., digital) format, especially if they originate from CBT
(Huhta, 2013). Such reports can include interactive elements
(e.g., visualizations and tables) that could engage students in
interpreting and understanding their feedback. The next section
describes the characteristics of digital score reports generated
from CBT.

Digital Score Reports
The relevant research literature indicates that digital score reports
can enhance the effectiveness of educational assessment in
several ways. First, digital score reports provide immediate score
reporting and analysis to instructors for all the students taking
the exam using a computer. Second, digital score reports can be
easily customizable and automated. Previous research indicates
that personalized feedback delivered via CBT score reports
enhances learning outcomes and positive attitudes regarding

feedback (Goodman, 2013; Van der Kleij, 2013). Third, an
aspect that was highlighted in the related literature is the
recommendation to employ multiple modes of presentation of
score reports, as redundancy was found to be beneficial to
reaching different audiences (Zenisky and Hambleton, 2015).
Digital score reports can present the assessment information in
multiple formats, depending on the instructor’s preferences. They
may include interactive visualizations and tables that present
multiple advantages over static text, rendering the information
conveyed more readable and interpretable (Huhta, 2013). For
instance, presenting both text and graphical representations of
the same text can increase understanding of the test results.

Moreover, graphical score summaries are usually more readily
comprehensible than tables of numbers (Zenisky andHambleton,
2013, 2015; Zwick et al., 2014). Interactivity will not only
support the delivery of high quality and customized feedback
to students but it will also engage students in the interpretation
and better understanding of their own performance, with its
strengths and weaknesses (Hattie and Brown, 2008; Hattie, 2009;
O’Malley et al., 2013). This deeper understanding may lead
to more concrete actions that students can take to address
areas that they need to improve. Finally, digital score reports
are in themselves valuable tools for self-reflection for both
instructors and students. Specifically, students can use these
reports as self-assessment tools that can identify strengths,
weaknesses, and areas of improvement, which enhance students’
self-directed learning. Moreover, researchers have pointed out
that users, particularly teachers, do not always interpret correctly
the results of these reports (Van der Kleij and Eggen, 2013)
and that facilitating interpretation of assessment results is
also important from the perspective of test score validity
(Hattie, 2009; Van der Kleij et al., 2014).

The design of the novel digital score reporting system
presented in this research study draws on similar frameworks
suggested by recent studies on score reporting (e.g., Zapata-
Rivera et al., 2012; Zenisky and Hambleton, 2015) and it is guided
by the methodologies used in the following areas: assessment
design (Wise and Plake, 2015), formative feedback in higher
education (Evans, 2013), software engineering (Tchounikine,
2011), and human-computer interaction (Preece et al., 2015).
The digital nature of score reports presents several advantages,
including the generation of feedback that is immediate,
ubiquitous, tailored to the level of the learner, confidentially
assigned by a computer rather than a human, and automated for a
large sample of learners. For instance, in an empirical study with
3,600 students enrolled in aMOOC, a digital assessment platform
called PeerStudio was used to allow students to provide each
other with rapid peer feedback on their in-progress work. The
results showed that rapid peer feedback had a significant impact
on students’ final grades only when administered within 24 h of
completing a task (Kulkarni et al., 2015). One study sampling
464 college students found that, although detailed feedback had a
positive effect on students’ performance, the perceived source of
the feedback (i.e., computers vs. humans) had no impact on the
results (Lipnevich and Smith, 2009).

Delivery of digital score reports also enables the collection of
data traces of learners’ interaction with the feedback provided
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or patterns of visualization of the results. Thus, the digital score
report system employed in the present study also draws on
research regarding formative feedback (Shute, 2008), informal
tutoring feedback (Narciss and Huth, 2004), and automated
feedback (Van der Kleij et al., 2013). One of the reasons for
integrating feedback in the digital score reports sent to the
learners after their exams is that feedback in formative computer-
based assessments was found to have positive effects on learners’
performance (Van der Kleij et al., 2011). Although feedback
incorporated in digital environments does not equate instant
uptake, there is evidence that feedback is more readily sought
when it is administered by a computer (Aleven et al., 2003).

METHODS

Sample
The sample of this study consisted of 776 pre-service teachers
(64% female, 36% male), with an average age of 24.7 (SD =

5.3), from a western Canadian university. All of the students
were pre-service teachers from the Elementary Education (n =

473) and Secondary Education (n = 303) programs who were
enrolled in an educational assessment course during the 2017–
2018 academic year (only Winter 2018; n = 523) and the 2018–
2019 academic year (both Fall 2018 and Winter 2019; n = 253).
There were five sections of the course in Winter 2018 and two
sections in Fall 2018 and Winter 2019. The number of students
enrolled in each section was very similar (roughly 100 students
per section). Each instructor followed the same course materials,
provided the same homework assignments, and administered the
same midterm and final exams to the students across the three
terms mentioned above. The students completed two midterm
exams and a final exam at a CBT center on campus. Data
collection for this study was carried out in accordance with the
recommendations of the Research Ethics Office and the protocol
(Pro00072612) was approved by the Research Ethics Board 2 at
the University of Alberta. All participating students provided the
research team with online informed consent in accordance with
the Declaration of Helsinki.

Procedures
Score Reporting
To provide students with feedback on their performance, we
created a score reporting system, called ExamVis, which is
essentially a web application integrated with the TAO assessment
delivery platform (Open Assessment Technologies, 2016). To
produce a score report using ExamVis, the instructor needs to
define a test blueprint in three steps. Figure 1 demonstrates an
example of feedback phrases by lecture. First, the instructor
defines the content categories based on the material covered in
the lectures. Second, the instructor identifies the key concepts
measured by each item on the test. The key concept refers
to a specific content knowledge that students need to have in
order to answer the item correctly. The purpose of identifying
key concepts is to provide students with item-level feedback in
their score reports, without unveiling the entire item content
for test security purposes. Third, the instructor devises written
feedback phrases for each content category based on a certain

exam performance threshold. If a student’s subscore is at or
above 80% on the items related to Lecture 1, the student would
receive positive feedback about mastering those concepts. If,
however, the student’s subscore on Lecture 1 is below 80%, then
the student would receive constructive feedback that points out
the key concepts that require further study. The instructor can
set a different threshold for each content category depending on
several factors, such as the number of items for each content
category and the relative importance of the content categories for
the exam.

Figure 2 demonstrates a flowchart of the ExamVis reporting
system. ExamVis queries the TAO database that stores the items
(i.e., the item bank) and sends the items to the ExamVis database
where the test blueprint and items are combined. Table 1 shows
a sample test blueprint that includes content categories for
the items, key concepts assessed by the items, and cognitive
complexity of the items based on Bloom’s revised taxonomy of
the cognitive domain (Anderson et al., 2001). After students
finish writing the exam, ExamVis matches the test blueprint,
and other exam information from its database with students’
responses to the items and generates a digital score report. The
report includes interactive tables and visualizations summarizing
students’ performance on the exam and written feedback to
inform students about the concepts and content areas that they
may need to study further.

Upon completion of the exam, students can see two versions
of their score report: a short report immediately after they
complete their exam and an extended report after all students
complete the exam. The short report presents a series of
tables and visualizations that summarize students’ overall exam
performance (i.e., raw scores and percent-correct scores) as well
as their performance in each content category on the exam (i.e.,
subscores by content categories). The extended report presents
not only the student’s overall score and subscores by content
categories but also the overall classroom average and the average
subscores by content categories. Figure 3 demonstrates some
of the visualizations and their explanations included in the
extended report (see the Appendix for additional visualizations).
In addition to visualized feedback, extended score reports also
include written feedback organized by content categories (see
Figure 1) and a list of key concepts based on the items that
students answered incorrectly on the exam.

The development of the ExamVis system was completed
during the 2016–2017 academic year. The templates of short
and extended score reports were created in consultation with
the software development team, instructors, and students from
the Faculty of Education. We received feedback from instructors
regarding the usability of the ExamVis system (e.g., menu
navigation on the ExamVis website, ease of setting up feedback
statements for an exam). Additionally, we conducted a focus
group with students to seek their feedback with regard to the
interpretation of various visualizations and text in the score
reports. Based on the feedback we received from instructors
and students, we selected a set of interactive visualizations and
finalized the templates of short and extended score reports.

ExamVis is a novel and engaging score reporting system in
several ways. First, ExamVis utilizes the Data Driven Documents
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FIGURE 1 | Feedback phrases for each content category based on their corresponding thresholds.

FIGURE 2 | A flowchart of the ExamVis score reporting system.

(D3) JavaScript library to present students’ scores using a variety
of visualizations. Using digital score reports generated with
ExamVis, students can interpret their exam performance visually
and explore the results further through interactive elements in
the visualizations (e.g., enabling classroom average information
on mouse click). Second, ExamVis aims to provide students
with a holistic view of their performance rather than presenting

item-by-item feedback that explains correct answers for each
item. This approach follows the concept ofmindfulness (Salomon
and Globerson, 1987) that emphasizes the importance of giving
feedback for the purpose of drawing new connections and
constructing information structures. Learning from feedback can
occur when students perceive the given information cognitively
demanding. Visual and written feedback presented in ExamVis
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TABLE 1 | A sample test blueprint used for generating score reports from Examvis.

Item Lectures Key concepts Cognitive level

1 Lecture 2: learner outcomes and instructional objectives LO/IO difference Understanding

2 Lecture 3: high-quality classroom assessments Measurement error Remembering

3 Lecture 3: high-quality classroom assessments Validity of assessments Remembering

4 Lecture 3: high-quality classroom assessments Validity of assessments Understanding

5 Lecture 3: high-quality classroom assessments Reliability of assessments Understanding

6 Lecture 3: high-quality classroom assessments Reliability of assessments Understanding

7 Lecture 4: formative and summative assessments Formative assessment Remembering

8 Lecture 4: formative and summative assessments Summative assessment Analyzing

9 Lecture 4: formative and summative assessments Formative assessment Analyzing

10 Lecture 2: learner outcomes and instructional objectives Learner outcomes Remembering

11 Lecture 2: learner outcomes and instructional objectives Instructional objectives Applying

12 Lecture 4: formative and summative assessments Test blueprint Understanding

13 Lecture 3: high-quality classroom assessments Reliability of assessments Understanding

14 Lecture 2: learner outcomes and instructional objectives Bloom’s taxonomy Applying

15 Lecture 4: formative and summative assessments Summative assessment Remembering

score reports does not explicitly explain students’ mistakes in
the items. Therefore, we believe that reviewing ExamVis score
reports can encourage students to look for further details in their
course materials. Third, generating score reports with ExamVis
help instructors play a more active role in the design of their
assessments. To utilize ExamVis for delivering visual and written
feedback, instructors need to create a test blueprint where they
categorize the items based on content categories and define key
concepts for each item. In addition, instructors can use ExamVis
to view students’ overall class performance on the exams and
identify content areas that require further instruction.

In sum, ExamVis is a promising tool for instructors who
want to design and deliver effective feedback to students through
digital score reports. To investigate the effects of the digital score
reporting and feedback on student achievement, we conducted
two empirical studies. The following sections describe the design
and implementation of each study.

Study 1
Two primary objectives prompted Study 1. First, Study 1 aimed
to helps us understand students’ attitudes toward feedback and
their preferences regarding the format, length, and frequency
of feedback. Second, it aimed to investigate whether students’
achievement would improve based on their access to feedback
provided by ExamVis score reports. To address the first objective,
an online survey at the beginning of the Winter 2018 academic
term was administered to students. The survey consisted of
several Likert-scale questions where the students were asked
to indicate their attitudes or preferences regarding feedback.
There were also a small number of open-ended questions where
the students were asked to explain their personal views on
feedback. Participation in the survey was voluntary. The overall
response rate was around 50% based on valid responses to the
survey questions.

To address the second objective of this study, the ExamVis
system was used to generate digital score reports for students

after they completed their course exams in the educational
assessment course. The course instructors administered two
midterm exams during the term and a final exam at the end of the
term. The first midterm consisted of 45multiple-choice questions
over 90min focusing on the content from the first six lectures of
the course. The second midterm consisted of 45 multiple-choice
items over 90min focusing on the following four lectures in the
course. The final exam consisted of 75 multiple-choice items over
2 h focusing on the entire course content (14 lectures in total).
All of the exams were administered at a CBT center on campus.
Using a flexible booking system, students were able to schedule
and take the exams at the center within a 3-day exam period. All
of the exams were scored using percent-correct scoring.

To organize written and visual feedback in score reports,
the instructors used the lectures as content categories in the
ExamVis system. That is, score reports from ExamVis included
a total score based on students’ overall performance on the
exam and several subscores based on their performance on the
content from each lecture. Furthermore, the instructors defined
key concepts and written feedback statements based on the same
lectures. Two methods were used for delivering score reports
to students. First, upon completion of each midterm exam, all
students immediately received a short score report on their
screen summarizing their individual performance on the exam
(i.e., percent-correct scores) via interactive visualizations. Second,
once the exam period was over, students were given the option to
view an extended score report that included a summary of their
individual performance relative to the classroom average and
personalized feedback depending on how well they performed on
the items and content categories (i.e., lectures). To view extended
score reports, students were asked to log in to the ExamVis
website by using their username and passwords (i.e., the same
username and password they use to view their university emails).
Using the ExamVis website, students were able to revisit their
extended score report as many times as they wanted until the end
of the term.
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FIGURE 3 | Examples of data visualizations generated for the extended version of the ExamVis score report.

To investigate the impact of accessing personalized feedback
in the extended score reports on student achievement, we used
total scores from the final exam as the dependent variable and

the following variables as the independent variables: (1) students’
total scores in Midterm 1; (2) students’ total scores in Midterm 2;
(3) whether students chose to view their extended score report
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for Midterm 1 (1 = Yes, 0 = No); and (4) whether students
chose to view their extended score report for Midterm 2 (1 =

Yes, 0 = No). We employed a hierarchical regression approach
where we first used the total scores fromMidterms 1 and 2 as the
predictors (Model 1) and then added two additional predictors
indicating whether students viewed their extended score reports
for Midterm 1 and Midterm 2 (Model 2). We compared the two
models to examine whether having access to the extended score
reports predicted the final exam scores significantly and whether
having access to the extended score reports explained additional
variance in the final exam scores beyond what the scores
from the two midterm exams could explain. The hierarchical
regression analysis was completed using the R software program
(R Core Team, 2019).

Study 2
The findings of Study 1 indicated that 30% of the students
reviewed both score reports, 15% only reviewed the Midterm 1
report, and 20% only reviewed the Midterm 2 report. Despite the
instructors strongly encouraging students to review the feedback
in their extended score reports for Midterm 1 and Midterm
2, 35% of the students did not access either score report. The
primary reason for students’ low interest in accessing extended
score reports was that students already had the opportunity
to review their short score reports immediately after they
completed each midterm. Thus, some students did not appear
to be interested in reviewing their extended reports. A negative
consequence of this avoidance behavior was that these students
were not able to benefit from personalized and specific feedback
in the extended reports, such as written feedback by lecture and a
list of key concepts to study further.

To overcome this problem, Study 2 was conducted during Fall
2018 and Winter 2019, providing students only with extended
score reports (i.e., eliminating the short score reports). Thus, in
contrast with Study 1, in Study 2 students did not receive an
immediate score report upon completing the midterm exams.
Instead, once the exam period was complete, all students received
their extended score reports as PDF and HTML documents
via e-mail. With this application, students did not have to log
in to the ExamVis website. Except for the change in score
reporting, the rest of the course materials, instructional settings,
and assessments were the same as those from Winter 2018. The
main purpose of Study 2 was to compare students who only
received extended score reports after each exam to students who
had the opportunity to review both short and extended versions
of score reports during Winter 2018. Therefore, we combined
the exam scores from Study 2 with the exam scores from Study
1. As in the previous study, we followed a hierarchical linear
regression approach where we used the percent-correct scores
from Midterms 1 and 2 as the predictors of the percent-correct
scores from the final exam (Model 1) and then included a new
predictor identifying the reporting practice (1 = only extended
report given, 0 = both short and extended reports given) in the
next model (Model 2). We compared the two models to examine
the impact of the reporting practice on student achievement in
the course. The data analysis was again completed using the R
software program (R Core Team, 2019).

RESULTS

Study 1 Results and Discussion
The results of the survey administered at the beginning of the
class indicated that over 95% of the students thought that, in
general, feedback was beneficial. For example, almost all of
the students either agreed or strongly agreed with feedback-
related statements, such as “Feedback provides me with a sense
of instructional support,” “Feedback helps me monitor my
progress,” “Feedback helps me achieve the learning outcomes
of the course,” and “Receiving feedback helps me learn more.”
Furthermore, 97% of the students indicated that, if they were
given feedback based on their performance on midterm exams,
they would be willing to utilize it when studying for the final
exam. One of the survey questions focused on the qualities
that students think are the most important for creating effective
feedback. Figure 4 shows that students consider specific feedback
as the most important quality of effective feedback. In addition,
students prefer to receive feedback that is future-performance
oriented, positive, and detailed. This finding is aligned with
previous research focusing on the qualities of feedback (e.g.,
Lipnevich and Smith, 2009; Wiggins, 2012; Bayerlein, 2014;
Dawson et al., 2019). One question with a wide range of responses
from students was about the type of feedback. The results showed
that receiving feedback in the visual and table-based formats was
not very appealing to students (6%). Most students preferred
to receive either written feedback (30%) or feedback combining
text, visualizations, and tables together (64%). An interesting
finding was that half of the students seemed to prefer receiving
feedback immediately after their own exam, whereas the other
half preferred receiving feedback after the exam period was over
for all students.

Table 2 shows the descriptive statistics for the three exams

(Midterm 1, Midterm 2, and the Final Exam) by students’ access

to their extended score reports. The results in Table 2 indicate

that 65% of the students viewed at least one of the two extended

score reports, whereas 35% of the students viewed neither score
report. Furthermore, students who either did not view any of

their score reports or only saw the score report for Midterm

1 appeared to have lower scores in the exams than those who
viewed either both score reports or only the score report for

Midterm 2. This finding suggests that viewing personalized

feedback in the extended report for Midterm 2 could be more
effective than viewing the extended report for Midterm 1.

Table 3 shows the results of the hierarchical regression
analyses where two nested regression models were compared
with each other. As described earlier, Model 1 included two
predictors, the percent-correct scores onMidterm 1 andMidterm
2, of the percent-correct scores on the final exam. Model
2 included the percent-correct scores from Midterm 1 and
Midterm 2 as well as two additional predictors indicating whether
students viewed their extended score reports for Midterm 1 and
Midterm 2. In Model 1, results revealed that both Midterm 1
andMidterm 2 were statistically significant predictors of the final
exam performance based on the significance level of α= 0.01 and
the two predictors explained more than half (54.4%) of the total
variance (R2 = 0.544) in the final exam scores. This finding is not
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FIGURE 4 | Qualities that students think are most important for creating useful feedback.

TABLE 2 | Descriptive statistics for the percent-correct scores by students’ access to score reports.

Access to Midterm 1 Report Access to Midterm 2 Report Midterm 1 Midterm 2 Final Exam

N M SD M SD M SD

No No 182 78.96 8.95 76.61 9.80 77.10 8.45

No Yes 82 82.20 8.77 82.11 9.54 82.72 8.21

Yes No 105 77.78 10.37 76.70 9.92 76.74 10.50

Yes Yes 154 81.62 8.99 81.80 9.01 82.55 7.42

necessarily surprising because all of the exams have been carefully
designed by the course instructors over the past few years and
thus scores from these exams tend to be strongly correlated
with each other. Additionally, the Final Exam was cumulative,
sampling all lectures, and thus, overlapping with both Midterm 1
and Midterm 2 in the concepts and content tested.

In Model 2, from the two additional predictors, only Report 2
(i.e., viewing the extended report for Midterm 2) was statistically
significant with a positive regression coefficient, suggesting that
viewing Report 2 had a positive impact on students’ performance
in the final exam. One reason for this finding is that the final exam
included more items from the content areas covered in Report 2
(i.e., Lectures 5 to 8), compared to those in Report 1 (i.e., Lectures
1 to 4). In addition, we anticipate that students would become
more familiar with the interpretation of the score reports after
viewing the second report and thus utilize the received feedback
more effectively.

Figure 5 shows the standardized regression coefficients from
the two models, indicating that the effect of Report 1 was positive
but quite small, whereas Report 2 had a positive and larger effect
in the model. Furthermore, Model 2 was also able to explain
more than half (56.3%) of the total variance (R2 = 0.563) in the
final exam scores. The test of the R2 difference between the two
models indicated that Model 2 with the two additional predictors
accounted for significantly higher variance in the final exam
scores, F(2, 518) = 11.1, p < 0.001, 1R2 = 0.019.

The findings of the regression analyses suggest that providing
students with personalized and specific feedback through the

ExamVis system improved students’ performance in the course.
However, two problems arose with the implementation of the
ExamVis system in Study 1. First, 35% of the students did not
view their extended score reports, although most students had
indicated in the survey that they would be willing to review
feedback based on their performance on the midterm exams.
Second, some students chose to view only one of the score
reports, although both reports were available on the ExamVis
website until the end of the term. Our discussions with the course
instructors revealed that some students were not interested in
viewing their extended score reports because they were able to
view their results (i.e., short score report) immediately upon
completion of the exams. This was an unanticipated finding
because nearly all of the students who participated in the
survey indicated that they would prefer written feedback or
feedback that was a combination of text, visualizations, and
tables. However, short score reports generated from ExamVis
only included visual feedback, whereas extended score reports
included both visual and written feedback summarizing students’
performance on the exams.

In addition, the course instructors who participated in Study
1 suggested that providing students with a short score report
immediately upon completion of the exams might have led to
other unintended consequences, such as increased levels of pre-
exam nervousness among some students. In both Study 1 and
Study 2, the instructors utilized the flexible booking exam system
where students were able to complete their exams at their chosen
day and time during a 3-day exam period. However, students
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TABLE 3 | Hierarchical regression results for study 1.

Model Predictors b β r Fit Difference

Model 1 Intercept 19.00*

Midterm 1 0.37* 0.38 0.66*

Midterm 2 0.39* 0.43 0.68*

R2 = 0.544*

95% CI [0.49, 0.59]

Model 2 Intercept 20.52*

Midterm 1 0.37* 0.38 0.66*

Midterm 2 0.36* 0.39 0.68*

Report 1 0.12 0.01 0.08

Report 2 2.54* 0.14 0.31*

R2 = 0.563* 1R2 = 0.019*

95% CI [0.51, 0.60] 95% CI[0.00, 0.03]

β is the standardized regression coefficient. r represents the zero-order correlation. 95% CI is the 95% confidence interval. *indicates p < 0.01.

FIGURE 5 | Standardized regression coefficients and their distributions for the four predictors across the two regression models.

who completed their exams earlier during this period could
theoretically share their results with other students, which in
turn could negatively affect students who had not completed
their exam yet. The instructors noted that, compared to previous
years, they received more exam-related inquiries from students
during the exam periods in Study 1, which could be a result of
increased levels of pre-exam nervousness induced by students’
conversations with each other regarding their exam results.

Study 2 Results and Discussion
The issues summarized above prompted a follow-up study where
we could better motivate students to view their extended score
reports and eliminate the negative effects of releasing exam scores
immediately upon completion of the exams. Therefore, Study 2
was conducted in the same educational assessment course during

the 2018–2019 academic year. As mentioned earlier, Study 2
focused on the comparison of the two different cohorts (i.e.,

Cohort 1: Winter 2018 vs. Cohort 2: Fall 2018 and Winter 2019).

The first cohort of students (i.e., those who participated in Study
1) had access to both the short and the extended versions of
their ExamVis reports, whereas the second cohort (i.e., those who
participated in Study 2) had only access to the extended score
reports generated by ExamVis at the end of the exam period,
after all students had completed their exams. That is, students
completed the midterm exams but could not view their percent-
correct scores right after completing the exams. Instead, they had
to wait until the end of the exam period to receive an extended
score report generated by ExamVis. Furthermore, instead of
asking students to log into the ExamVis website to view their
reports, the score reports were automatically sent out to students’
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university e-mail addresses with a custommessage indicating that
their score reports along with additional feedback were available
to review.

At the end of Study 2, we combined the results from Fall
2018 and Winter 2019 with the results of Study 1. Similar to
Study 1, Study 2 also employed a hierarchical linear regression
approach. Model 1 included the same predictors (i.e., total scores
from Midterm 1 and 2). However, this time, Model 2 included a
new binary predictor, Only Extended Report, which distinguishes
students in Cohort 2 from those in Cohort 1 (i.e., Only Extended
Report= 1 for Cohort 2 students; Only Extended Report= 0 for
Cohort 1 students). Table 4 shows the results of the hierarchical
linear regression analyses in Study 2. The percent-correct scores
from Midterms 1 and 2 were statistically significant predictors of
the percent-correct scores from the final exam, which confirms
the corresponding Model 1 finding in Study 1. In Model 2, Only
Extended Report had a significant, positive regression coefficient,
indicating that students in Cohort 2 performed significantly
better than those in Cohort 1. Model 2 explained 61.8% of the
total variance (R2 = 0.618) in the final exam scores. The test of
the R2 difference between Models 1 and 2 indicated that Model
2 accounted for a significantly higher variance in the final exam
scores, F(1, 772) = 29.4, p < 0.001, 1R2 = 0.014.

Overall, the results of Study 2 indicated that students who
were provided with extended score reports with personalized
feedback performed better than those who had access to both
short and extended score reports. There are several possible
explanations for this finding. First, students who participated
in Study 2 had access to only extended score reports and they
may have found it easier to access these reports sent via email
rather than navigating through a web site and logging in to
access their reports, if they were interested in receiving feedback
on their exam performance. Second, delaying feedback until
the end of the exam period prevented students from sharing
their scores with other students, which might have reduced pre-
exam nervousness among students, concomitantly increasing
their motivation to study harder for the exam. This claim is, in
part, warranted by the evidence that the instructors received no
exam-related inquiries from students during the exam periods in
Study 2, although they had experienced increasing numbers of
exam-related inquiries in Study 1. In addition to the statistical
analyses, we also had the opportunity to discuss the implications
of Study 2 with the course instructors. The instructors mentioned
that many students expressed, in the course evaluations at the
end of the term, their appreciation of receiving detailed and
personalized feedback in the extended score reports. Specifically,
students appreciated personalized feedback on the content areas
and key concepts and acknowledged that they benefited from the
extended score reports as they studied for the final exam.

GENERAL DISCUSSION

As universities and colleges strive to enhance student access,
completion, and satisfaction, providing high-quality feedback has
become an indispensable part of an effective teaching-learning
environment in higher education. However, as the number of

students continues to increase in university classrooms, much
more staff time and effort seem necessary to produce high-quality
feedback from assessments. These time constraints typically
result in delayed feedback as well as student dissatisfaction
about the effectiveness of assessment practices. Considering
the growing technological capabilities in today’s world, an
important way to improve the quantity, quality, and timeliness
of feedback for university students is the adoption of CBT.
Score reports from computer-based tests can be used to deliver
individualized, objective, and high-quality formative feedback in
a timely manner.

Taken together, the results of these studies show that, when
reviewed, feedback is beneficial to student performance and
students generally recognize the benefits of feedback on their
learning. The survey findings from Study 1 suggested that
most students had a positive attitude toward feedback when
they received elaborated feedback, which is aligned with the
findings of previous feedback research (e.g., Van der Kleij
et al., 2012). Furthermore, Study 1 indicated that students
tend to pay more attention to immediate feedback than to
delayed feedback, although this behavior yielded unintended
consequences such as lower interest in viewing extended score
reports. Clariana et al. (2000) argued that delayed feedback
can yield more retention in learning than immediate feedback.
The results of Study 2 appear to be aligned with this claim
because students who received delayed feedback (i.e., extended
score reports after the exam period was complete) outperformed
students who were given both immediate feedback (i.e., short
reports given immediately after the exams) and delayed feedback.
Finally, the students did not seek further help from the
instructors or teaching assistants when interpreting their score
reports. However, almost 3% of the students still wanted to
meet with their instructors and review the items that they
answered incorrectly.

Our findings from both studies revealed that the score
reports helped the students perform better on subsequent
exams. However, a long-standing challenge in the feedback
literature still remains. Even well-crafted feedback that is tailored
to students’ strengths and weaknesses, elaborates on deficient
areas, and is administered via a computer to minimize possible
harmful effects on students’ self-esteem, does not translate in
immediate adoption, processing, or feedback-seeking (Aleven
et al., 2003; Timmers and Veldkamp, 2011). It is possible that
this was a result of a complex interaction between student
motivation and their experience with feedback presented in
the ExamVis score reports. For instance, students may have
felt demoralized by their own score on the immediate short
score reports but also by the average class score information
presented on the delayed score reports. Also, students were
informed about the availability of their extended score reports
during the week following the midterm exams. It is possible
that some students may have missed the chance to view
their reports right after they received these notification emails
and then felt less motivated to see the reports at the end
of the term. Therefore, follow-up studies are required to
explore the relation between accessing the score report and
student motivation.
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TABLE 4 | Hierarchical regression results for study 2.

Model Predictors b β r Fit Difference

Model 1 Intercept 11.94*

Midterm 1 0.36* 0.36 0.65*

Midterm 2 0.49* 0.53 0.73*

R2 = 0.618*

95% CI [0.58, 0.65]

Model 2 Intercept 13.22*

Midterm 1 0.42* 0.42 0.65*

Midterm 2 0.41* 0.44 0.73*

Only Extended Report 2.80* 0.14 0.30*

R2 = 0.632* 1R2 = 0.014*

95% CI [0.59,0.66] 95% CI [0.00, 0.02]

β is the standardized regression coefficient. r represents the zero-order correlation. 95% CI is the 95% confidence interval. *indicates p < 0.01.

Practical Implications
The findings of these studies have a number of practical
implications for developing digital score reports with specific,
customized feedback on a large scale. First, ExamVis constitutes
a novel digital score reporting approach that provides feedback
tailored to students’ performance. It provides specific feedback
linked not only to the overall threshold of performance per
lecture, but also to the concepts linked with each lecture
covered by the exam. The present studies show that this type
of reporting has a beneficial impact on students’ performance.
Second, ExamVis provides both immediate and delayed feedback
that is personalized at a large scale. Thus, such score reporting
tools may reach thousands of students at the same time providing
them with feedback customized to their performance, which
would be impractical in a paper-based assessment environment.
Third, as the feedback is both task-specific and administered
by a computer and not a human, students can access it any
time, without suffering from the stigma of a social interaction
(e.g., ego threat) when negative feedback is administered. Fourth,
ExamVis requires instructors to build a test blueprint that only
includes individual items but also connects them to item-by-
item feedback (i.e., key concepts) and domain-based feedback
(i.e., content categories covered in the exam). This process helps
instructors develop a better understanding of their assessments
and prompts them to reflect on how students can be informed
more effectively through feedback. Finally, practical applications
of this study include providing item-by-item formative feedback
with automatic item and rationale generation (Gierl and Bulut,
2017; Gierl and Lai, 2018).

Limitations and Future Research
The findings of this study may be somewhat limited due to
several reasons. First, the sample of this study only included
undergraduate students enrolled in an educational assessment
course, which is a mandatory course for all pre-service teachers
in the faculty of education. It could be argued that these students
might have better feedback literacy than students from other
faculties (e.g., engineering, nursing, or medicine) because future
teachers are expected to know more about feedback and its

benefits in order to be effective teachers themselves. Therefore,
future research should include students from other faculties to
investigate whether feedback literacy could be a mediator in
explaining the association between the effects of feedback in
digital score reports and student success. Second, the current
study focused on generating digital score reports from three
course examinations that only consisted of multiple-choice items.
In the future, ExamVis will be extended to provide feedback
on other item formats (e.g., short-answer items, completion
items, and matching items). Third, we did not have a chance
to identify whether students incorporated the feedback they
received into their preparation for subsequent exams. In future
studies, we will investigate this aspect. For instance, we will
give students the opportunity to apply the feedback provided in
the digital score reports to improve on the areas that require
their utmost attention. Finally, we did not include any indirect
measures, such as the students’ GPA, level of motivation, or
the type of mindset they endorsed, especially considering that
this was a mandatory course for all students enrolled in the
Faculty of Education. Future studies should consider these
traits to identify whether feedback could be more effective for
at-risk students, students with either low or high levels of
motivation for learning, and students who endorse different
types of mindset. For instance, a recent study found that pre-
service students’ growth mindset moderated the relation between
feedback seeking and performance (Cutumisu, 2019). In spite
of these limitations, this research adds to our understanding of
score reporting and feedback in the context of higher education.
It can also inform the development of digital score reports
in higher education, with more general applications in large-
scale MOOCs.

CONCLUSIONS

This study introduces ExamVis, a novel digital score reporting
system that delivers immediate, specific, tailored feedback,
scalable to hundreds of students. It also evaluates its effectiveness
through two empirical studies. Study 1 found that providing
students with immediate visual feedback and a combination
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of delayed visual and written feedback significantly predicted
students’ final exam scores above and beyond their midterm
exam scores. Study 2 found that students who were provided
with only delayed visual and written feedback performed
better on their final exam than those who had access
to both immediate visual feedback and delayed visual and
written feedback. Additionally, ExamVis provides a user-
friendly interface for the instructors to facilitate them in
defining and linking concepts to larger categories that their
students need to master in order to fulfill the goals of
their class.
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APPENDIX

FIGURE A1 | The aster plot, bubble chart, and their explanations in the ExamVis score report.
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