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This paper addresses the development of performance-based assessment items for ICT
skills, skills in dealing with information and communication technologies, a construct which
is rather broadly and only operationally defined. Item development followed a construct-
driven approach to ensure that test scores could be interpreted as intended. Specifically,
ICT-specific knowledge as well as problem-solving and the comprehension of text and
graphics were defined as components of ICT skills and cognitive ICT tasks (i.e., accessing,
managing, integrating, evaluating, creating). In order to capture the construct in a valid
way, design principles for constructing the simulation environment and response format
were formulated. To empirically evaluate the very heterogeneous items and detect
malfunctioning items, item difficulties were analyzed and behavior-related indicators
with item-specific thresholds were developed and applied. The 69 item’s difficulty
scores from the Rasch model fell within a comparable range for each cognitive task.
Process indicators addressing time use and test-taker interactions were used to analyze
whether most test-takers executed the intended processes, exhibited disengagement, or
got lost among the items. Most items were capable of eliciting the intended behavior; for
the few exceptions, conclusions for item revisions were drawn. The results affirm the utility
of the proposed framework for developing and implementing performance-based items to
assess ICT skills.

Keywords: information and communication technology skills, assessment framework, performance items,
validation, behavioral indicators

INTRODUCTION

Information and communication technology (ICT) skills are considered a key competence for
lifelong learning (European Communities, 2007), successful participation in the labor market (van
Deursen and van Dijk, 2011), and participation in political and societal debates. ICT literacy has thus
been termed a “survival skill” (Eshet-Alkalai, 2004) with significance across the lifespan (Poynton,
2005). Consequently, a lack of such skills leads to disadvantages in various life contexts. Knowledge
tests or self-report questionnaires can be used to measure ICT skills (e.g., Richter et al., 2010;
Goldhammer et al., 2016). However, emphasis should be placed on hands-on ICT skills–what

Edited by:
Bernhard Ertl,

Munich University of the Federal
Armed Forces, Germany

Reviewed by:
Małgorzata Kisilowska,

University of Warsaw, Poland
Sirje Virkus,

Tallinn University, Estonia

*Correspondence:
Lena Engelhardt

engelhardtl@dipf.de

Specialty section:
This article was submitted to

Educational Psychology,
a section of the journal
Frontiers in Education

Received: 17 February 2021
Accepted: 27 April 2021
Published: 13 May 2021

Citation:
Engelhardt L, Naumann J,

Goldhammer F, Frey A, Horz H,
Hartig K and Wenzel SFC (2021)
Development and Evaluation of a
Framework for the Performance-

Based Testing of ICT Skills.
Front. Educ. 6:668860.

doi: 10.3389/feduc.2021.668860

Frontiers in Education | www.frontiersin.org May 2021 | Volume 6 | Article 6688601

HYPOTHESIS AND THEORY
published: 13 May 2021

doi: 10.3389/feduc.2021.668860

http://crossmark.crossref.org/dialog/?doi=10.3389/feduc.2021.668860&domain=pdf&date_stamp=2021-05-13
https://www.frontiersin.org/articles/10.3389/feduc.2021.668860/full
https://www.frontiersin.org/articles/10.3389/feduc.2021.668860/full
https://www.frontiersin.org/articles/10.3389/feduc.2021.668860/full
https://www.frontiersin.org/articles/10.3389/feduc.2021.668860/full
http://creativecommons.org/licenses/by/4.0/
mailto:engelhardtl@dipf.de
https://doi.org/10.3389/feduc.2021.668860
https://www.frontiersin.org/journals/education
www.frontiersin.org
https://www.frontiersin.org/journals/education#articles
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/journals/education#editorial-board
https://doi.org/10.3389/feduc.2021.668860


individuals are actually capable of (International Computer and
Information Literacy Study (ICILS); Jung & Carstens, 2015).

ICT skills refer to the capability to successfully solve tasks
requiring the use of ICT. ICT skills therefore comprise skills and
knowledge that refer to operating technology. ICT skills are
frequently described as relying on capabilities not specific to the
ICT domain, such as reading (e.g., International ICT Literacy Panel,
2002; Calvani et al., 2009; Fraillon and Ainley, 2010). In assessments
such as ICILS, ICT tasks are presented as cognitive tasks that require
“accessing” or “managing” information, for instance–but how exactly
the ICT tasks relate to these conventional skills is not often
considered. This of course makes it impossible for item
development to be informed by theories addressing conventional
skills, like reading, and to predict item difficulties by means of
theoretically derived item properties (cf. Embretson, 1983). In
light of these considerations, the first of this paper’s three goals is
to identify what conventional skills are involved in ICT skills and to
systematically apply established psychological theories regarding
those skills to the ICT context. This makes it possible to identify
task characteristics that can determine the item difficulties of
information tasks.

Most frameworks describe how they organize the domain of
interest–for instance, in terms of different cognitive tasks
(International ICT Literacy Panel, 2002; Eshet-Alkalai, 2004;
Calvani at al., 2009; Fraillon and Ainley, 2010)–but do not
describe how the overarching framework itself is ultimately
translated into items and a suitable assessment format. ICT skills
are best assessed in a performance-based manner using computers,
which can be expected to generate the best construct representation
(Sireci and Zenisky, 2006). Highly authentic items involving software
used in everyday life cannot be easily integrated into larger assessments
(Parshall et al., 2002). Simulation environments, in contrast, can be
resource-intensive to develop, and designers must make difficult
decisions about which aspects to include in the simulation and
which to omit (Mislevy, 2013, p.108). Such decisions are important
in order to avoid construct underrepresentation on the one hand and
adding irrelevant variance to the measured construct on the other
(Messick, 1994). Balancing these aspects is crucial for the development
of appropriate design principles for the simulated environment and
procedures for scoring response behavior. Thus, the second goal of this
study is to address various design questions in order to propose how a
simulated environment suitable for measuring ICT skills in a
performance-based way should look.

While the first two goals focus on conceptual issues, the third goal
concerns validation. Whether these conceptual issues have been
adequately addressed were evaluated by analyzing item difficulties
and aspects of test-taker’s behavior. Behavioral indicators were
identified and thresholds for malfunctioning defined that allow for
drawing direct conclusions about the reason for malfunctioning and
provide direction for item revision.

INTENDED TEST SCORE
INTERPRETATION

According to Kane (2013), validation starts with an interpretation
and use argument. Therefore, we seek to first describe the

intended interpretation of test scores before developing the
assessment framework. This assessment framework should
focus not on specialized professional tasks, but on tasks that
average users engaging with ICTs could potentially come across.
However, even such everyday ICT tasks have a wide range of
complexity. A simple task might be to open or send an email,
while more complex tasks might also ask test-takers to decide
what to do with an email (e.g., forward it or not). A simple task
requires rather basic skills, such as knowledge about the technical
environment. A more complex task would additionally require
evaluating the content of the email, a higher-level skill, and might
also require the application of ICT-specific knowledge such as
knowledge about characteristics of spam. Thus, while a simple
task encompasses one aspect of an everyday activity, a more
complex task more comprehensively captures a typical everyday
activity. This study focuses on such complex tasks, which require
test-takers to make ICT-specific decisions in an ICT
environment. Consequently, the mere command of skills for
operating technology does not suffice to solve such ICT tasks
successfully; higher-level skills are required. Consequently, in the
present study, we intend for test scores to be interpreted as
representing higher-order ICT skills.

In addition to “ICT skills”, other terms such as digital
competence (e.g., Calvani et al., 2009) or ICT literacy (e.g.,
International ICT Literacy Panel, 2002) are also used. In a
review, Siddiq et al. (2016) describe similarities between these
concepts, such as a joint focus on retrieving and processing or
producing information. Therefore, the various concepts refer to
comparable situations and problems users face when operating
ICTs. Ferrari et al. (2012) identify overlaps in conceptualizations
of what they call “digital competence” based on policy documents
and academic papers. For instance, many conceptualizations
addressed information management and problem-solving. The
term used often also defines the framework’s overarching goal:
Thus, van Deursen and van Dijk (2009, 2014) use the term
“Internet skills” and focus on skill-related problems in using
the Internet. Eshet-Alkalai (2004) asks what so-called “survival
skills” are necessary to accomplish Internet-based tasks,
identifying highly specific skills such as “branching literacy”.
In the present paper, we present a framework with the goal of
developing a suitable assessment of skills necessary for accomplishing
everyday ICT tasks, which we refer to as “ICT skills”. The specific
skills and situations targeted are described in greater detail in
First Goal: Developing an Assessment Framework.

FIRST GOAL: DEVELOPING AN
ASSESSMENT FRAMEWORK

The construction of a performance-based test can follow either a
task- or a construct-centered approach. While a task-centered
approach focuses on the targeted actions to be performed, the
construct-driven approach asks which skills and knowledge are
required to perform these actions, with the nature of the construct
guiding item development (Messick, 1994). The development of
digital skills assessments can also follow tool-oriented
approaches, which involve the application of specific software
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to initially structure the domain (cf. Ferrari et al., 2012). As this
study focuses not on all tasks that may occur in ICT
environments, but on tasks that require higher-order ICT
skills, a construct-driven approach is needed to ensure that
test scores can be interpreted as intended. Furthermore, the
ICT skills we seek to measure are assumed to be independent
of specific software. Relevant skills and their interplay with
knowledge are defined in the following sections.

Components of ICT Skills
To solve tasks that require higher-order ICT skills, it is not
enough to apply only ICT-specific knowledge. Additional skills
are required to solve information problems in ICT environments.
In the relevant literature, these skills are defined as “key
competencies”, including reading, problem-solving, numeracy,
logical, inferential, and metacognitive skills (Calvani et al., 2009,
p.186); as “cognitive skills”, including reading, numeracy, critical
thinking, and problem-solving (International ICT Literacy Panel,
2002, p.1); or as “conventional literacies” (Fraillon and Ainley,
2010, p.8). While the need for numerical skills, for instance,
depends strongly on task content, we assume that problem-
solving and comprehension skills are important for all kinds
of tasks. This is because, first, information from the environment
must be encoded, and second, the information problem must be
solved by interacting with the environment.

Please note that this does not preclude the notion that other
conventional skills might be important in specific ICT tasks.
Instead, focusing on only a few skills that are assumed to play a
role in almost all ICT tasks makes it possible to apply established
psychological theories from these research areas to the context of
ICT. This allows us to take a construct-driven approach and base
item development on theoretically derived item properties. Such a
procedure is important in order to ensure that test scores reflect
the intended construct. Drawing on established theories from the
domains of comprehension and problem-solving skills also
emphasizes the fact that ICT skills should not be considered
completely new skills. Rather, they involve skills that were
important even before technological environments came into
widespread use.

Comprehension of Text and Graphics
Nearly all ICT tasks require the processing of symbolically
represented information to some degree. Even tasks that do
not involve higher-order reading processes (such as installing
a software program on a computer) require decoding, syntactic
parsing, and the semantic integration of words (“Do you want to
proceed?”). When using the Internet, text comprehension comes
into play, as detailed in models such as the construction-
integration (CI) model by Kintsch (1998). This model
describes the text comprehension process as a cyclical
interplay between bottom-up and top-down processes.
Beginning with the physical representation of the text,
processes (such as letter and word recognition, semantic
parsing, and local coherence processes) are employed to build
a propositional representation of the text content (textbase
model). This model is integrated with prior knowledge in a
top-down fashion, resulting in a situation model. As

informational content can also be in the form of pictures or
sounds, one can distinguish between the processing of visual-
verbal (e.g., written language), visual-pictorial (e.g., iconic
material), auditory-verbal (e.g., spoken language), and
auditory-pictorial (e.g., sounds) information (cf. Integrated
Model of Text and Picture Comprehension; Schnotz, 2005).
The importance of processing pictorial information is further
supported by Eshet-Alkalai (2004), who proposed photo-visual
literacy as one aspect of digital literacy. In ICT environments,
such comprehension processes are important for such tasks as
identifying menu items or folders, discovering editing functions,
or checking search result pages.

Problem-Solving
In ICT environments, problem-solving is required when
performing tasks such as search queries or working with
unfamiliar systems. According to Simon and Newell (1971),
problem-solving takes place in a problem space, with nodes
for different states of knowledge and the use of operators
required to reach the next node. Problem-solving comprises
the construction of the problem space as well as the solution.
Within the problem-solving process, a problem-solver decides
which node to choose as a point for further investigation and
which operator might be best to achieve a desired goal. For
example, such models can describe how users decide whether to
go back and enter a new search term or to navigate to a web page
listed in the search results. Brand-Gruwel et al. (2009) propose a
model for solving such information problems using the internet
(known as the IPS-I model). In this model, the solution process is
divided into different steps, such as defining the information
problem, organizing or ultimately presenting the relevant
information.

Interplay with ICT-specific Knowledge
Kintsch (1998) proposed that different cognitive processes
take place depending the amount of available knowledge.
According to Funke and Frensch (2007), domain-specific
knowledge is also highly important when solving problems.
Hence, knowledge is assumed to guide both comprehension
and problem-solving processes. It is further assumed that
ICT skills are rooted in the three aforementioned skills:
comprehension of text and graphics, problem-solving, and
ICT-specific knowledge. Tasks that require conventional
skills but no ICT-specific knowledge are not of interest
for this study, as the resulting test scores would not
capture ICT-specific skills. Tasks that require only ICT-
specific knowledge and no conventional skills are also not
the focus of this study. Such tasks are rather routine and do
not require higher-order ICT skills. Therefore, in order for
test scores to be interpreted as intended, task success must
depend on ICT-specific knowledge (e.g., knowledge about
characteristics of spam). Moreover, the item difficulty
should be determined based on the difficulty level of the
ICT-specific knowledge and the difficulty of integrating this
knowledge into the task solution. This can be a starting point
for developing items that can be interpreted as intended and
have a certain level of difficulty.
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Task Characteristics for the Development
of ICT Skills Items
In addition to the skills and knowledge involved, the coverage of
the content domain and generalizability also matter for
assessment development (Messick, 1994). The broadness of the
ICT skills construct necessitates an organization scheme to ensure
that test scores include all important aspects of the construct.
Various frameworks have been suggested to organize the broad
domain of ICT skills, all of which have different aims and
purposes (for an overview, see Ferrari et al., 2012; Siddiq
et al., 2016). One very influential framework was proposed by
the International ICT Literacy Panel (2002), which defines ICT
literacy as being in command of a set of “critical components” (p.
3) for solving information tasks, which are identified as
“access(ing)”, “manage(ing)”, “integrate(ing)”, “evaluate(ing)”,
and “create(ing)” information. The ICT Literacy Panel’s
framework has inspired other developments in recent years
(cf. National Higher Education ICT Initiative, 2003; ICILS,
Fraillon and Ainley, 2010) and overlaps with other
conceptualizations of ICT skills (Eshet-Alkalai, 2004; Calvani
et al., 2009). In light of the critical importance of this
framework, we chose to take the information tasks defined in
this model as the basis for our item development. As these are
general information tasks unrelated to ICT-specific knowledge,
current ICT topics (e.g., “fake news”) can be taken as item content
and knowledge that must be integrated in order to solve the items.
In addition, we seek to describe which ICT-specific demands the
five cognitive ICT tasks of accessing, managing, integrating,
evaluating, and creating impose on the user. Items
representing these five tasks would be considered to
adequately capture the target domain (cf. Kane, 2013, p.24).

In previous conceptualizations, skills and tasks were defined in
a rather operational way. It was not defined what, for instance,
constitutes an easy or hard task in terms of accessing and what
makes it harder or easier in terms of ICT skills. However,
addressing such questions is important to make sure that item

difficulties vary sufficiently and solely due to construct-related
task characteristics. Only then do the items capture individual
differences in the target construct of ICT skills. In the following
sections, task characteristics are derived based on the previously
described skills that will be used to guide item development in
order to systematically manipulate item difficulty. Table 1
summarizes the example items described below, the ICT-
specific knowledge required, and the estimated difficulty.

Accessing
Accessing describes “knowing about and knowing how to collect
and/or retrieve information” (International ICT Literacy Panel,
2002, p. 17). ICT-specific demands often involve navigating ICT
environments in a variety of ways, which creates a risk that users
may feel disorientated on the Internet (van Deursen, 2010; van
Deursen and van Dijk, 2014). Unfamiliar navigational structures
impede navigation (Chen et al., 2011). The breadth, depth and
topology of the hypertext structure also matters (DeStefano and
LeFevre, 2007). A prototypical item to measure individual skill in
accessing information might be a task requiring the use of a
search engine for a library database to find a reasonable selection
of books on a certain topic (cf. Table 1). In such an example, task
structures encouraging the use of more specific search queries,
such as utilizing various filtering options or more than one search
field might facilitate a more effective search process. If such
structures are not available in the ICT environment at hand,
the problem-solving process is less well-defined. As a result, less
proficient users might perform an insufficiently structured search
query. In such a case, prior knowledge about search engines and
experience in specifying search queries have to be applied to solve
the task. Consequently, accessing tasks should be harder if such
prior knowledge is important for the task solution. Such a search
engine task only requires ICT skills if conventional skills have to
be used together with ICT-specific knowledge in order to solve
the task. If a task requires only comprehension skills and/or
problem-solving skills but not ICT-specific knowledge, it does not
capture ICT skills. For instance, an information search task

TABLE 1 | Prototypical items.

Task Item description ICT-specific knowledge
and skills

Scored response Est. Diffi-
culty

Emp.
Diffi-
culty

Access The student needs to search in a library database
for books on a specified topic

The student is able to refine his search query to
find the targeted books using more than one key
word

Selecting books from
generated search results

Advanced 3.47

Manage The student has to rename and move
corresponding e-mails into a folder in his e-mail
inbox

The student is able to identify the correct folder
and figures out how to rename and move e-mails
into the folder

Renamed folder and
moved emails

Easy -1.64

Integrate The student needs to select one out of two
language courses based on several criteria

The student is able to identify and compare the
relevant aspects based on knowledge about
websites

Bookmarked website Medium 0.47

Evaluate The student has to decide which of 5 e-mails should
be forwarded to a new colleague and forwards them
if necessary

The student is able to identify characteristics of
spam to correctly decide not to forward the hoax
e-mail

Sent emails Advanced 2.81

Create The student needs to reply in an adequate manner
to an e-mail invitation by changing available text
components and icons

The student adapts text and signature to make
them appropriate for the situation

Chosen text and
signature

Medium 0.09
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carried out at a library up until the mid-1990s would have meant
accessing a card catalog, printed volumes of abstracts indexing
journal articles, or a Microfiche catalog. Succeeding in such a task
would have almost certainly depended on comprehension and
problem solving skills, but not ICT-specific knowledge.

Managing
Managing refers to “applying an existing organizational or
classification scheme” (International ICT Literacy Panel, 2002,
p. 17). ICT-specific demands in managing information involve
handling complex systems in order to accomplish an information
management task. If the software is unfamiliar, users need to
adapt their previous knowledge to the task (Calvani et al., 2009).
The ease of transferring knowledge to an unfamiliar user interface
depends on the similarity of structures, surfaces and contexts
(Day and Goldstone, 2012), or whether general concepts exist
(Singley and Anderson, 1985). A prototypical item that can be
used to measure individual skill in managing information might
require moving e-mails into a folder structure and/or renaming a
folder (cf. Table 1). A basic understanding of folder structures in
email inboxes and the possibility to move emails out of the inbox
are required. In harder items, it could be necessary to create a new
folder first before it can be named correctly, or the functions
needed to complete these tasks might be not visible on the home
screen. In such a case, knowledge and experience with such
programs would support the solution process. The difficulty
level of the knowledge necessary for task solution (e.g., about
formats for saving documents or printing options) should drive
item difficulty in managing tasks.

Integrating
Integrating requires “interpreting and representing information.
It involves summarizing, comparing and contrasting”
(International ICT Literacy Panel, 2002, p. 17). Metzger (2007)
describes ICT-specific demands related to the enormous amount
of accessible information, which requires users to integrate
information obtained from different sources. The ease with
which a user is able to create coherence (cf. Kintsch, 1998)
with respect to information from different sources depends on
the number of information units (like websites, documents, or
e-mails), the degree to which information is comparable, and the
degree of inconsistency between documents (Perfetti et al., 1999).
The integration process is more complex if the sources differ in
terms of breadth (Bhavnani et al., 2003) or contain conflicting
information (Hämeen-Anttila et al., 2014). A prototypical item
would be to select a specific language course by comparing the
websites of different courses with respect to several criteria, such
price, dates, and reviews by former participants (cf. Table 1). In
easy integration tasks, the information units to be compared can
easily be identified. In harder tasks, more knowledge must be
applied to guide the integration process, such as knowledge about
where information is located on websites.

Evaluating
Evaluating information involves “making judgments about the
quality, relevance, usefulness, or efficiency of information”
(International ICT Literacy Panel, 2002, p. 17). To deal with

the growing amount of information on the Internet (Edmunds
and Morris, 2000), users have to evaluate the value of incoming
information (Whittaker and Sidner, 1996). ICT-specific demands
in this area include evaluating the trustworthiness of information
(Lorenzen, 2001), as material published on the Internet is not
necessarily subject to peer-review processes or editorial control. A
model of task-based relevance assessment and content extraction
(TRACE model; Rouet, 2006) has been proposed to describe how
the information provided is combined with prior knowledge and
evaluated. The evaluation of information might depend on the
ease of identifying relevant criteria, such as the truth, guidance,
accessibility, scarcity, and weight of information (Simpson and
Prusak, 1995), but also structural (e.g., domain names) and
message-related (e.g., objectivity) features (Hahnel et al., 2016),
or quality cues such as title and authority (Rieh, 2002). A
prototypical item to measure individual skill in evaluating
information would be to judge the relevance a set of e-mails
in one’s personal inbox for a third party (cf. Table 1). In addition
to the e-mails’ content, test-takers may also need to incorporate
knowledge about characteristics of spam and available
information about the senders of the e-mails. Task
characteristics that support the identification of certain
information as irrelevant, such as by helping to identify spam
emails, make such items easier.

Creating
Creating describes “generating information by adapting,
applying, designing, inventing, or authoring information”
(International ICT Literacy Panel, 2002, p. 17). Choosing from
among countless editing options to present information in a
suitable way places unique demands on ICT users. Software for
designing or painting has substantially expanded the possibilities
to create and transform knowledge into graphical material
compared to the pre-computer era. Nevertheless, using this
kind of software might require particular cognitive skills (Horz
et al., 2009; Cox et al., 2010). Bulletin boards, blogs and e-mails
necessitate a different writing style (McVey, 2008) compared to
traditional off-line writing, and users are no longer solely
recipients but also producers of user-generated content (van
Dijck, 2009). A prototypical item that can be used to measure
individual skill in creating information would be to adapt the text
of an e-mail to appropriately address a specific recipient (cf.
Table 1). Creating tasks might be more difficult when the task
instructions are ill-defined (see the cognitive process theory of
writing; Flower and Hayes, 1981). When completing harder
items, test-takers not only need to adapt to the setting based
on their knowledge about norms, for example, but must also
independently identify the need for adaptation in the first place.

Cognitive Tasks in Item Development
Tasks encountered in everyday life might not clearly fall within
any one of these cognitive tasks. For example, when dealing with
items in a real-life email inbox, it is likely that multiple emails will
concern the same topic, meaning that integration processes are
required. Moreover, one of those emails might also require
evaluation skills. Consequently, the task of dealing with a real-
life inbox would require both integration and evaluation
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processes. Similar examples can be found for different
combinations of cognitive tasks. Even though such combined
tasks are typical in everyday life, assessment items should focus
on a single cognitive task, avoiding a mixture of cognitive tasks
within any one item. Only then will an item’s difficulty stem from
a single cognitive task, such as integrating or evaluating
information. Such a procedure appears to have advantages for
the specificity of items, which is necessary to ensure that test
scores appropriately reflect all five cognitive tasks.

SECOND GOAL: ITEM IMPLEMENTATION

Issues in Performance Assessment
Messick (1994) identified various issues in performance
assessment. These issues focus on the central question of how
to develop an assessment that maximizes construct
representations and minimizes the irrelevant variance over and
above the construct-relevant variance. These two problems are
considered important because they can threaten construct
validity. The crucial task of ensuring that test scores accurately
measure the targeted skills guides not only item writing but also
development. The following section begins by addressing
emerging development issues and then makes decisions about
them with an eye to ensuring that test scores can be interpreted as
intended.

The first issue refers to the question of whether authentic or
simulation-based environments should be used. ICT skills can be
measured directly if the assessment uses the same technology that
would be used in the situation making up the assessment target.
In this case, the test situation would elicit the cognitive processes
underlying the specific ICT skills intended to be assessed.
However, according to Mislevy, a “higher fidelity of real-world
situation does not necessary make for better assessment”
(Mislevy, 2013 p.108). In the context of ICT skills assessment,
reasons for favoring simulation environments rather than tasks in
fully authentic settings can include the variety of existing
operating systems, versions, and programs. Individual’s
response behavior and associated test scores can only be
compared if the test-takers are equally unfamiliar or familiar
with an operating system or a certain software program. This
requires either having each test-taker use the software he or she is
most familiar with or utilizing simulation environments that
abstract away from the systems test-takers use in everyday life.
Simulation environments create a highly controlled testing
situation that allows for measuring and comparing not only
response outcomes but also interaction behavior. This is not
possible in test formats in which different test-takers complete the
tasks in different settings or test-takers have different levels of
familiarity with the system. Furthermore, simulation
environments can likely be used for a longer period of time,
while real-life operating systems become outdated as soon as a
newer version is released, or meaning that tasks involving these
newer versions are no longer comparable to previous
assessments. Moreover, we argue that adapting to new systems
(such as the simulation environment) is an integral part of ICT
skills. Hence, using a simulation environment should not add

irrelevant variance to the construct and not conflict with the
construct interpretation.

However, how to construct a simulation environment–which
is always limited to certain extent–in order to evoke authentic
processes that arise in ICT environments should be carefully
thought out. Test developers need to decide which aspects of the
target task should be modeled in the simulation environment
and which can be omitted (Mislevy, 2013). First, the item’s level
of task complexity should be defined. Messick (1994) describes
task complexity along a continuum from structured to open-
ended tasks. Structured tasks are efficient, while open-ended
tasks might have higher domain coverage. However, open-
ended and other highly complex tasks tend to be
administered as standalone measures rather than as part of
larger assessments (cf. Parshall et al., 2002, p.10). Note that this
continuum from structured to open-ended assessment can refer
both to the presented task and to the response mode (cf.
Messick, 1994). We first consider the presented stimulus. A
highly structured task guides cognitive processes in the intended
direction, resulting in either a correct or an incorrect solution.
In contrast, an open-ended task allows for a variety of reactions,
including behavior that is largely unrelated to the targeted
cognitive processes and therefore not of interest to the test
developers. In problem-solving theory, the complexity of a task
is described not in terms of structured vs. open-ended tasks but
in terms of well-vs. ill-defined problems (Simon and Newell,
1971; OECD, 2012). When solving ill-defined problems, test-
takers must first construct the problem space before they can
engage in problem-solving activities, with both steps
understood as part of problem-solving. Such open-ended
tasks or ill-defined problems bear the risk that some test-
takers might get lost, especially if they are not sure of how to
solve the task. This could particularly affect test-takers who
solve the item incorrectly. Highly structured tasks might be
easier to solve than open-ended tasks because they provide
guidance to test-takers in constructing a problem space.

Moreover, irrespective of the complexity of the stimulus,
response modes can vary in the degree to which they are
constrained (Messick, 1994), and can range from highly
selective to constructive (Scalise and Gifford, 2006). Selective
response formats within ICT environments can still be highly
authentic–think of selecting the format in which a document
should be saved from a drop-down menu. Constructive formats,
on the other hand, might have test-takers enter text into an input
field, edit a text, or produce a diagram.While it is quite easy to log
test-taker’s behavior in simulated tasks, making sense of and
interpreting such behavior can be quite challenging.
Consequently, interpreting test-taker’s behavior in constructive
tasks should be considered from an early stage (cf. Mislevy et al.,
2002). Focusing on the intended interpretation during the item
construction phase can provide clear directions on how to score
test-taker’s behavior when completing the assessment (Mislevy
et al., 2002).

The aforementioned points focus on how authentic cognitive
processes can be evoked during test-taker’s interaction with a
simulation environment. Simulation environments are always
limited to certain extent, and test-takers becoming aware of
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these limitations might disrupt the emergence of authentic
cognitive processes to a certain extent.

Design Principles
In order to evoke authentic processes, the implementation of ICT
skills items should therefore seek to 1) give test-takers the
impression that they are working within a complete
environment for as long as possible, and 2) guide test-takers
to the critical aspects of the task. Implementation issues can arise
concerning the construction of the stimulus and the response
format. While highly structured tasks provide more guidance to
test-takers, less structured tasks may be necessary to represent
certain construct-relevant aspects. Remaining oriented (cf. van
Deursen, 2010; van Deursen and van Dijk, 2014) is an ICT-
specific demand related to accessing information and conducting
an unstructured search in a browser and might therefore
represent an important construct-related aspect. In such a
case, clear task instructions should ensure that the intended
cognitive processes are indeed evoked despite the relative lack
of guidance within the task.

A further problem with less structured tasks is that test-takers
might spend far more time on the item than intended, especially if
they are unable to find the correct solution. Time limits on the
item level could help out here. However, this could have the
disadvantage of disrupting test-takers from the simulation by
providing feedback on their performance. Therefore, we instead
seek to avoid breaking away from the simulation environment for
as long as possible in order to avoid breaking the simulation effect
for the test-taker. This includes having the test-taker proceed
autonomously from one item to the next. Nevertheless, clear task
instructions and as much guidance as possible should prevent
test-takers from losing their way. In addition, as long as test-
taker’s behavior remains closely linked to the task, they should
not encounter restrictions in the task environment. On the other
hand, aspects that are completely unrelated to the task solution
can be omitted.

To fully represent the ICT skills construct, a variety of different
cognitive tasks (e.g., access and evaluation tasks) involving
different tools (e.g., spreadsheet and email software) are
needed. However, covering such a broad spectrum of
performance tasks can lead to a very heterogeneous item set.
This can be very demanding for the test-taker, because the
instructions have to be read carefully and the functioning of
different tools in an unknown simulation environment have to be
understood. If test-takers give up at early stages of item
processing because they are disengaged or discouraged, this
would conflict with the intended test score interpretation.
Restricting items to only construct-related aspects should
prevent items from becoming too complex and thus
discouraging test-takers. In turn, this should prevent irrelevant
variance from being added to the construct.

In addition, the response format should not disrupt the
simulation effect, but should rather evoke the same cognitive
processes as in realistic settings. For example, responses should be
given within the simulated environment rather than on a separate
answer sheet (e.g., in the form of multiple-choice questions on a
separate platform). Test-taker’s behavior within an item can be

captured with constructive (typing) but also selective (clicking a
button or using a drop-down menu) response formats. Hence,
forwarding an e-mail after evaluating its relevance for another
person should be preferred to simply checking the e-mails that
should be forwarded in a multiple-choice format. Such authentic
response formats should not add irrelevant variance to the
construct. In order to maintain the simulation effect, options
for both correct and incorrect response behavior should be
included in the simulated environment, while aspects
irrelevant to the correct or incorrect item solutions can be
omitted. Clearly distinguishing between different cognitive
tasks and clearly focusing on ICT-specific knowledge and skills
in the item development phase can help test developments clearly
specific what the target behavior is and how it should be scored.
Table 1 contains information on the response formats chosen for
the prototypical items.

THIRD GOAL: APPLICATION AND
EVALUATION OF THE FRAMEWORK

After specifying a framework for how items measuring ICT skills
should be developed and implemented, we then applied the
framework to develop and implement an ICT skills
performance test for 15-year-old students.

Empirical Research Questions
The first and second goals of this paper concerned developing
items based on a theory-based assessment framework and
providing first evidence that the resulting test scores can be
interpreted as intended (i.e., construct interpretation). The
third goal is to also provide empirical evidence that the test
scores validly measure the intended construct.

Item Difficulties
All five cognitive ICT tasks are considered important for fully
capturing the broad construct of ICT skills. Consequently, each
cognitive ICT task should be addressed with items representing
the full difficulty range (i.e., easy, medium, and hard). For
instance, if the items for a particular cognitive task all
exhibited high difficulty, the assessment framework would not
be helpful for manipulating item difficulty systematically. Thus,
our first empirical research question examines whether the items
for the five cognitive ICT tasks are comparable and equally
distributed across the difficulty range. This research question
tests validity evidence based on the internal structure (American
Educational Research Association, American Psychological
Association, and National Council on Measurement in
Education [AERA, APA and NCME], 2014).

Research Question 1: Are the items for all five cognitive ICT
tasks comparable and equally distributed across the item
difficulty range?

Test-Taking Process
Messick (1994) differentiates between performance and product.
As behavior constitutes the link between the cognitive processes
executed during the item solution process and the item scores,
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our second research question asks: Do test-takers exhibit the
expected response behavior? This research question examines
validity evidence based on response processes (American
Educational Research Association, American Psychological
Association, and National Council on Measurement in
Education [AERA, APA and NCME], 2014).

Response processes should be represented in the test scores
(Embretson, 1983; Messick, 1994). If, for instance, some test-
takers solve an item without taking into account all of the
presented information, they did not execute the intended
cognitive process, meaning that the derived scores would not
be a valid measure of these cognitive processes. Cognitive
processes become somewhat visible in test-taker’s interactions
with items.

Research Question 2a: Does the number of test-takers’
interactions with items indicate that the intended cognitive
processes were executed in all items?

Disengagement can also threaten the validity of test score
interpretations. Disengagement is especially problematic in low-
stakes assessments and can be identified by analysing response
behavior (Goldhammer et al., 2017; Wise, 2017). If a considerable
number of test-takers exhibit rapid guessing behavior, meaning
that they gave up at an early stage of item processing, this could
point to motivational issues among test-takers for certain items
(Goldhammer et al., 2017; Wise, 2017). Scores from these items
would then also represent motivational aspects, adding irrelevant
variance to the construct (Messick, 1994).

Research Question 2b: Does time use within items indicate that
many test-takers gave up too early on certain items?

Performance assessments with no time limits on the item level
also bear the risk that some test-takers will spend too much time
on certain items, especially if they cannot find the correct
solution. If test-takers get lost within an item and simply run
up the time clock while no longer interacting with it productively,
test efficiency is threatened. In particular, test-takers might spend
more time on less structured items–both those who solve the item
correctly and those who solve it incorrectly. This does not
threaten the validity of the test score interpretation, because
exploring the environment can be seen as part of the ICT
skills construct, but can be problematic in terms of test
efficiency. Moreover, one goal of item construction was to
ensure the test-takers do not get lost within items.

Research Question 2c: Does time use in items indicate that
many test-takers spent too much time on certain items?

Method
Items
Seven item developers reciprocally reviewed item drafts to ensure
that only items fitting within the framework and focusing on one
of identified cognitive ICT tasks were included. Items were
initially developed to capture one of the five cognitive tasks.
They were then contextualized (cf. Messick, 1994) and embedded
within either a personal, educational, or occupational situation.
Moreover, some items reflected solely individual tasks, while
others involved communicating with others, like sending an
email. The item developers also specified the expected item
difficulties and provided justifications for these (cf. Table 1).

For item construction, the CBA ItemBuilder software was used
(Rölke, 2012) to created simulated environments (e.g., a browser,
e-mail inbox, word processing software, etc.) and implement the
scoring rules. Cognitive interviews were conducted to ensure the
user-friendliness of the testing environment and the clarity of all
elements of the newly developed items (for a fully implemented
item, see: Engelhardt et al., 2017; for further information about
the study, see: Wenzel et al., 2016).

Sample and Data Collection
The sample consisted of N � 773 students from 34 schools in
Germany. Volunteer schools equipped with suitable computers
were selected from the two federal states of Baden-Württemberg
and Rhineland-Palatinate. Students were 15.29°years old (SD �
0.66) on average and about half of them were male (male: 51%,
female: 46%, not specified: 3%). Each test-taker received
randomized subsets of items, as it would have taken too much
time for test-takers to answer all 70 items. Eleven different item
subsets were assembled based on a balanced incomplete booklet
design (Frey et al., 2009). Test-takers worked on each item for an
average of M � 108.24 s (SD � 42.00). The items were scored
dichotomously (correct/incorrect) immediately after a response
was given, and indicators of response behavior (i.e., number of
interactions, time spent on task) were automatically extracted
from the log data file. Omitted items (no test-taker interaction at
all) were excluded from the analyses based on response behavior
(test-taker interactions and time use).

Data Analyses
A one-dimensional Rasch model was fitted using the R package
TAM (Kiefer et al., 2016; R Core Team, 2014), with the mean of
the ability distribution set to 0 and the slope of the item
characteristic curves set to 1 (in other words, the ability
variance was freely estimated). One item was excluded due to
an insufficient item fit (outfit: 2.18; cf. De Ayala, 2013); for all
other items, the item fit was acceptable (range of infit: 0.87–1.11;
range of outfit: 0.67–1.25). The expected a priori (EAP) reliability
for the remaining 69 items was 0.70. To answer the first empirical
research question, Levene’s test for homogeneity of variance was
conducted for the items assessing the five cognitive tasks, with the
item difficulties as the dependent variable and the cognitive tasks
(access, manage, integrate, evaluate, create) as independent
variables. Similarly, an ANOVA was calculated to examine
whether the mean item difficulties differed between the five
cognitive tasks.

To answer the second empirical research question, we
examined two behavioral indicators to detect malfunctioning
items, test-taker interactions and time use. To address
Research Question 2a, the number of test-takers interactions
among test-takers who solved the item correctly was
examined, because these test-takers should have applied the
intended cognitive processes. First, the smallest number of
interactions that led to a correct solution was calculated for
each item. This number was compared to an item-specific
threshold, the theoretical minimum of interactions necessary
to solve the item if executing the intended cognitive processes.
If some test-takers required fewer interactions than the
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theoretical minimum, this indicates that some test-takers were
able to solve the item correctly without performing the intended
cognitive processes. Consequently, scores on this item could not
be validly interpreted with respect to these intended cognitive
processes.

Second, the amount of time test-takers who solved the item
incorrectly engaged with each item was used as an indicator to
detect malfunctioning items. The first quartile was used to
identify item disengagement (Research Question 2b) in order
to evaluate the behavior of a considerable number of test-takers.
Their time use was compared to the fastest test-taker who solved
the item correctly (cf. Goldhammer et al., 2017), which served as
an item-specific threshold. If many test-takers spent far less time
on this item and thus gave up at early stages, this could indicate
disengagement, which threatens the validity of the test score
interpretation.

To identify whether test-takers tended to get lost in certain
items (Research Question 2c), the third quartile of time use was
used to capture a considerable number of test-takers who spent a
longer amount of time on the item. This indicator was compared
to an item-specific threshold representing the slowest test-taker
who solved the item correctly. In order to ensure that this
measure was not affected by outliers who spent an inordinate
amount of time on the item, outliers were excluded following the
boxplot logic. Rather the examining the maximum time spent
among test-takers who achieved a correct answer, the highest
whisker was used as the threshold.

Results and Conclusions for Item Revision
Item Difficulties
The 69 items had an average difficulty ofM � 0.38 (SD � 1.56) and
were distributed across a wide difficulty range (Min � -2.84;Max
� 4.27). Based on the results of the ANOVA (F (4, 64) � 1.12, p �
0.356) and the Levene test (F (4, 64) � 0.13, p � 0.971), the
hypothesis of comparable item difficulties and homogeneous
variances of the item parameter estimates across the five
cognitive tasks could be confirmed (see also Figure 1).The

results provide empirical support that the item development
and construction process was successful with regard to the
representativeness of all five cognitive tasks. Hence, test scores
can be interpreted as representing ICT skills, defined as
encompassing the five aforementioned cognitive ICT tasks.
This represents support for the validity of the test score
interpretation based on internal structure (American
Educational Research Association, American Psychological
Association, and National Council on Measurement in
Education [AERA, APA and NCME], 2014).

Test-Taking Process
Figure 2 (cf. Research Question 2a) compares the theoretically
assumed correct solution behavior (dashed line) and the
empirically observed number of interactions (bar) for each of
the 69 items. The dashed line describes the minimum number of
test-takers’ interactions with items necessary for a correct item
solution if all expected cognitive processes were executed. The
interesting part of this figure concerns the cases in which the left
ends of the bars (shortest correct item solution in the observed
data) cross the dashed line.

In four items, test-takers achieved a correct solution with fewer
interactions than expected. For two of these items (those with an
expected minimum of 3 and 6, respectively), the log data file
indicated that the test aborted just after the item was solved
correctly. Thus, navigation to the next item was not included in
the count of test-taker interactions for these test-takers, but was
included in the item-specific threshold. This does not indicate a
problem with item construction, and presumably occurred due to
the global time limit, which stopped the test after 60 min.
However, this was not the case for the other two items (those
with an expected minimum of 8 and 11, respectively). These two
items concerned the cognitive task of integrating information and
were of medium difficulty (0.06 and 0.47). Both tasks asked test-
takers to visit two different websites, compare the information
available on each, and choose one. Thus, it was possible to solve
this item with a lucky guess after having visited only one of the

FIGURE 1 | Empricial item difficulties for items assessing the five cognitive tasks.
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two websites. This happened in 9.45% and 25.56% of the correct
solutions, respectively, indicating that these items should be
revised for validity issues, because many test-takers did not
perform the expected cognitive processes but were still able to
the item correctly. Different options for revision are possible. 1)
To encourage test-takers to apply the intended cognitive process
(integration of information), test-takers could be more clearly
instructed to first visit both websites. 2) The item scoring could be
adjusted to include behavior as well: a correct response can only
be coded if only if a test-taker selected the correct website after
having visiting both. This second option should be implemented
to ensure that scoring is valid. Please note that lucky guesses
would still be possible in this case, but the inclusion of behavior in
item scoring at least increases the chance of obtaining a valid test
score. Whether the instructions should be adjusted (Option 1)
depends on what the item score is intended to capture: only
whether test-takers can compare websites or also whether test-
takers recognize that they need to visit both websites in order to
solve the task correctly. The latter could also be understood as
part of the ICT skills construct, and its inclusion might increase
the difficulty of an integrate item.

Figure 3A (Research Question 2b) compares the time spent on
the item among test-takers who solved the item incorrectly (bars)
compared to the fastest test-taker who solved the item correctly
(bisecting, dashed line) for each of the 69 items. Items are sorted
on the y-axis according to the fastest correct solution. The
interesting part of this figure concerns cases in which the left
ends of the bars (first quartile of time spent on item) intersect
the dashed line. This indicates that a considerable number of

test-takers (more than 25%) gave up on this item before the
first person was able to achieve a correct solution.

According to Figure 3A, many test-takers gave up at an early
stage for six items. These six items were all rather time-
consuming (compare position on y-axis) in terms of the
fastest correct item solution. Five of the six items were also
rather hard (item difficulties greater than 2.37). Three of these
six items concerned the cognitive task of integrating information,
two items managing, and one item accessing. The test-taker’s
reasons for giving up might have been 1) these item’s expected
time intensity; 2) negative expectations of success due to the
expected item difficulty, described by Goldhammer and
colleagues (Goldhammer et al., 2017) as “informed
disengagement” (p. 21); or 3) because these items might have
seemed cognitively demanding for test-takers, which is likely at
least for the integrate items, because dealing with information
overload is an ICT-specific challenge in such items (Simpson and
Prusak, 1995; Edmunds and Morris, 2000; Chen et al., 2011).
Irrespective of the reason, such behavior calls into question the
validity of the resulting test scores, because a higher test score
would then also represent the decision to grapple with time-
consuming, hard, or cognitively challenging items. Shortening or
reducing the complexity of these six items could help to remove
irrelevant variance (cf. Messick, 1994), which would also have the
side effect of improving test efficiency due to the amount of time
required to solve such items.

Figure 3B (Research Question 2c) compares the time spent on
each item among those who solved it incorrectly (bar) compared
to the slowest person who solved it correctly (bisecting, dashed

FIGURE 2 | Empirical number of test-taker interactions in correct item responses.
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line), not including outliers, for each of the 69 items. Items
were sorted on the y-axis according to this slowest correct
solution. The interesting part of this figure concerns cases in
which the right ends of the bars intersect the dashed line, as
this would indicate that many test-takers got lost when trying
to solve the item. According to Figure 2, this was the case for
one item, an access item. As ICT-specific challenges in
accessing information include a feeling of disorientation on
the Internet (van Deursen, 2010; van Deursen and van Dijk,
2014), this behavior does not threaten the validity of test score
interpretation. Still, this item could be revised in order to
increase efficiency.

GENERAL DISCUSSION

Summary
The goal of this study was to propose a theoretical framework to
inform theory-driven item development and implementation for
the performance-based assessment of ICT skills. The described
framework extends previous work by anchoring five cognitive
ICT tasks, which had previously solely been defined
operationally, into established theories. These five cognitive
tasks were described in terms of what drives item difficulty
and what important ICT-specific knowledge should be
included in corresponding items. Proceeding from a definition
of the construct intended to be measured, guiding principles for
item implementation were derived and an empirical evaluation of
the framework was conducted.

The proposed framework allowed us to evenly measure the
targeted construct of ICT skills, as indicated by comparable
ranges of item difficulties for all five cognitive ICT tasks
(Research Question 1). Behavioral indicators were developed
and extracted to evaluate the suitability of the framework and
the guiding principles for item implementation. Based on the
empirical analyses, most test-takers behaved as intended in
most–but not all–items. These results allow conclusions to be

drawn both in terms of concrete item revisions and with respect
to assumptions for the item development process. Two items
should be revised to ensure that the intended cognitive processes
are executed (Research Question 2a). For these two items, scoring
should consider not only the outcome of the task completion
process (correct/incorrect response), but also behavior indicating
whether important cognitive processes were actually performed.
This conclusion can be applied more generally to performance
assessment items to ensure the validity of the test score
interpretation. Six items could be revised to ensure that
motivational issues, like avoiding grappling with challenging
or time-intensive items, are not represented in the test scores
(Research Question 2b). This could be achieved by reducing
needless item complexity. As a guiding principle, item revision
should be rooted in a stronger focus on the ICT-specific difficulty.
As a positive side effect, reducing complexity could also increase
efficiency in terms of testing time. Getting lost (and thus wasting
testing time on unproductive behavior) seemed to only be a
problem for one item, even though no time limits were set on the
item level (Research Question 2c). Based on the empirical results,
giving up on items at early stages (Research Question 2b) seems to
be a more serious problem than getting lost (Research
Question 2c).

Indicators Derived from Test-Taking
Behavior
Computer-based performance assessments are nowadays the
rule rather than the exception, and allow test developers to
focus not only on the outcome (e.g., scored response) but also
solution behavior during the task solution process (Messick,
1994). When focusing on task performance, log data files or
even already extracted indicators may be available. In this
study, test-taker interactions and processing times were used.
These indicators are often available in computer-based studies
and can be calculated for any item independent of its content.
For more homogeneous items like questionnaire data, the

FIGURE 3 | Empirical time use for incorrect item responses compared to fastest (A) and slowest (B) correct response.
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complete log data file might provide a more detailed picture of
response processes. In such a case, for instance, the log data
could be filtered based on theoretical process models (Kroehne
and Goldhammer, 2018). However, the ICT skills items used in
this study are very heterogeneous. ICT skills items encompass
different cognitive tasks, such as accessing or evaluating
information; are based on different applications, such as
email software or websites; require different numbers and
kinds of interactions (clicking or typing); and are differently
time-consuming. This means that different log data files are
produced for each ICT skills item. Hence, analyses can be only
conducted for each item separately or by using general
indicators, as was the case in this study.

In order to draw conclusions about malfunctioning items
and necessary item revisions, item-specific indicators as well as
item-specific thresholds for detecting malfunctioning items
were calculated. These indicators and thresholds are generic
and can be applied to any performance item for which test-
taker interactions and processing times are available. Three
approaches were used: (a) The empirical minimum number of
test-taker interactions among test-takers obtaining a correct
answer (indicator) was compared to an item-specific
theoretical minimum of test-taker interactions necessary for
a test-taker executing all intended cognitive processes
(threshold). This approach makes it possible to identify
items in which the intended cognitive processes were not
executed. (b) The first quartile of time spent on a given
item was calculated for persons who solved the item
incorrectly (indicator) and compared to the fastest person
who solved the item correctly (threshold). This approach
(cf. Goldhammer et al., 2017) makes it possible to identify
items in which a considerable number of test-takers gave up at
a very early stage–potentially due to disengagement. (c) The
third quartile of time spent on a given item was calculated for
persons who solved the item incorrectly (indicator) and
compared to the slowest person who solved the item
correctly (threshold), not taking into account outliers. This
approach makes it possible to identify items in which a
considerable number of test-takers got lost.

In the present study, all three indicators pointed to items
that should be revised. Interestingly, infit and outfit statistics
did not identify these items, supporting the notion that
heterogeneous, performance-based items might require
more detailed, item-specific analyses. As an advantage
compared to item fit statistics, the indicators used in this
study also lead to conclusions on how to revise these
problematic items in order to improve the validity of the
test score interpretation. More effortful and item-specific
in-depth analyses can now be conducted and could focus on
whether sub-goals were reached or which kinds of mistakes
test-takers made.

In this study, the two indicators and three approaches
applied led to the identification of different items. In items
in which cognitive processes are reflected by test-taker
interactions, such as navigating through a simulated
environment, interactions might be a good indicator of
malfunctioning. Note, however, that interactions do not

necessary indicate that test-takers reasoned about the
material because interactions can be also performed rather
quickly (cf. rapid guessing behavior) or can occur unintended,
without representing a unique cognitive step, such as when a
user inadvertently clicks next to a button rather than on it. In
items in which cognitive processes are not at all linked to
navigational steps, but rather involve the mental processing of
information, test-taker interactions might be less meaningful.
In such cases, processing times might be more informative,
although they do not necessarily mean that the test-taker
reasoned about the item for this full amount of time. These
indicators are of course non-exhaustive and do not guarantee
that items function well. They also do not replace classical
analyses like item fits or differential item functioning, but
rather complement them. We assume that such analyses are
very useful to get a first impression of whether performance
items have been successfully constructed or whether and how
to revise those items.

Further Evidence for the Validity of Test
Score Interpretations
This study provided evidence for the validity of the targeted
test score interpretation based on the internal structure by
analyzing and comparing the distributions of item difficulties
for all five cognitive tasks, and based on response processes by
analyzing response behavior in terms of interactions and
testing time (American Educational Research Association,
American Psychological Association, and National Council
on Measurement in Education [AERA, APA and NCME],
2014). However, these empirical analyses cannot be
regarded as sufficient evidence for the validity of the test
score interpretation.

The assessment framework suggests further test of the
validity of the test score interpretations that should be
conducted. First, the fact that the definition of ICT skills
refers to other constructs suggests analyzing convergent
sources of validity evidence, namely the relations with
ICT-specific variables as well as problem-solving and
reading comprehension (validity evidence based on
relation to other variables; American Educational Research
Association, American Psychological Association, and
National Council on Measurement in Education [AERA,
APA and NCME], 2014). In an empirical study
(Engelhardt et al., 2020), positive relations between ICT
skills items and reading and problem-solving skills as well
as technical knowledge were reported. As expected, the effect
of technical knowledge tended to be stronger for harder
items, but not the effect of the conventional skills of
reading and problem-solving skills, supporting the
assumption that ICT-specific knowledge rather than
reading or problem-solving skills requirements should
drive item difficulty. Furthermore, the assumed role of
problem-solving skills with respect to interacting with the
environment was supported, because item-specific effects of
problem-solving were moderated by the number of unique
test-taker interactions.
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The developed ICT skills test is intended to measure higher-
order ICT skills. Higher-order ICT skills include not only skills in
operating technology (e.g., sending an email) but also making
ICT-specific decisions (e.g., how to treat an email based on
knowledge about characteristics of spam). Whether these
decisions do indeed contribute to item difficulty was
investigated in an experimental validation study (Engelhardt
et al., 2017). Manipulating the difficulty of these decisions did
indeed change the item difficulties–in both directions–without
changing the construct interpretation. Items in which such
decisions were eliminated were not only easier but partially
measured a different construct. This supports the notion that
ICT-specific decisions drive item difficulty and are also important
for test score interpretation. This study provided validity evidence
based on response processes (American Educational Research
Association, American Psychological Association, and National
Council on Measurement in Education [AERA, APA and
NCME], 2014). Consequently, these two empirical studies
provide support that ICT skills items contain difficulties
resulting from the need to apply ICT-specific knowledge. They
thus empirically support the interplay between conventional skills
and ICT-specific knowledge described above (see Interplay with
ICT-specific Knowledge).

Target Group of the Assessment
In the present research, the ICT skills items were developed to
measure ICT skills in a defined population, 15-year-old
students. This target group naturally influenced item
development, for example, regarding the linguistic
presentation of the items, their contextualization, and the
targeted difficulty level. According to prior empirical
research, younger individuals have higher photo-visual skills
and fewer operational or formal skill-related problems
compared to older individuals, but perform worse when it
comes to evaluating information (Lorenzen, 2001; Eshet-
Alkalai and Amichai-Hamburger, 2004; van Deursen and
van Dijk, 2009; Eshet-Alkalai and Chajut, 2010). Therefore,
it is likely that the item difficulties would change if the items
developed here were presented to individuals from different
age groups or with different levels of education. In addition, a
different sample might take more or less time to solve the items
due to the differences mentioned above–for instance, more or
fewer problems with operational or formal skills. Accordingly,
if these items were to be used in a different age group, further
evidence on the validity of the intended test score
interpretations would need to be collected. If the item
difficulty of a few items had to be adjusted, one approach
might be to change the amount of ICT-specific knowledge
required (cf. Engelhardt et al., 2017). Further adaptations for
different target groups could concern the linguistic
presentation of the items and their contextualization.
Consequently, item development and outcomes may also
depend on sample characteristics such as age or education
level. However, we consider the assessment framework, design
principles, and even the presented strategies for considering
test-taker behavior to be independent of the sample
characteristics.

CONCLUSION

In the present study, we demonstrated that allegedly new domains
such as ICT skills can be related back to theories concerning well-
established constructs. Design principles completed the foundation
of the item development process. We assume that the presented
approach to item development and implementation is useful not
only for assessing ICT skills, but also other contemporary
constructs, such as 21st century skills, assessed in computer-
based simulations. Moreover, we assume that the presented
strategies for analyzing test-taking behavior, namely comparing
empirical test-taker interactions and processing times to a
theoretically defined minimum, could be useful for screening
item functioning and that the presented approaches can be
applied to performance items from other domains.
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