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The successful development and classroom integration of Virtual (VR) and Augmented
Reality (AR) learning environments requires competencies and content knowledge with
respect to media didactics and the respective technologies. The paper discusses a
pedagogical concept specifically aiming at the interdisciplinary education of pre-service
teachers in collaboration with human-computer interaction students. The students’
overarching goal is the interdisciplinary realization and integration of VR/AR learning
environments in teaching and learning concepts. To assist this approach, we
developed a specific tutorial guiding the developmental process. We evaluate and
validate the effectiveness of the overall pedagogical concept by analyzing the change
in attitudes regarding 1) the use of VR/AR for educational purposes and in competencies
and content knowledge regarding 2) media didactics and 3) technology. Our results
indicate a significant improvement in the knowledge of media didactics and technology.
We further report on four STEM learning environments that have been developed during
the seminar.
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1 INTRODUCTION

Learning new knowledge is a challenging task that requires a high degree of motivation, discipline,
and hard work (Ur, 1996). Using Virtual Reality (VR) and Augmented Reality (AR) for educational
purposes can lead to an increased motivation, a gain of experience with the direct application of the
learning contents, and a higher task performance (Bacca et al., 2014; Stevens and Kincaid, 2015;
Makransky and Lilleholt, 2018). These technologies demonstrate learning contents in an audiovisual
way and fulfill the conditions for supporting learning (Ericsson et al., 1993; Oberdörfer and
Latoschik, 2019a). The latter aspect can be achieved by following a gamified approach
(Oberdörfer, 2021). The technologies further enable learners to experience situations which
otherwise would not be possible. The learning content could be too dangerous or required
instruments are not available, e.g., due to their mere size or an instance of remote teaching
(Riegle and Matejka, 2006; Rogers et al., 2017).

For developing these motivating learning environments and integrating them into teaching
concepts, developers and educators need to possess interdisciplinary knowledge with regard to 1)
media didactics and 2) technologies of VR/AR (Petko, 2012; Knezek and Christensen, 2016). This

Edited by:
Manpreet Kaur Bagga,

Partap College of Education, India

Reviewed by:
Alcinia Sampaio,

Technical University of Lisbon,
Portugal

Roberto Pierdicca,
Marche Polytechnic University, Italy

*Correspondence:
Sebastian Oberdörfer

sebastian.oberdoerfer@uni-
wuerzburg.de

Specialty section:
This article was submitted to

Teacher Education,
a section of the journal
Frontiers in Education

Received: 09 April 2021
Accepted: 14 June 2021
Published: 30 June 2021

Citation:
Oberdörfer S, Birnstiel S, Latoschik ME
and Grafe S (2021) Mutual Benefits:

Interdisciplinary Education of Pre-
Service Teachers and HCI Students in
VR/AR Learning Environment Design.

Front. Educ. 6:693012.
doi: 10.3389/feduc.2021.693012

Frontiers in Education | www.frontiersin.org June 2021 | Volume 6 | Article 6930121

ORIGINAL RESEARCH
published: 30 June 2021

doi: 10.3389/feduc.2021.693012

http://crossmark.crossref.org/dialog/?doi=10.3389/feduc.2021.693012&domain=pdf&date_stamp=2021-06-30
https://www.frontiersin.org/articles/10.3389/feduc.2021.693012/full
https://www.frontiersin.org/articles/10.3389/feduc.2021.693012/full
https://www.frontiersin.org/articles/10.3389/feduc.2021.693012/full
https://www.frontiersin.org/articles/10.3389/feduc.2021.693012/full
http://creativecommons.org/licenses/by/4.0/
mailto:sebastian.oberdoerfer@uni-wuerzburg.de
mailto:sebastian.oberdoerfer@uni-wuerzburg.de
https://doi.org/10.3389/feduc.2021.693012
https://www.frontiersin.org/journals/education
www.frontiersin.org
https://www.frontiersin.org/journals/education#articles
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/journals/education#editorial-board
https://doi.org/10.3389/feduc.2021.693012


knowledge allows for an effective teaching with technology and is
referred to as Technological Pedagogical Content Knowledge
(TPCK) (Koehler and Mishra, 2005). Media didactics refers to
teaching with media or the design and use of media content for
educational purposes (Tulodziecki, 2012; Tiede and Grafe, 2016).
In-depth knowledge of media didactics enables the design and the
successful integration of VR/AR learning environments in
lessons, e. g, by retaining the students’ attention while using
immersive media (Kerawalla et al., 2006; Cuendet et al., 2013).
Technological content knowledge allows for a successful
development, operation (Dunleavy et al., 2009) and analysis of
these systems with regard to crucial qualities, e.g., usability. The
technological aspects of highly usable interactive systems are the
main focus of Human-Computer Interaction (HCI) (Dix et al.,
2004). Thus, an interdisciplinary educational concept that
combines the strengths of HCI and pedagogy seems promising
to foster the acquisition of TPCK.

Therefore, we designed a pedagogical concept and embedded a
corresponding course in the curriculum of pre-service teacher
education. To establish an interdisciplinary discussion, we also
embedded the course in the curriculum of an HCI bachelor’s and
master’s program. The seminar specifically introduces students to
the theoretical and practical concepts of integrating technologies
of VR/AR in teaching concepts (Bucher and Grafe, 2018; Bucher
et al., 2020). The students’ overall goal is to design a learning
environment, e.g., a serious game, targeting VR/AR as displayed
in Figure 1. Aside from requiring the students to apply their
knowledge, this goal fosters the knowledge exchange between the
students of the two different disciplines. However, despite an
increased accessibility of current game engines, such as Unreal
Engine (Epic Games Inc., 2021) and Unity (Unity, 2021),
especially pre-service teachers often struggle to implement
their learning environments using these frameworks. For
assisting this development and hence the learning process of
the students, we developed a tutorial accompanying the course.
The tutorial introduces the core concepts of using Unity and of
developing basic VR/AR applications. The tutorial further acts as

a workshop, thus allowing the students to implement their
projects in an assisted way.

1.1 Contribution
This paper presents and discusses the interdisciplinary core
concepts of the seminar and our tutorial guiding the process
of developing VR/AR learning environments. Following the
pedagogical concept, pre-service teachers and HCI students
gain practical experiences critical for a successful integration
of VR/AR applications in teaching and learning concepts. We
evaluate the effectiveness of the overall approach by analyzing the
change in attitudes regarding 1) the use of VR/AR for educational
purposes and in competencies and content knowledge regarding
2) media didactics and 3) technology over the course of the
seminar. Our results show a significant improvement in
knowledge of media didactics as well as of technology. The
study also shows a positive tendency of pre-service teachers to
integrate AR systems in their future teaching, while remaining
neutral toward the integration of VR. We further report on four
projects targeting STEM learning contents that have been
developed during the seminar. These learning environments
elicit a theoretically grounded educational concept and a good
technical realization. This indicates a successful transfer and
application of the theoretical learning contents of the seminar.
The description of the seminar and tutorial can act as a guideline
for the design of further interdisciplinary pedagogy and
technology-based courses.

2 THEORETICAL BACKGROUND

The powerful graphics engines of current game engines, e.g.,
Unreal Engine and Unity, are commonly used to develop VR/AR
applications. These game engines can audiovisually present
complex information, accurately simulate physical laws, and
are even used to demonstrate complex scientific problems (Lv
et al., 2013; Knote et al., 2019, Knote et al., 2020). Thus, interactive

FIGURE 1 |During the seminar and guided by our tutorial, students develop learning environments targeting AR (A) and VR (B).Horst–The Teaching Frog (A) deals
with the learning content of the anatomy of vertebrates. VRaccess (B) simulates the experimental setup needed for the production of ammonia.
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learning environments can simulate and demonstrate any
knowledge in any form (Perry and DeMaria, 2009).

By embedding the learning process in a serious game, the
learning process becomes an engaging, vivid, and inspiring
experience (McGonigal, 2011). Serious games feature an
educational aspect and are not solely developed for
entertainment (Anderson et al., 2009; de Freitas and Liarokapis,
2011). As a result, these games combine classical game design
elements with pedagogical aspects to create motivating learning
environments (Charsky, 2010). The learning, i.e., the application
and demonstration of the learning contents, is achieved by
mapping the learning contents to a serious game’s game
mechanics (Oberdörfer and Latoschik, 2019b).

Alternatively, to increase a learner’s motivation, non-gaming
learning applications can be enhanced by gamification (Seaborn
and Fels, 2015). Gamification refers to the implementation of
game design elements, e.g., highscores and achievements, in non-
gaming contexts to increase a user’s motivation toward using the
application (Deterding et al., 2011).

2.1 Educational Benefits of Virtual and
Augmented Reality
Learning applications targeting VR/AR are used in almost any
kind of area, but mostly focus STEM related topics (Bacca et al.,
2014; Freina and Ott, 2015).

VR bases on immersion, i.e., “the extent to which the computer
displays are capable of delivering an inclusive, extensive, surrounding,
and vivid illusion of reality to the senses of a human participant”
(Slater and Wilbur, 1997). Immersion is an objective characteristic
describing possible actions within a given system (Slater, 2009). The
level of immersion increases presence describing the subjective
sensation of being in a real place, i.e., accepting the virtual
environment as the current location, despite physically being in a
different environment (Slater, 2009). Hence, presence indicates the
perceived realness of the virtual experience (Skarbez et al., 2017). In
comparison to using a regular screen, wearing a Head-Mounted
Display (HMD) increases a user’s visual field on the virtual
environment. With a higher visual angle, the emotional responses
to audiovisual stimuli are increased (Gall and Latoschik, 2020). This
is crucial as it has a positive impact on a user in a learning situation,
e.g., increased task performance (Stevens and Kincaid, 2015) and
learning motivation (Makransky and Lilleholt, 2018). Also, the
spatial knowledge presentation enables learners to visualize and
to analyze complex learning contents (Dede, 2009; Freina and Ott,
2015), e.g., learning the application of affine transformations
(Oberdörfer et al., 2019). The direct and explicit audiovisual
demonstration of the knowledge further achieves implicit learning
(Slater, 2017).

AR three-dimensionally integrates virtual elements into the
real world while simultaneously allowing for an interaction in real
time (Azuma, 1997). Using AR applications in an educational
context can lead to an increased motivation, improvements with
respect to interaction and collaboration, and gaining experience
with the direct application of the learning contents (Bacca et al.,
2014). For instance, Mathland demonstrates the mathematics
behind the Newtonian physics and allows users to modify the

physical laws (Khan et al., 2018). Also, AR learning environments
can be designed to especially suit the requirements of special
needs education (Steinhaeusser et al., 2019).

2.2 Pedagogical Design of Learning
Environments
A learning process leads to a permanent improvement of
performance or of performance potential being caused by
experience and interaction with the world (Driscoll, 2013).
Several paradigms have been formulated to approach a
definition of the process of learning, i.e., the paradigms of
behaviorism, cognitivism, and constructivism (Kerres, 2018).
These paradigms can act as a guideline for the pedagogical
design of VR/AR learning environments and serious games.

The learning theory of behaviorism defines an individual learning
process as a black box and focuses on feedback. Behavioristic
learning takes place through positive or negative reinforcement
by the environment and by a repetition of the learning contents
(Kerres, 2018; Tulodziecki et al., 2019). In the context of game
design, behavioristic learning can be achieved by implementing
rewards, punishments, and an episodic gameplay. Reward game
mechanics, e.g., highscores, experience points, and loot upon
defeating an enemy, provide a player with positive feedback
about their actions. Punishments, e.g., reducing the durability of
a player’s equipment or simulating an injury slowing down a player,
give players negative feedback. An episodic gameplay is achieved by
designing short levels of which each represents an individual
challenge that can be repeated quickly.

In contrast to behavioristic learning, cognitivism defines learning
as a process that leads to the development of internal cognitive
structures (Kerres, 2018; Tulodziecki et al., 2019). Following the
theory of cognitivism, the learning process can be guided by the
provision of a specific problem that motivates players to tackle the
learning content, e.g., a background story introducing the player’s
goals. The learning process can also be controlled by providing a
tutorial that is followed by subsequent challenges leading to further
applications of the learning content. The underlying principles and
the results of a player’s actions need to be explicitly presented in an
audiovisual way to support the learning process. Finally, the
difficulty of the gameplay has to be adjusted to match the
learning effect and to take gained experience into account.

According to the learning theory of constructivism, learning is
defined as an individual knowledge construction process being
caused by the experience of a specific situation (Kerres, 2018;
Tulodziecki et al., 2019). Learning from a constructivist viewpoint
can ideally be achieved by providing an open-world setting with a
plethora of interaction possibilities. The mere exploration of the
virtual world can initiate the learning process by creating specific
situations. The provision of an agent interacting with the player
and initiating a reflective learning can be a substitute for the social
aspect (Bucher et al., 2018).

2.3 Implication for Teacher Education
For a successful development and integration in lessons of VR/
AR learning environment, developers and educators need in-
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depth content knowledge with respect to media didactics and
technology. The technologies of VR/AR can provide helpful
opportunities to improve the acquisition of complex learning
contents, e.g., by audiovisually demonstrating the underlying
principles or increasing a learner’s motivation. Competencies
in media didactics enable developers and educators to design
media content from a pedagogical point of view, e.g., designing
learning activities according to the learning theories. To enable
HCI students and pre-service teachers to acquire such an
interdisciplinary content knowledge, a specific education in
these two areas is needed. This finally leads to an
understanding for the complex relationship between
technology and pedagogical practices, i.e., TPCK.

3 TEACHING AND LEARNING WITH
VIRTUAL REALITY/AUGMENTED REALITY

The target group of the pedagogical concept “Teaching and
Learning with VR/AR” and the corresponding seminar are
HCI students and pre-service teachers. The main goals are,
that students learn about 1) the pedagogical design of media,
2) the sound integration of VR/AR applications in teaching and
learning concepts, and 3) technological qualities of good
educational systems (Bucher and Grafe, 2018; Bucher et al.,
2020). The pedagogical concept of the seminar follows the
paradigms of action-oriented teaching (Tulodziecki et al., 2013;
Tulodziecki et al., 2019; Tulodziecki et al., 2017) and learning by
design (Mishra and Koehler, 2003; Koehler and Mishra, 2005).

The approach of action-oriented teaching motivates teaching
concepts with different complex tasks, such as problems as well as
tasks of decision making, of design or of assessment (Tulodziecki
et al., 2017). Hence, an interdisciplinary design task was chosen to
indicate the relevance of the seminar’s contents. According to the
learning by design approach, a self-driven design of media
products facilitates the development of an understanding for
the complex relationship between the learners, the hardware,
and software used and the associated practices (Mishra and
Koehler, 2003; Koehler and Mishra, 2005). This leads to an
acquisition of TPCK (Koehler and Mishra, 2005). Following
these two approaches, the students design own media
products, i.e., learning environments targeting VR/AR, as well
as related lessons to solve authentic and specific pedagogical and
technical challenges. This work is done in interdisciplinary
groups to initiate a knowledge exchange between the students.
The aim is a reflection of the relationship between technology,
learning contents, and pedagogy. The approach of action-
oriented teaching and learning already demonstrated to be
effective for structuring classroom lessons (Grafe, 2008) as well
as for teaching at university level (Weritz, 2008). Also, the
learning by design approach yielded positive effects on the
technological content knowledge of pre-service and in-service
teachers (Koehler and Mishra, 2005; Koehler et al., 2007; Delello,
2014).

Aside from setting the main objective, we decided to leave the
conceptual design of the learning environments completely up to
the students. This freedom avoids restricting the students’

creativity and makes the learning environments to their
projects. This should result in a higher motivation to work on
their projects as they are no longer an external task but a personal
goal. In selecting learning content for their VR/AR learning
environments, the interdisciplinary groups are encouraged to
address a topic relevant to the pre-service teachers’ field of study.
The application has to be 1) designed from a pedagogical
standpoint, 2) designed to provide interaction techniques
eliciting a high usability, 3) embedded in a lesson or teaching
concept, and 4) running on the selected target platform, e.g., on a
smartphone or on a VR workstation. For developing their
learning environments, the Unity game engine is used.

Individual sessions as well as their distribution over the course
were structured into eight learning steps: 1) Introduction of the
complex design task and collection of spontaneous solution
proposals, 2) agreement on objectives and discussion of their
significance, 3) agreement on further procedure, 4) development
of basics for the task solution, 5) task solution, 6) comparison and
summary of solutions, 7) application tasks, and 8) continuation
and reflection of what has been learned.

Based on the two approaches, the following central principles
guided the design of the seminar:

• Interdisciplinary design and implementation of the
pedagogical concept

• Presenting a complex design task in the beginning
• Collaborative and student-centered task-processing
• Lecturer as coach, providing continuous feedback
• Support the design process by aligning it with theory and
practical examples

• Scaffolding authentic technology experiences
• Fostering reflection of the learning process and its results
• Fostering reflection of related knowledge, attitudes and
beliefs

The interdisciplinary core learning contents of the seminar are
based on theoretical principles of media didactics as well as HCI
as shown in Table 1. This allows for a learning of TPCK relevant
for a sound integration of VR/AR applications in teaching
concepts, the identification as well as operation of well-
designed learning application, and development of basic VR/
AR applications. The overall goal of the seminar leads to an
application of the content knowledge. Hence, the realization of
VR/AR learning environments even evokes a development of
relevant skills and hence competencies with regard to media
didactics and technology (Tulodziecki, 2012; Tiede and Grafe,
2016). The sessions over the course of the semester are structured
as followed:

1. Introduction to the seminar including a hands-on phase on
VR/AR applications

2. Conditions of media education and relevance of HCI
3. Conceptual design 1
4. Concepts of usability, user-centered design, and design

guidelines
5. Conceptual design 2
6. Conceptual design 3
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7. Learning paradigms
8. Empirical findings about learning with AR and VR and

Serious Games
9. Principles of 3D user interface design
10. Conceptual design 4
11. Instructional design with AR and VR
12. Evaluation of pedagogical and technical qualities of VR/AR

applications
13. Conceptual design 5
14. Final thoughts and farewell
15. Presentation of results

The conceptual design phases are intended to allow students to
conceptualize and to implement their VR/AR learning
environments. Simultaneously, these phases intend a training
of the participants’ technological skills (see Table 1) which are
highly relevant for implementing basic VR/AR applications. The
distribution of these phases aligns with the presentation of the
seminar’s theoretical contents. This allows the students to directly
apply these information by discussing and including them in their
concepts, thus ultimately fostering their content knowledge and
developing competencies.

However, the conceptual design phases are intended to allow
for a development and discussion of the conceptual designs with
the lecturer. As a result, they are not suitable for introducing
students to the concepts of implementing their projects using
Unity, i.e., developing technological skills. Thus, providing a
separate tutorial introducing the technological skills, i.e., basics
of application and game design with respect to VR/AR, is a critical
element to enable students completing the seminar’s overall goal.

4 STRUCTURE OF THE TUTORIAL

Aside from merely explaining Unity and the core concepts of
developing applications for VR/AR, i.e., the technological skills,
the tutorial aims to fulfill two additional goals. First, potentially
lacking a previous experience with programming, especially pre-
service teachers mostly are intimidated by the seminar’s
overarching goal. To help the students to overcome this initial
anxiety, the tutorial aims to motivate them and support their self-
esteem. We decided to tackle these goals by collaboratively
developing a small game step-by-step. Second, the students
often feel lost in the design process as it is hard to estimate
for them what features are feasible. This also may affect the
creativity in conceptualizing their actual projects. Therefore, the

tutorial aims to demonstrate how functions are designed. This
intends to support students’ understanding of the range of nearly
infinity possibilities and support the creative design process.

The tutorial consists of four core weekly sessions. Each of them
deals with a specific topic and guides the students through the
learning process step-by-step. For the remainder of the semester,
the tutorial acts as a workshop where students can receive
feedback and help.

4.1 Introduction to Unity
The first session deals with the process of installing Unity on the
students’ own computers. This step is critical as the game engine
provides a broad variety of different optional modules.
Identifying necessary modules might be impossible for users
without any previous knowledge with respect to this framework.
For instance, when developing for AR and targeting Android
devices, adding the Android Build Support module is crucial.
Therefore, the tutor guides the attendees of the seminar through
the setup process.

Subsequently, the students take a look at Unity’s user interface
by creating their first projects. Here, the tutor gives an overview of
the various windows and explains their functions. This also leads
to a development of an understanding for the specific vocabulary,
e.g., components, prefabs, and hierarchy window. To facilitate the
understanding, short demonstrations are given. For example, a
prefab, e.g., a cube, can be created in the hierarchy window. Once
created, the students watch it automatically appearing in the
actual scene.

4.2 Their First Game
The second session follows the goal of playfully introducing the
students to developing a small game. The students not only
familiarize themselves with Unity’s basic functions, but also
build up self-confidence. Instead of targeting VR or AR, the
game is a desktop build to avoid overwhelming the participants.
During the gameplay, users explore a simplistic virtual
environment by the means of typical keybindings, i.e., WASD,
and manipulate a toy car. The game is shown in Figure 2.

In particular, the session deals with the following topics and
introduces related concepts:

1. Creating virtual environments using basic 3D objects
2. Creating and using monochromatic materials
3. Importing and using assets from the Unity Asset Store
4. Using components, i.e., rigidbodies and colliders to

manipulate 3D objects

TABLE 1 | Overview of the theoretical learning contents.

Media didactics Human-computer interaction

Conditions Understanding and assessing conditions for media education Introduction to VR/AR and prominent effects (e.g., presence and
simulator sickness)

Theoretical concepts Prominent learning theories in regard to VR/AR Usability, user-centered design and usability design guidelines
Designing solutions Empirical findings about learning with VR/AR and instructional design with

VR/AR
Serious games design, 3d user interface guidelines, and
technological skills (e.g., using Unity)

Evaluation Evaluating media offers from a pedagogical perspective Evaluating media offers from the perspective of HCI
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5. Using ready-to-use scripts to implement interaction
possibilities

6. Testing the game in play mode
7. Building the game

4.3 Augmenting the World
In this lesson, the tutor introduces the students toVuforia (PTC Inc.,
2021) that allows them to realize AR projects easily. By
implementing a simple project, they learn how to develop an AR
application with Unity using the Vuforia plugin. They augment a
banknote, i.e., using it as an image target, as illustrated in Figure 3.
The session extents the students’ previous knowledge of using Unity
for simplistic game design by introducing the use of a plugin.

At the beginning, the tutor introduces Vuforia and
describe the plugin ’s core functions. Students learn to
prepare a project for AR by explaining them the settings
they must adjust, i.e., the build and player settings.
Subsequently, they prepare a scene that includes a
camera and an image target. For this, they upload the
desired image target to Vuforia ’s database and link it to
their respective projects. Students then create a 3D
content, e.g., three differently colored cubes, assign it
to the image target, and build their applications. As soon
as the students test their applications on smartphones,
they are usually amazed that they managed to augment
the real world.

FIGURE 2 | An example of the students’ first computer game created with Unity. In this first person game, the player can move freely in the environment and grab,
hold, and drop the toy car lying on the ground.

FIGURE 3 | In the students’ first AR app, simple 3D objects appear by scanning a bank note with the smartphone’s camera.
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4.4 Immersive Virtual Reality
Following the concept of the AR lesson, this session introduces
the development for VR as shown in Figure 4. Students again
implement a basic application allowing for a direct object
manipulation in VR using the SteamVR plugin (Valve
Coorperation, 2015–2021). For testing their applications, we
provide an HTC Vive pro (HTC Corporation, 2011–2021) to
further allow for a state of the art experience of VR. This session
fosters the knowledge acquired during the previous lessons, e.g.,
students develop another own project, while simultaneously
introducing a new concept, i.e., the development for VR.

The session starts with a quick explanation of the core
functions of the SteamVR plugin. Following this, students
create a simple virtual environment featuring some hand-sized
objects. Once they finished their designs, the tutor demonstrates
how to import the SteamVR plugin from theUnity Asset Store and
how to place the included player prefab inside of the scene. This
allows them to navigate through the virtual environment. To
allow navigation over greater distances, the tutor introduces the
concept of teleporting points and areas. Finally, students learn to
add the “Throwable” script of SteamVR to the hand-sized objects,
thus implementing a direct selection and manipulation.

4.5 Workshop Environment
With the end of the introductory phase, the tutorial changes its format
to a weekly workshop. The subsequent sessions allow students to work
on their ownprojects in groups and under supervision. At this point of
the semester, students mostly have developed their conceptual designs
and start with the implementation.

In the early weeks of the workshop phase, students often ask
questions about the implementation of basic functions and
solutions that go beyond the ones addressed during the
tutorial, e.g., realizing animations. The tutor supports the
students by showing them further basic features of Unity and

directing them to further sources of information, e.g.,
documentations, web-based tutorials or videos.

As the students progress through the development, they start
to write own scripts. Since this requires a lot of practice, the tutor
collaboratively analyzes and repairs their code. This leads to a
notable gain in technological skills as students start to produce
more advanced code over time.

Since the workshop takes place in a lab, it also acts as a test
environment. Here, students have access to the targeted
platforms, thus allowing them to test and polish their projects.

5 STUDY: ATTITUDE, CONTENT
KNOWLEDGE, COMPETENCIES

We evaluated the educational concept of combining the seminar
with our tutorial using a pre-test post-study design. At the
beginning of the winter semester 2019/20, we asked the
students attending the seminar whether they like to voluntarily
participate in a study. All volunteers gave their written consent to
participate in the study. Subsequently, during the first introductory
session of the seminar, participants filled in a short questionnaire.
The questionnaire consisted of three subcomponents assessing a
participant’s attitude with respect to 1) using VR/AR for
educational purposes, and competencies as well as content
knowledge with regard to 2) media didactics, and 3) technology.
This assessment was repeated at the end of the lecture period to
analyze the change in the participants’ attitude, content knowledge,
and competencies.

5.1 Measures
The questionnaire used in the study consisted of three
subcomponents. We administered the questionnaire in the
common language at the location of the study.

FIGURE 4 | This simple VR application was developed during the tutorial. The objects on the table can be grabbed and moved freely. These interactions can be
tested directly in Unity with or without a VR headset.
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5.1.1 Attitude: Virtual Reality/Augmented Reality for
Educational Purposes
For assessing the students’ attitude toward using VR/AR for
educational purposes, we used the interest and utility
subcomponents of the Teachers’ Attitudes Toward Computers
(Christensen and Knezek, 2009) questionnaire. We adjusted the
questions to the specific needs of this study by replacing the term
“computer” with “AR and VR”. Furthermore, we added an

additional question to assess the participants’ overall attitude
toward using VR/AR for educational purposes: ”Overall, how do
you assess the use of AR and VR applications in teaching?”

The final questionnaire consisted of 14 5-point Likert scales (5
� agree). The post-questionnaire featured two additional 5-point
Likert scales (5 � agree) assessing a participant’s tendency to
integrate VR/AR applications in their future teaching. Table 2
displays the questionnaire’s contents.

TABLE 2 | Attitude questionnaire: VR/AR for educational purposes.

Number Question

1 I think it would be entertaining and stimulating to work with AR and VR.
2 I want to learn a lot about AR and VR.
3 It is an exciting challenge to learn about AR and VR.
4 I would like to learn with AR and VR.
5 I can learn many things when I use AR and VR.
6 AR and VR could increase my productivity.
7 AR and VR can help me to learn.
8 AR and VR are essential tools, both in the educational context and in the professional context.
9 AR and VR can be useful teaching aids in almost all school subjects.
10 AR and VR improve the general quality of life.
11 If there were digital technology for using AR and VR in my classroom, it would help me to be a better teacher.
12 AR and VR could enrich special needs education.
13 AR and VR will improve education.
14 Overall, how do you assess the use of AR and VR applications in teaching?
Post-test questionnaire only
15 I plan to use AR in my future teaching.
16 I plan to use VR in my future teaching.

TABLE 3 | Media didactics questionnaire.

Number Question

1 I can describe and assess the media reality of children and young people on the basis of empirical findings.
2 I can describe and assess the consequences of the media reality of children and young people for my teaching.
3 I can appropriately present relevant learning paradigm approaches in the context of AR and VR.
4 I can appropriately present relevant media didactic approaches in the context of AR and VR.
5 I can describe and evaluate media didactic findings on teaching and learning with AR and VR.
6 I can analyze and evaluate existing teaching examples using AR and VR applications with regard to their associated objectives,

learning requirements, teaching actions, and learning activities.
7 I can analyze and evaluate existing teaching examples using AR and VR applications with regard to the content, social forms and

media or forms of experience associated with them.
8 I can analyze and evaluate existing teaching examples using AR and VR applications against the background of empirical results.
9 I can evaluate existing teaching examples using AR and VR applications from a normative and implementation-related perspective.
10 I can analyze existing AR and VR applications with regard to their assumed objectives, content, and methodological implications and

evaluate their suitability for my planned teaching.
11 I can analyze existing AR and VR applications with regard to their media design characteristics and forms of experience and evaluate

their suitability for my own planned teaching.
12 I can analyze existing AR and VR applications with respect to their underlying learning paradigms and evaluate their suitability for my

planned teaching.
13 I can plan and design teaching or project examples using AR and VR applications on the basis of theoretical media-pedagogical

approaches.
14 I can outline learning requirements, objectives, teaching actions, and learning activities for my designed classroom or project

examples using AR and VR applications.
15 I can outline content, social forms and media or experience forms for my designed teaching or project examples using AR and VR

applications.
16 I can plan and designmy own AR and VR application for teaching and learning purposes in a theoretically and empirically guided way.
17 I can reflect on a self-designed AR and VR application against the background of empirical, normative, and implementation-related

aspects.
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5.1.2 Media Didactics
For evaluating the students’ media didactics content knowledge
and competencies, we designed a specific media didactics
questionnaire shown in Table 3. The assessment instrument is
based on educational standards for different levels of
competencies of student teachers in the field of media
didactics (Tulodziecki, 2012; Tiede and Grafe, 2016). We
adjusted the questions to the specific needs of this study by
replacing the term “media” with “AR and VR”. Q1 - Q2 assess
content knowledge with respect to conditions for media
education, Q3 - Q5 target theoretical concepts, Q6 - Q9 focus
the design of instructional solutions, Q10 - Q12 assess evaluation
content knowledge, and Q13 - Q17 investigate a direct application
of the media didactics content knowledge. The questionnaire uses
a 4-point Likert scale (4 � agree) for each of the 17 questions.

5.1.3 Technology
For evaluating the students’ technological content knowledge and
competencies, we identified and assessed multiple relevant aspects.
Most importantly, we asked the participants whether they possess a
general understanding of the functionality of applications targeting
VR/AR (Koehler andMishra, 2009).We also asked the participants
to rate their content knowledge and competencies with respect to
usage of VR/AR devices and software. This knowledge is important
for a successful integration of these applications in teaching
concepts (Knezek and Christensen, 2016). As a third aspect, we
identified and assessed knowledge with regard to using game
engines for a development of VR/AR applications (Bacca et al.,
2014; Kerawalla et al., 2006; Tulodziecki, 2017). Finally,
participants rated their knowledge in usability. This provided
insights into their competencies with regard to underlying
principles for a good user interface design (Kerawalla et al.,
2006). The technology subcomponent consisted of nine 4-point
Likert scales (4 � agree) and is displayed in Table 4.

5.2 Participants
23 students completed the course held during the winter semester
2019/20 at the University of Würzburg. Seven of them were
enrolled in the HCI program and 16 of them studied to become a
teacher. Over the course of the seminar, they formed four
interdisciplinary groups of which each developed a VR/AR
applications targeting a STEM topic.

Of the 23 students, only nine volunteered to take part in our
study. Four of them were pre-service teachers (all females) and
five of them were studying HCI (1 female, 4 males). On average,
the pre-service teachers were in their fourth study semester
(SD � 1.00) and the HCI students were in their 3.4th study
semester (SD � 1.02). All pre-service teachers studied at least
one of the STEM areas. Table 5 gives an overview of the
participants’ educational background.

5.3 Results
To evaluate the questionnaire, we computed the mean of the
average total score for each of the subcomponents. We used non-
parametric tests for the evaluation due to the ordinal data
gathered and the small sample size. Using the exact Wilcoxon
signed rank test, we compared the ratings obtained at the
beginning and at the end of the seminar. The effect size was
determined by computing Pearson r.

5.3.1 Attitude: Virtual Reality/Augmented Reality for
Educational Purposes
Comparing items 1–14 of the VR/AR attitude subcomponent
measurements (Mpre � 3.56, SDpre � .54, Mpost � 3.53,
SDpost � .77) across all students revealed no significant
improvement (z � −.07, p � .488, r � .02). The results of the
additional post-questionnaire items indicate descriptively that
after completing the seminar the pre-service teachers plan to use
AR (M � 3.50, SD � 1.73) rather than VR (M � 2.50, SD � 1.29)
applications in their later teaching.

5.3.2 Media Didactics
Comparing the media didactics subcomponent measurements
(Mpre � 1.97, SDpre � .67, Mpost � 2.97, SDpost � .48) across all
students revealed a significant improvement with a large effect
size (z � −2.67, p � .002, r � .89, see Figure 5).

We further analyzed whether the participants’ field of study
had an effect on our measurements. The ratings of the pre-service
teachers (Mpre � 2.07, SDpre � .67, Mpost � 3.28, SDpost � .19) did
not differ significantly but showed a large effect size (z � −1.83,
p � .063, r � .91). In contrast, the ratings of the participants
studying HCI (Mpre � 1.89, SDpre � .74, Mpost � 2.72,
SDpost � .51) improved significantly with a large effect size
(z � −2.02, p � 031, r � .90, Figure 5).

TABLE 4 | Technology questionnaire.

Number Question

1 I know the basic technical functioning of AR applications.
2 I know the basic technical functioning of VR applications.
3 I can operate an augmented reality application.
4 I cannot operate an HMD.
5 I can create an AR or VR application using a simple design framework.
6 I cannot create an AR or VR application using an advanced development framework.
7 I have knowledge about the appropriate design of an AR or VR application in terms of usability.
8 I can design an AR or VR application appropriately with respect to a high usability.
9 I can analyze and evaluate an AR or VR application appropriately with respect to usability.
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5.3.3 Technology
Comparing the technology subcomponent measurements
(Mpre � 2.63, SDpre � 1.27, Mpost � 3.42, SDpost � .79) across all
students revealed a significant improvement with a large effect
size (z � −2.21, p � .016, r � .73, see Figure 6).

We further analyzed whether the participants’ field of study
had an effect on our measurements. The ratings of the pre-service
teachers (Mpre � 1.36, SDpre � .14, Mpost � 2.72, SDpost � .71) did
not differ significantly but showed a large effect size (z � −1.83,
p � .063, r � 92). Also the ratings of the participants studying
HCI (Mpre � 3.64, SDpre � .58,Mpost � 3.98, SDpost � .05) did not
differ significantly but showed a large effect size (z � −1.34,
p � .250, r � .60, see Figure 6).

5.4 Discussion
The empirical analysis suggests an overall positive effect of the
seminar on the pedagogical and technological content knowledge,
i.e., TPCK, and competencies of the students. However, with
respect to their attitude of using VR/AR for educational purposes,
we found no significant difference between the two points of
measurement. While this is surprising, it could be explained by

the already widespread utilization of VR/AR for education and
entertainment. Participants most likely had contact to these
technologies before the seminar and created their opinion on
this topic. This opinion might have led to a strong personal stance
toward these technologies. Despite the efforts of discussing
positive aspects during the seminar, participants might have
not been convinced to overcome their personal hesitations.
Another potential explanation lies in the relatively short
duration of the seminar. Although lasting for 15 consecutive
weeks, the time might still be too short to change the attitude of
the participants. This would indicate the importance of a
continuous discussion of using VR/AR for educational
purposes during pre-service teacher education.

The group of the pre-service teachers reported in the post-test
to consider integrating AR systems in their future teaching. This
outcome supports the general goal of the seminar. Pre-service
teachers recognized the potentials of AR learning environments
and felt confident with their operation to consider an integration
in their teaching concepts. The neutral stance toward
implementing VR systems in their future teaching could be
explained by the current availability of VR devices in

TABLE 5 | Overview of the participants’ educational background.

Number Subjects School level

Pre-service teacher
1 Mathematics, Latin, ancient Greek High school
1 Chemistry, biology High school
1 Mathematics, English Secondary school
1 Mathematics, industrial education, physical education Special education

Human-computer interaction
4 Master —

1 Bachelor —

FIGURE 5 |Comparison of the media didactics scores between the pre- and post-questionnaire across HCI students, pre-service teachers (PST), and all students.
Error bars indicate standard deviations. *: p < 0.05, **: p < � 0.01.
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classrooms. While most students already own AR devices like
smartphones, VR systems are rarely available in schools.

The analysis of the media didactics subcomponent revealed a
significant improvement across all participants over the course of
the seminar. This provides a first evidence for the validity of the
structure, concept, and selection of learning contents of the
seminar. Following the approaches of action-oriented teaching
(Tulodziecki et al., 2017) and learning by design (Mishra and
Koehler, 2003; Koehler and Mishra, 2005), the seminar
successfully enabled students to acquire theoretical knowledge
of media didactics and to apply it while designing their
applications and relevant lessons. This significant improvement
was also present when only focusing on the HCI students. In this
way, our results provide evidence that the concept of the seminar
not only supports the acquisition of interdisciplinary learning
contents, but also supports an interdisciplinary composition of
the students. For the HCI students, the acquired media didactics
content knowledge and competencies could be a key component of
their overall education. Knowledge in media didactics could be
beneficial for their later careers, e.g., for developing educational
software or providing tutorials explaining the functionality of a
system. Surprisingly, the improvement on the side of the pre-
service teachers was not significant. However, we found a large
effect size despite having a very small sample of pre-service
teachers. As a result, it is possible to assume that the seminar
also had a strong positive effect on the media didactics content
knowledge and competencies of pre-service teachers.

With regard to the technology subcomponent, we found a
significant improvement across all participants over the course of
the seminar. This further supports the effectiveness of the
structure of the seminar, the used approaches of action-
oriented teaching as well as learning by design, and the
concept of our tutorial. After undergoing the tutorial,
participants successfully designed their own VR/AR learning

environments, thus learning about the relationship between
technology, learning contents, and pedagogy. Also, our results
confirm previous research demonstrating the effectiveness of the
learning by design approach (Koehler and Mishra, 2005; Koehler
et al., 2007; Delello, 2014). While not statistically different, the
participants of the pre-service teacher group showed a strong
increase in their ratings with a large effect size over the course of
the seminar. Considering the small sample size, this result
supports the potential effectiveness of our approach of
educating pre-service teachers in integrating the technologies
of VR/AR in teaching concepts. The slight improvement on
the side of the participants of the HCI group could be
explained with their previous knowledge in implementing VR/
AR systems gained over the course of their studies.

6 STUDY: PROJECTS

Following the learning by design approach, the development of a
VR/AR learning environment plays is a central component. Thus,
we present the four projects that have been developed over the
course of the seminar. Since a comprehensive analysis of the
individual projects would be out of scope for this paper, we
identify the implemented core interaction possibilities as well as
the fulfilled aspects of serious games and learning paradigms (see
section 3). In this way, the analysis reflects the development of an
understanding for the complex relationship between technology
and pedagogical practices, i.e., TPCK.

6.1 Results
Over the course of the seminar, four different projects were
developed. Each group had complete freedom in their design
choices. The projects target the 1) anatomy of vertebrates (AR), 2)
2D geometry (AR), 3) climate zones (AR), and 4) production of

FIGURE 6 | Comparison of the technology subcomponent scores between the pre- and post-questionnaire across HCI students, pre-service teachers (PST), and
all students. Error bars indicate standard deviations. *: p < 0.05, **: p < � 0.01.
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ammonia (VR). Since the seminar bases on the learning by design
approach, the projects provide a further insight into the
effectiveness of the seminar.

6.1.1 Horst–The Teaching Frog
Learning about the anatomy of vertebrates includes learning
about the different organs and their functions. Horst–The
Teaching Frog is an AR learning application targeting the
learning of a frog’s anatomy (Oberdörfer et al., 2020,
Oberdörfer et al., 2021).

Learners can virtually dissect a frog, closely inspect each organ
as well as learn about its functions, and test their content
knowledge in a quiz. Horst–The Teaching Frog bases on a
large, but visually realistic soft toy of a frog named Horst. The
frog is augmented with a pouch hiding various image targets,
i.e., the frog’s organs. By cutting the frog open, i.e., opening a
zipper at the frog’s belly, the image targets become visible and can
be scanned using the camera of the smartphone as Figure 1 and
Figure 7 display. Scanning the image targets places a 3Dmodel of
each organ above the respective target, thus visualizing the
internal structure of the animal. As each image target is
attached using a small piece of velcro, the frog can be further
dissected allowing for a close inspection of each organ. By placing
the image target of an organ next to a magnifying lens target, the
application displays further biological details about the organ.

Horst–The Teaching Frog includes various modes either
simulating the dissection, i.e., a guided dissection and a free

mode, or testing a student’s knowledge in a quiz. Each mode also
implements a gamification system. The system rewards users with
achievements and highscores that are intended to increase a
learner’s motivation to repeat the learning contents using the
application.

With respect to the learning paradigms, the free mode of the
dissection can be helpful to use the application in constructivistic
teaching and learning environments in the classroom. The quiz as
well as the individual analysis of the organs reflects aspects of the
learning paradigm of behaviorism. Following the guided
dissection, the application elicits aspects of cognitivism.

6.1.2 ARes
Learning about 2D geometry as well as coordinate systems is a
difficult challenge for young pupils. They have to develop an
understanding for the connection between a coordinate system
and the position and dimensions of elements in it. The AR serious
game ARes targets the training of this learning content.

The overall goal is to help the little dragon Ares to find its way
out of a dungeon as shown in Figure 8. Each dungeon represents
a mathematical exercise requiring learners to either determine
the position of an object, the distance between two objects, or
the angle to which a door has to rotate to allow Ares to fly
through it. The exercises are given in form of large image targets,
i.e., papery worksheets. Scanning such a target turns the exercise
into one of the game’s dungeons. During the gameplay, a user
can select objects by touching them and enter correct solutions
about the object’s properties using a virtual keyboard. After
having solved an assignment, a door inside of the dungeon
opens and Ares escapes through it. Finally, ARes displays a
summary screen showing a user’s numeric inputs. This
debriefing allows to foster the understanding of the learning
content (Crookall, 2011).

Solving these mathematical puzzles rewards players with
experience points and achievements. While the achievements
provide an incentive to try out various approaches, the experience
points are designed to cause a longtermmotivation to repetitively
play the game. These points can be exchanged for different skins
of Ares in a virtual shop.

In summary, AResmostly implements aspects of behaviorism,
e. g, short levels and rewards, and partly of cognitivism, e.g.,
background story and direct application of the learning contents.
It further follows core principles of serious games by mapping the
application of the learning content to the integral game
mechanics.

6.1.3 Globoli
Developing an understanding for the various climate zones and
the geographical structure of the Earth is a central learning goal of
young pupils. The AR learning environment Globoli tries to assist
students in acquiring this knowledge as Figure 9 illustrates.

When playing Globoli, learners firstly need to scan the image
target of the Earth resulting in the planet being displayed. Using a
pinch gesture, users can scale the planet up or down as well as rotate
it by touching the 3D model and moving the finger across the
touchscreen. On the planet, each continent is intended to be an
active area. However, the developing group only implemented Asia

FIGURE 7 | Dissecting a frog using AR. Each marker represents an
individual organ.
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and Africa. By pointing with the cursor, i.e., a red dot, at a
continent, it can be selected. The overall goal of using Globoli is
to assign six animals to the correct continent. Animals are
represented on additional image targets that can be placed next
to the globe. As soon as the application has recognized a target,
a 3D model of the respective animal is shown. By selecting a
continent and subsequently touching an animal, learners
assign it. Immediate feedback informs learners about the
correctness of their selection.

In summary, Globolimostly implements aspects of behaviorism.
It segments the learning content into small units, i.e., the correct
assignment of each animal represents an individual learning unit.
This allows for a quick repetition of the learning content.

6.1.4 VRaccess
VRaccess deals with the learning content of producing ammonia
using the Haber-Bosch process. Using VR, learners can immerse
themselves in a virtual laboratory featuring all relevant
instruments, e.g., a compressor, a heater, and a catalyst as
shown on Figure 1. By directly interacting with the
instruments, users can alter respective variables that directly
affect the process and hence the purity of the results as depicted
in Figure 10. This allows for a self-directed exploration and
experimentation, thus targeting constructivistic learning in the
classroom. The purity is indicated by the output molecules,
green molecules represent ammonia whereas blue and yellow
molecules visualize hydrogen and nitrogen.

FIGURE 8 | By solving mathematical puzzles, players guide the little dragon Ares through small dungeons. The gameplay fosters the development of an
understanding for coordinate systems and 2D geometry.

FIGURE 9 | Globoli displays a virtual Earth on the player’s desk. The overall goal is to assign various animals to the correct continent.
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By pointing at an instrument using an inspect interaction,
VRaccess displays central information about each instrument at a
black board. This decision was made to assist the development of
an understanding for the underlying chemical processes. By
achieving various degrees of purity, learners unlock
achievements that change the appearance of the laboratory. To
foster collaborative learning and a reflection of the experiences,
VRaccess also provides an external view featuring an overview of
the concrete values set by the user immersed in the simulation.

In summary, VRaccess supports constructivistic and
behavioristic, i.e., by using gamification, learning, follows the
principles of serious games, i.e., it maps the application of the
learning content to the integral game mechanics, and implements
principles of 3D interface design, e.g., providing feedback
compensation by highlighting interaction possibilities with
objects as displayed in Figure 10 (LaViola et al., 2017).

6.2 Discussion
The successful development of four learning applications in
combination with the significant improvement of the
technological content knowledge and competencies supports
the concept of the seminar and our specific tutorial. This is an
important outcome as it indicates that pre-service teachers and
HCI students not only learned about the theoretical concepts
during the seminar, but also managed to expand their
technological content knowledge and to establish competencies
by developing these applications. Each VR/AR learning
environment elicits an educational design indicating the
successful transfer of the pedagogical contents discussed
during the seminar. The projects also reflect a sound technical
implementation by providing interaction techniques allowing for
a direct application of the encoded learning contents. The projects
further follow the fundamental design of serious games by
requiring the application of the encoded learning contents as
user interactions (Oberdörfer and Latoschik, 2018). Based on
these interactions, learners receive immediate feedback about the

results of their actions. In this way, the design of the projects
supports a successful learning of the relationship between
technology, learning contents, and pedagogy, i.e., TPCK, as
intended by the learning by design approach. Finally, as the
pre-service teachers integrated the VR/AR learning environments
in teaching concepts, all of the four projects could already be used
in classroom teaching. This further confirms the approach of
offering such an interdisciplinary seminar targeting a pedagogy
and technology-based education.

7 DISCUSSION

The analysis of the effectiveness of the seminar as well as our tutorial
was twofold: we empirically evaluated the acquisition of content
knowledge as well as competencies and discussed the projects that
have been developed during the seminar. The first study revealed a
significant improvement in content knowledge and competencies of
media didactics as well as technology, i.e., TPCK. Also, the pre-
service teachers reported a positive tendency to integrate AR systems
in their future teaching, while remaining neutral toward the
integration of VR. This outcome supports the overall concept of
the seminar. The pre-service teachers acquired content knowledge
and competencies that are highly relevant for their future teaching
but beyond their typical areas of study. The study of the VR/AR
learning contents that have been developed during the seminar
revealed theoretically grounded educational concepts and good
technical realizations. This result suggests that the learners
successfully applied the theoretical learning contents while
developing their projects.

Overall, this validates the selection of the seminar’s theoretical
learning contents as listed in Table 1 and the requirement of
designing a VR/AR learning environment. In this way, the
combination of providing and discussing theoretical learning
contents while simultaneously requiring their application for
designing VR/AR learning environments indicates to be a

FIGURE 10 | By manipulating the scientific instruments inside the virtual laboratory, users adjust variables affecting the purity of the production of ammonia.
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successful concept. The results might also have been positively
influenced by the background of the lecturer and the tutor. The
lecturer of the seminar has an interdisciplinary background and
hence could explain the theoretical learning contents from the
point of view of both disciplines. The tutor has an HCI and VR
development background and thus is experienced with the
realization of VR/AR projects. This might have increased the
understandability of the presented information and facilitated the
learning process.

8 LIMITATIONS

Unfortunately, only nine of the 23 students volunteered to
participate in our study. As a result, our sample size is rather
small which becomes even more problematic when focusing on
the two different groups, i.e., pre-service teachers and HCI
students. This could have skewed our measurements. Despite
revealing very promising results, it is important to conduct a
larger study to confirm our initial measurements.

Also, we did not focus an assessment of the effects of the
interdisciplinary composition of the project groups. The results
indicate a strong learning effect with respect to media didactics in
both groups and technological content knowledge as well as
competencies on the side of the pre-service teachers. However,
it remains unclear whether this is purely an effect of the learning
contents discussed in the seminar or also affected by an
interdisciplinary exchange during the collaborative phases. In
addition, we did not test whether pre-service teachers can
independently develop own VR/AR learning environments
after having completed the seminar. Thus, it is important to
analyze the effects of such an interdisciplinary composition on
the learning outcome in future studies.

Finally, due to a lack of achievement tests with regard to media
didactic competencies and technological skills, themeasurement was
based on self-assessment. In conjunction with a potential social
desirability, this might have confounded the results. Future research
need to focus on the development of VR/AR-specific standardized
competency achievement tests to be used for the evaluation of
pedagogical concepts using VR/AR in higher education.

9 CONCLUSION

In this paper, we presented the core concepts of an
interdisciplinary seminar targeting the education of pre-service
teachers and HCI students and in designing integrating
technologies of VR/AR in teaching concepts. The seminar
combines learning contents of pedagogical design of media,
integration of VR/AR applications in teaching concepts, and
technological qualities of good educational systems. As an
overall goal, students develop and integrate an own VR/AR
learning environment. We developed a specific accompanying
tutorial guiding students through the developmental process.
Attending the tutorial, students gain practical experiences,
i.e., technological skills, necessary for a successful integration
of VR/AR applications in teaching concepts.

Over the course of the winter semester 2019/20, HCI students
and pre-service teachers attended the seminar. By analyzing the
development in the attendees’ attitude with respect to 1) using VR/
AR for educational purposes, and competencies and content
knowledge with regard to 2) media didactics, and 3) technology,
we evaluated the effectiveness of the seminar. Our results indicate a
significant improvement in content knowledge and competencies of
media didactics as well as technology, i.e., TPCK, and a positive
tendency of pre-service teachers to integrate AR systems in their
future teaching. However, the participants remained neutral toward
the integration of VR. We further report four projects targeting
STEM learning contents that have been developed during the
seminar. These learning environments elicit a theoretically
grounded educational concept and a good technical realization.
This indicates a successful transfer and application of the
theoretical learning contents of the seminar. The description of
the seminar and tutorial can act as a guideline for the design of
further interdisciplinary pedagogy and technology-based courses.

Future work should target a large-scale evaluation of the
effectiveness of the approach presented in this paper. Also, it is
important to analyze to what extent the interdisciplinary
collaboration between HCI students pre-service teachers affected
the learning outcome. Finally, it is critical to analyze to what extend
HCI students and pre-service teachers benefit from the content
knowledge and competencies acquired over a longer time.
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