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The Inference-Making and Reasoning in Biology (IMRB) measure is an assessment tool
intended to 1) aid university personnel in advising students on course enrollment, 2) identify
students in need of interventions to increase their reasoning skills and likelihood of
completing STEM majors, 3) support instructors in determining growth in students’
reasoning skills, and 4) provide a measuring tool to gauge success of higher-education
interventions intended to increase reasoning skills. Validity arguments for these four uses of
the IMRB are provided by implementing a validity argument approach. This work
exemplifies the advantages of framing validation studies within a validity argument
framework.
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INTRODUCTION

Previous research has shown that making inferences during reading is beneficial, as it is associated
with forming a better mental model of the depicted situation (Kintsch, 1998; McNamara, 2004;
Butcher, 2006). In Kintsch (1998) Construction-Integration (CI) Model, readers form different
representations of text (each of which can range from low to high quality) depending on the extent to
which they incorporate their own prior knowledge: 1) a surface form or verbatim text model, similar
to a “photographic memory” of the text; 2) a textbase or gist model of the text, which is a summary of
what was read, but without adding any information from the reader’s prior knowledge; and 3) a
situation model in which information from the text is incorporated with information from the
reader’s prior knowledge. The situation model is posited to be a higher level of comprehension than
the textbase (Royer et al., 1987; Graesser and Britton, 1996). From a practical standpoint, these
comprehension quality differences arise because more inferences are generated when forming a
situationmodel than a textbase representation of the text. Further, the during-reading processes (e.g.,
such as bridging inferences and elaborative inferences) and the reading strategies (e.g., summarizing,
self-questioning, making a drawing) required to form a situation model are far more sophisticated
than those required for forming a textbase representation of the text.

Many undergraduate students fail to perform well in freshman biology courses: one-half of
students drop out of life sciences majors, andmost after their first year (National Science Foundation,
2006). Poor performance in STEM is caused by a number of cognitive processes and motivation
summarized by Pintrich (2000). In this manuscript we have focused on one of the higher order
cognitive processes, deductive reasoning. Other cognitive skills interacting with deductive reasoning
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are activating prior knowledge, identifying key points, organizing
material, and synthesizing materials (Van Meter et al., 1994;
Gurlitt and Renkl, 2010). However, a student with complete
mastery of these cognitive skills without self-motivation to put
them into effect will perform poorly (Gutherie et al., 2004; Cleary
et al., 2017; Cromley et al., 2020b). Measuring a student’s
cognitive mastery and motivation for all of these variables
would be overwhelming, which is why we focused on the
higher order cognitive processes of deductive reasoning. A
deficit in deductive reasoning may show up as students not
being adept at drawing inferences from material learned in
classes and from textbooks (Cromley et al., 2010)—akin to
forming a situation model. Early intervention, additional
supports, and course placement recommendations allow
students to develop better reasoning abilities, leading to
improved performance and less attrition. Over the last several
years, researchers across universities developed a measure that
assesses students’ inference-making and reasoning abilities in
biology.

The construct of interest, inference-making and reasoning, is
defined as “applied reasoning with recently presented
information” (i.e., the ability to use evidence statements and
artifacts to arrive at sensible and accurate conclusions). The
context for this construct is undergraduate introductory
biology coursework. The Inference-Making and Reasoning in
Biology (IMRB) measure is intended to provide valid inferences
for undergraduate students in introductory biology, mostly

representing biochemistry and biology-related majors,
including students at 4-year universities and colleges (but not
2-year schools) in the United States. Scores from the IMRB are
intended to help academic advisors work with students to make
appropriate course selections and seek additional supports when
needed.

For any measure, it is imperative to evaluate whether it can be
used in the ways it was intended. There are four intended uses for
IMRB test scores and all four must be validated. The intended
uses are to.

1. make student course placement recommendations (course
placement);

2. identify students who could benefit from additional supports,
such as workshops, tutoring, and mentoring (identification);

3. document biology reasoning growth over a semester
(growth); and

4. support achievement and retention intervention research,
such as comparing the effects of supports for at-risk
students (intervention research).

Table 1 provides a comprehensive summary of appropriate
and inappropriate uses for the IMRB.

This paper not only lays out the validity arguments that lend
support for these uses, but it also provides an exemplar for
constructing and presenting a validity argument for any kind
of assessment. Acknowledging that validation efforts for any

TABLE 1 | IMRB: Summary of appropriate and inappropriate uses.

Appropriate uses

(paper or computer administration,
group or individual administration)

Inappropriate uses

(unless or until evidence is gathered to
support validity for these purposes)

• Together with ACT or SAT scores, to place students into regular introductory
undergraduate biology courses without any remedial work on biology reasoning

• To place students into regular introductory undergraduate biology courses based
on the IMRB scores alone, without taking account of ACT or SAT scores

• Exception: Students who sincerely try to answer all questions and obtain a score of
2, 1, or zero should not be placed in regular introductory undergraduate biology
courses without any remedial work on biology reasoning, regardless of ACT or SAT
scores

• To exclude students in order to reduce class size or other non-academic reasons

• To identify students possibly at risk of undergraduate introductory biology course
failure, in order to provide supplemental help

• To inform students whether they are “suited” for biology as a discipline

• For research purposes, as a predictor of student course grades—with or without
other measures—provided the IMRB is administered within the first 2 weeks of a
regular semester (14–16 weeks)

• To track growth in student reasoning

• To evaluate faculty work individually or as a department, to reward or punish
biology instructors or to make decisions about teaching assignments

• To directly predict whether students might remain in a STEM major
• To predict scores on other tests (besides course grade)
• To “stand for” or measure general reasoning, reasoning in domains other than

biology, or to measure learning ability or anything other than reasoning with new
biology information

• As part of assigning grades in a course, or to use instead of instruction
• To make any other coursework placement, scholarship/funding, program

continuance, or other consequential decisions other than as noted in Appropriate
uses

• To use with 2-years college or high school, or non-US undergraduate biology
students

• To make any decisions based on improper administration of the IMRB (e.g.,
completed collaboratively or with help, given as a “take home”, used as “practice”
in a class meeting, etc.)
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measure are ongoing (Kane, 2013), this paper also identifies gaps
and possible counterarguments where more research could be
conducted to strengthen this validity argument. The summary of
the validity argument for the IMRB uses can be found in Figure 1
and Figure 2 and is a useful resource for the reader to refer to
throughout.

INFERENCE-MAKING AND REASONING IN
BIOLOGY DEVELOPMENT

The IMRB is designed to measure deductive reasoning from
newly-presented biology information. The reasoning is deductive
in that conclusions can be drawn from two pieces of presented
information; this is distinguished from inductive reasoning or
pattern detection, which is also important for biology learning.
No information from prior knowledge is needed, beyond the
most basic information such as “cells make up tissues.”

The assessment tasks for the IMRB are short paragraphs of
content taught at the end of a semester of survey biology courses
designed for science majors (e.g., biology, biochemistry,
neuroscience). The stimuli, which focus on the immune
system, are provided to examinees to read and then examinees
are asked to respond to 15 multiple-choice questions. The

multiple-choice questions are designed to elicit inference-
making and reasoning skills as the distractors contain
common misconceptions that students make based on the
stimuli. Some items have associated graphics (e.g., diagrams,
tables)—with an example in Figure 3.

The first version of the IMRB was developed from student
statements while reading from their biology textbook (Cromley
et al., 2010). Students (n � 91) were asked to say everything they
were thinking while learning from passages about the immune
system, and—among other codes—students’ inferences were
categorized as correct or incorrect. The think-aloud sessions
(Cromley et al., 2021; Dai et al., 2018) were 40-min in length.
The resulting passages and statements were then used to create
brief deductive reasoning items, where the correct inferences
from the think-aloud study were used as correct answers to 4-
option multiple-choice reasoning items, and incorrect inferences
(e.g., over-generalizations, under-generalizations, or restatements
of a premise) were used as distractors.

Twenty-five items were initially developed, and were piloted
with 737 undergraduate introductory biology students. Items that
did not perform well in reliability analysis were deleted, resulting
in the first 15 items of the IMRB.

For the development of new IMRB items, the 15 old items
were reviewed to uncover content-based perspectives for why
those items performed well. Additionally, 86 think-alouds
were conducted on the newly selected passages—also
obtained from an introductory undergraduate biology
textbook—using biology course alumni. Based on the
information collected, item specifications were reverse
engineered for the development of a new set of 21 items to
be field tested and added to the IMRB pool. Of these, 15 new
IMRB items were preserved—resulting in a total of 30 IMRB
items. Thus, there are two 15-item parallel versions
(i.e., Form A and Form B) of the IMRB.

VALIDATION METHODOLOGY

While the Standards for educational and psychological testing
(American Educational Research Association, American
Psychological Association, and National Council on Measurement
in Education, 2014) provide assessment practitioners with valuable
guidance on the kinds of validity evidence available along with some
methods for its assessment; they do not provide a framework within
which to construct a validity argument. Kane (2006), Kane (2013)
picks up where the Standards fall short by providing example lines of
validation research through the use of chains of inference that lead to
assumptions, evidence, and rebuttal. For educational assessments,
the main goal of the validity argument is to provide support for

FIGURE 1 | (A). Summary of the IMRB validation research findings.

1Illustration fromAnatomy and Physiology by J. G. Betts, K. A. Young, J. A.Wise, E.
Johnson, B. Poe, D. H. Kruse, O. Korol, J. E. Johnson, M. Womble, and P. DeSaix,
2013. Houston, TX: OpenStax (https://openstax.org/books/anatomy-and-
physiology/pages/18-4-leukocytes-and-platelets) Betts et al., 2013. Illustration
used and modified under CC BY 4.0 license. The authors of this manuscript
added text below the illustration to provide an example of a test question that might
accompany a graphic-based stimulus
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the proposed interpretations and uses for the results of the
assessment. The resulting conclusions and decisions are
typically made based on a series of assumptions. Evidence
must be collected to support these assumptions in order to
place any faith in the decisions made based upon results.
Further, what links evidence and assumptions are inferences
which are generally backed by solid theory or experience.
Oftentimes, there are alternative hypotheses that contradict
the assumption. These alternative hypotheses can also be
supported using evidence. In the absence of evidence to
support the alternative hypotheses and in the presence of
evidence that support the assumption, the assumption is
considered plausible. A chain of these inferences can be built
to further develop the validity argument where the assumption
from a previous inference serves as the evidence for the
following inference.

This process of chaining inferences was explained by Toulmin
(1958) and has been found to be useful in measurement theory
(Mislevy, 1996; Mislevy et al., 2002). Figure 4 shows an example
adapted to a multiple-choice assessment that uses slightly
different terminology than Toulmin (1958).

While this manuscript aims to exemplify the implementation
of the validity argument approach to test score interpretation and
use validation, it does not intend to compare various frameworks.
For a thorough and critical comparison of various approaches to
presenting validity evidence, within the context of language
assessments, see Im et al. (2019) compelling review. These
authors expand on the work of Chapelle and Voss (2014) who
present an historical review of the evolution of test validity

theories and practices (e.g., Messick, 1989; Bachman, 2005;
Kane, 2006; Bachman, and Palmer, 2010).

Kane (2013) framework for validation presents a two-stage
process for developing a validity argument that is based on
Toulmin (1958) approach, but does streamline some aspects of
the labor-intensive process. The first stage is to provide the
interpretation/use argument—the internal logic for gathering
information and making inferences that guides the user from
test administration to reliable, accurate interpretation and
appropriate use. Once the assertions are organized such that
they hold together logically, a validity argument is built by
gathering evidence to determine how well the assertions are
factually supported by data.

The interpretation/use argument provides the necessary logic
to support the interpretations and uses of test scores by making
explicit the inferences, claims, and assumptions necessary to
make links between the observed test score and intended
interpretations and uses.

Chapelle and Enright (2010) compared the utility of the
argument-based approach to more traditional presentations of
validity evidence as applied to the Test of English as a Foreign
Language™ (TOEFL®) and found the advantages to be four-fold in
that it allows for a more natural unfolding of evidence to 1) frame
the intended score interpretations and uses, 2) outline the essential
validation research, 3) structure research results, and 4) posit
challenges to the validity argument. Thus, the argument-based
approach to validity is a principled method for the development of
assumptions tied to inferences that ultimately support the intended
score interpretations and uses of the measure under study. While
the comparative efforts (e.g., Chapelle and Enright, 2010; Chapelle
and Voss, 2014; Im et al., 2019) have been developed within the
context of language assessments, they easily generalize to other
assessment constructs, such as inference-making and
reasoning—the focus of the IMRB.

For the IMRB uses, there are six levels of inference addressed:
Description, Evaluation, Generalization, Explanation, Extrapolation,
and Utilization. These are broad categories, each building on the
previous. This “building” of inferences can be thought of as
articulating each critical transition point where a type of
modeling or sampling has taken place. For the IMRB, six such
points have been identified. For example, within the Description
inference, the construct is defined (or modeled through its verbal
description); next, the construct is sampled through the development
of items, representing the Evaluation inference. Likewise, scores on
the IMRB are assumed to adequately reflect (or model) an
examinee’s ability on the construct at the time they took the test
leading to the interpretation that the test score serves as a good proxy
for construct ability—making up part of the Generalization
inference. We can make and support these progressively more
abstracted assumptions within each inference level. Some
assumptions are relevant for all the intended uses, while others
may bemore specific to just one. Assumptions specific to a particular
use will be identified in the appropriate sections. At a high level, the
six inferences can be defined in the following ways:

• Description—The construct of interest is defined, and the
test design is developed.

FIGURE 2 | (B). Summary of the IMRB validation research findings.
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• Evaluation—Examinees take the test and are evaluated,
resulting in observed scores on the instrument; the test
quality is also evaluated.

• Generalization—An argument is made that the observed
score can be interpreted as an expected score on any test
form or test occasion (i.e., scores are reliable).

FIGURE 3 | Example IMRB test question1.
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• Explanation—The expected score is used to classify
examinees into performance categories, thus allowing the
expected score to explain performance on the criterion of
interest.

• Extrapolation—Examinees’ skill levels on the construct
are inferred based on the classification assigned or
score obtained; that is, performance on the
assessment is a proxy for performance on the
criterion of interest.

• Utilization—Decisions are made based on the skill level
inferred.

Table 2 provides the interpretation/use argument for the
IMRB where the six inferences are further defined.

The validity argument provides the supporting evidence for
the interpretation/use argument, ultimately resulting in the
ability of IMRB assessment stakeholders to confidently use
test scores in one of the four intended ways with the
specified audience (students at 4-year colleges and

universities). The validity argument also provides
counterarguments for some assumptions that warrant them,
identifies weaknesses in the argument, and highlights next steps
for strengthening the argument—and ultimately, the IMRB
assessment.

DATA COLLECTION

Throughout the validity argument that follows, various
research studies (beginning in fall 2008 and concluding in
spring 2018) based on data collected from consenting students
from two universities is referred to. Table 3 provides a list of
the various data collection time points by semester along with
the sample size and phase of IMRB development. In total,
4,688 students participated in some aspect of the IMRB
development. Of those, demographics are available for 1,784
students. Participants represented various races and
ethnicities where groups historically underrepresented in

TABLE 2 | Framework for developing the validation argument—inferences and assumptions.

Inference I Description—define and develop the intended measurement targets
Assumptions
1 The construct has been defined
2 Observable attributes and relevant content areas are well-established and appropriate
3 Assessment tasks provide evidence of observable attributes in relevant content areas

Inference II Evaluation—evaluate test quality, ensuring observed scores accurately reflect test performance
Assumptions
1 The assessment is constructed to draw from the pool of available items to adequately sample the underlying domain
2 The assessment is administered under appropriate conditions
3 Scoring procedures result in scores accurately reflecting inference-making and reasoning ability
4 Items demonstrate appropriate statistical quality

Inference III Generalization—evaluate generalizability, ensuring observed scores can serve as expected scores on any test
form or occasion

Assumptions
1 Stimuli selection and item development use similar processes to elicit desired inference-making skills
2 The form construction process results in forms of similar distribution of task types and psychometric properties
3 Statistical analyses of observed scores on specific forms show them to be good predictors of expected score on any form
4 Equating and scaling methods accurately place scores from different forms onto a common scale

Inference IV Explanation—evaluate that expected scores can be reduced to meaningful classifications
Assumptions
1 Cut scores are established through appropriate standard setting or statistical methodologies
2 Tests are assembled to provide adequate precision along the score scale near the cut score
3 Test-based strategies alone do not result in increased likelihood of correct responses
4 Correct responses result from accurate inference-based strategies

Inference V Extrapolation—evaluate that classifications explain performance for the criterion of interest
Assumptions
1 Assessment tasks adequately reflect performance outside of the testing environment
2 An IMRB score is a predictor of gateway biology achievement
3 An IMRB score is a predictor of retention in STEM.
4 Other measures of inference-making and reasoning correlate, as theoretically expected, with IMRB scores
5 The IMRB is capable of showing growth over a semester

Inference VI Utilization—evaluate that the level of skill inferred from test scores can be used to make meaningful decisions
about examinees

Assumptions
1 Stakeholders understand the meaning of IMRB test scores, appropriate use and interpretation of those scores, and any

limitations on their interpretation and use
2 Decisions based on IMRB scores are useful
3 Decisions based on IMRB scores are fair and just
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STEM (e.g., Black, Hispanic) made up 23% of the samples.
Fifty-nine percent were females. Forty percent were first-
generation college students. For individual studies where
demographic data of this type were collected, they are
reported within each of the evidence summaries appearing
within the next section.

VALIDATION RESULTS

The next sections are organized by each level of inference and
contain both the evidence to support its associated assumptions
along with a description and justification for the methods used to
supply that evidence where warranted.

Inference I: Description
In the following sections, we define the construct and how it is
measured. Observations of IMRB performance should reflect the
identified attributes and appropriate assessment tasks that
represent the full breadth and depth of the target domain. To
support this inference, evidence has been collected to show that.

• the construct has been defined,
• observable attributes and relevant content areas are well-
established and considered appropriate, and

• the assessment tasks provide evidence of observable
attributes in relevant content areas.

Assumption 1: The Construct Has Been Defined
For any measure, there is a target for what is intended to be
assessed. Clear definition of the construct helps ensure better
test design and test score use. The construct for the IMRB is
inference-making and reasoning, described as “applied
reasoning with recently presented information.” Applied is
defined as “the application of a principle to a specific
situation,” reasoning is defined as “a deductive inference,”
and recently presented is defined as “new facts and relations
gleaned from stimuli” (e.g., a passage or diagram) for the

associated item or from stimuli previously presented within
the same assessment.

Assumption 2: Observable Attributes and Relevant
Content Areas Are Well-Established and Appropriate
Instructors and textbooks do not make every relation in the
domain explicit; students must draw their own conclusions
(i.e., engage in inference-making) to fully understand the
course material. Inferences are critical for deep understanding
and play a vital role in the transfer of learning to new contexts
(Cromley et al., 2010; see also; Cromley et al., 2013). Poor
reasoning skills can have detrimental direct and indirect effects
on persistence in STEM majors (Lawson et al., 2007). Thus, the
IMRB is intended to identify students who may struggle with
reasoning. The context within which inferences are elicited is new
information that has not been previously taught. The content is
not necessarily important beyond it being biological in nature and
not previously learned. For the IMRB, immune system content is
suitable for reasoning with new information as students typically
do not learn the material in high school except at the most
superficial level. Therefore, all learners have equal opportunity to
acquire and reason with the new information. The endocrine
system is another example of an often-untaught area of high
school biology. Future IMRB development could consider
including stimuli and test items that address the endocrine
system.

Further, immunology is like other often-taught areas of
biology, e.g., evolution, ecology, and neurology—there is basic
terminology, and the main parts of the systems are defined.
However, one must also understand the positive and negative
interactions of the basic parts to have in-depth understanding.

For the IMRB to remain viable, it is important for regular
evaluations to continue for those students who have been
observed to lack an in-depth understanding of the immune
system. Should teaching practices change (e.g., the immune
system is given more emphasis in secondary education), the
interpretation of IMRB test scores would also change.

Observable attributes (i.e., drawing inferences and reasoning)
can be categorized into various types of inferences:

• Hypothesis Generation (HYP)—posing a hypothesis about
how something might work when the hypothesis is not
already stated in a stimulus

• Local Inference (INFLOC)—making a conclusion across
two adjacent sentences in a stimulus

• Global Inference (INFGLOB)—drawing a conclusion across
nonadjacent segments of a stimulus

• Knowledge Elaboration Before Test (KEBT)—combining
information from a stimulus with information not found in
the stimulus (i.e., prior knowledge) to draw a conclusion

• Knowledge Elaboration Earlier in Test (KEET)—combining
information found in a stimulus with information found in
a previous item’s stimulus (i.e., information learned while
taking the test) to draw a conclusion

Some inferences are intended to be elicited by test items (HYP,
INFLOC, INFGLOB), and others are not (KEBT, KEET). The

TABLE 3 | Semester for participation, sample size (N), and development phase.

Semester N Development phase

2008 Fall 91 Initial Passage & Item Development
2008 Fall 152 Initial Field Trial
2009 Spring 355 Initial Field Trial
2009 Fall 474 Initial Field Trial
2010 Spring 301 Initial Validation Administration
2010 Fall 208 Initial Validation Administration
2011 Spring 251 Initial Validation Administration
2015 Spring 307 Initial Validation Administration, Pretest
2015 Spring 226 Initial Validation Administration, Posttest
2016 Fall 86 New Passage & Item Development
2016 Fall 267 New Passage & Item Development
2017 Fall 1,511 New Field Trial
2017 Fall 37 New Validation Administration
2018 Spring 192 New Validation Administration, Pretest
2018 Spring 230 New Validation Administration, Posttest
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intended inferences are those made based only on the
information presented in the stimulus for the associated items.
The unintended inferences are those made due to prior
knowledge the examinee may have, which is a threat to the
premise that the information presented is new and not previously
taught. However, this only applies to the KEBT inference. The
KEET inference reflects learning that may occur while taking the
test, but it does threaten the assumption that the test items are
locally independent; responses to items are supported only by the
stimulus specific to the item and not by stimuli or material
presented for other items. A violation of local independence
does not necessarily threaten the use of test scores.

Assumption 3: Assessment Tasks Provide Evidence of
Observable Attributes in Relevant Content Areas
The assessment tasks for the IMRB are short paragraphs
containing content typically not taught in most gateway
biology courses, though they are later covered in courses
designed for science majors (e.g., biology, neuroscience). The
stimuli are read by examinees, who are then asked to respond to
multiple-choice questions that are designed to elicit inference-
making and reasoning skills with distractors (answer choices)
containing common misconceptions students might make based
on the content of the stimulus. These misconceptions were
discovered in two think-aloud studies, the first with 91
students (68% female, 31% male, 1% unidentified; 40% White,
23% Black, 31% Asian, 6% mixed race or other race; 40% first-
generation college students) in introductory biology courses
(2008 fall semester; Cromley et al., 2010) and the second with
an additional 37 biology students (2017 fall semester; 51%White,
37% Asian, 7% Latino/Latina, 6% of other races; 21% first-
generation college students). In both studies, students read the
stimuli and researchers noted any inferences—accurate or
inaccurate—that the students made. The inaccurate inferences
(or reasoning errors) were then used as distractors for items
developed to accompany the stimuli on the IMRB.

Inference II: Evaluation
While the description inference requires individual assessment
tasks to adequately reflect the target domain, the evaluation
inference requires the test—an organized sampling of the
assessment tasks—to produce an observed score reflective of
inference-making and reasoning in the target domain. Thus,
the focus of the evaluation inference is to provide evidence
that methods for test assembly, administration, and scoring
are appropriate. To support this inference, evidence has been
collected to show that.

• the assessment is constructed to draw from the pool of
available items such that the underlying domain is
adequately sampled,

• the assessment is administered under appropriate
conditions,

• scoring procedures produce accurate scores that are
reflective of inference-making and reasoning ability, and

• items on the assessment demonstrate appropriate statistical
quality.

Assumption 1: The Assessment Is Constructed to
Draw From the Pool of Available Items to Adequately
Sample the Underlying Domain
The stimuli in the IMRB are taken from one of the later
chapters of a widely used biology textbook (Campbell and
Reece, 2001) not often covered in high school. This is a
sufficient sampling technique for immune system content,
but it may be worth broadening the scope of sampled
content if it is desirable to generalize to all biology content
not taught in high school. This would allow for building the
argument that inference-making in the immune system
content area generalizes to other new content areas as well.
While this assumption is not fully supported, it does not
detract from the utility of the IMRB.

Assumption 2: The Assessment Is Administered Under
Appropriate Conditions
It is desirable to allow for the IMRB to be administered under a
range of conditions, including in a proctored computer
laboratory or with a self-guided Blackboard module (a virtual
learning environment). More research is needed to evaluate
whether IMRB test scores are comparable under the variety of
conditions anticipated. Institutions are encouraged tomake use of
necessary policies that confirm the identity of test-takers. In all
cases (except for students with prearranged accommodations),
IMRB test sessions are timed (30 min).

A formal user manual (Cromley et al., 2020a) has been
developed with entry-level biology course instructors as the
intended audience and includes instructions for administering
the IMRB. Adherence to the test administration guidelines has
not yet been evaluated. Once the manual becomes operational,
observational studies could be performed to ensure standardized
administration of the IMRB, which would strengthen the ability
to compare IMRB scores across individuals and timepoints.

Assumption 3: Scoring Procedures Result in Scores
Accurately Reflecting Inference-Making and
Reasoning Ability
A think-aloud study consisting of 86 participants (fall 2016
semester) who had completed an introductory environmental
and organismal biology course required for life sciences majors
within two prior years was designed and implemented to
determine whether the IMRB tests the intended
construct—inference-making and reasoning ability. They
were 51% White, 37% Asian, 7% Latino/Latina, and 6% of
other races. Twenty-one percent of examinees were first-
generation (neither parent with a Bachelor’s degree) college
students. In an individual 1-h session, participants were asked to
“think aloud” as they answered 15 multiple-choice questions.
Responses were audio-recorded, transcribed, and coded for
item-response-strategy-use based on a modified and
previously published coding scheme (Cromley et al., 2010),
resulting in a total of 9,705 coded utterances. For each code,
a within-subjects analysis was used to compare the proportion
of utterances verbalized when questions were answered
incorrectly to when questions were answered correctly in
order to determine which codes were associated with correct
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answers. Eight predictions based on construct validity
arguments, prior test-taking research, and problem-solving
research were made and evaluated.

This study revealed partial-to-full support for seven of the
eight predictions. Cromley et al. (2021) provide a full discussion
of the methods and results. Briefly, the findings supported three
patterns from IMRB study participants. First, they more often
made accurate inferences when responding correctly to a test
question than when responding incorrectly to test questions.
Second, those responding correctly to test questions did not
have greater prior knowledge than study participants
responding incorrectly to test questions. Third, those who
responded correctly to test questions did not show any
greater understanding of the vocabulary in the stimuli and
test questions than study participants responding incorrectly
to test questions.

While recent research (Sato et al., 2019) shows that many
students take nonbiological approaches to answering questions
and arrive at the correct response despite wrong thinking, our
findings support that the IMRB questions do elicit inference-
making behavior (not just test-taking strategies or prior
knowledge) in participating students, and this is associated
with a higher probability of responding correctly to items
(Cromley et al., 2021). Thus, the IMRB test score is a good
proxy for deductive reasoning.

Assumption 4: Items Demonstrate Appropriate
Statistical Quality
The IMRB user manual (Cromley et al., 2020b) contains
technical details on the statistical quality of IMRB test
questions and test forms. Analyses conducted include the
calculation and review of item difficulty, point biserial
correlations, IRT parameter estimates, differential item
functioning (DIF), and IRT-model fit. These analyses were
conducted on the 15 original items and 21 field test items used
to create two parallel test forms. Field test items that exhibited
serious violations of statistical quality criteria were eliminated
from potential use on future test forms.

Additionally, an exploratory factor analysis (EFA) and
confirmatory factor analysis (CFA) using different datasets
were conducted. The EFA employed principal axis factoring
using responses to the 15 IMRB items from students in a fall
2016 organismal biology course. Data were collected in the
semester’s first 2 weeks. Students (n � 267) were instructed to
take the IMRB on their own time using personal computers
through a Blackboard module as a pretest for an intervention
study. The EFA revealed one significant factor, suggesting that the
IMRB is a unidimensional assessment, as intended.

The 1-factor CFA was conducted using fall 2017 item response
data (n � 1,511) and was determined to fit the data well (RMSEA
� 0.018, CFI � 0.987, TLI � 0.985). All 15 items loaded on the
latent factor with a standardized loading of 0.400 or higher.

Inference III: Generalization
The generalization inference requires the observed score on a
single test form be reflective of the expected score on any test
form. This can be achieved through task and test specifications

that ensure form parallelism, form equating, and scaling
procedures that ensure score equivalency. To support this
inference, evidence was collected to show that.

• stimuli are selected and items are developed using a similar
process to elicit desired inference-making skills,

• the test form construction process results in forms of similar
distribution of task types and psychometric properties,

• statistical analyses of observed scores on specific forms show
them to be good predictors of expected score on any form, and

• equating and scaling methods accurately place scores from
different forms onto a common scale.

Assumption 1: Stimuli Selection and Item
Development Use Similar Processes to Elicit Desired
Inference-Making Skills
IMRB test development follows a principled approach: The stimuli
for IMRB test items are taken or modified from a widely used
biology textbook (Campbell and Reece, 2001). The stimuli come
from a chapter on the immune system, which ensures that the
majority of IMRB test-takers are seeing new material.

Participants (n � 91) from an introductory biology course
(2008 fall semester) were presented with an illustrated passage
from their own biology textbook and were asked to think aloud
while learning from the passage during a 40-min session
(Cromley et al., 2010). The material was later covered in their
course. The sessions were audio-recorded and coded for several
strategies (e.g., paraphrasing), verbalizations about vocabulary,
prior knowledge activation, word reading, and inferences. Coded
inferences were separated into within-text inferences and prior-
knowledge-to-text inferences. Both correct and incorrect
deductions made by students were included. In writing items,
the relevant content was located within the long text that was used
to draw correct within-text inferences, and then question stems
were written that would require the correct inference. Distractors
were developed based on incorrect statements and inferences
provided by participants in the think-alouds. Twenty-five items
were initially developed and piloted with 737 undergraduate
introductory biology students across three semesters (i.e., 2008
fall, 2009 spring, and 2009 fall semesters; see Table 3). Items that
did not perform well in reliability analyses were deleted, resulting
in the 15 items of the IMRB.

For the development of new IMRB items, these original 15
items were reviewed to uncover content-based perspectives on
why these items performed well. Additionally, 86 think-alouds
with biology course alumni were conducted on the newly selected
passages in the 2017 fall semester. Based on the information
collected, item specifications for the development of a new set of
21 items were drafted. A larger item pool allowed for the
development of alternate (i.e., parallel) test forms.

Assumption 2: The Form Construction Process
Results in Forms of Similar Distribution of Task Types
and Psychometric Properties
The 21 new IMRB items were field tested (2017 fall semester,
n � 1,511), and 15 of the best performing items were retained,

Frontiers in Education | www.frontiersin.org September 2021 | Volume 6 | Article 7275399

Fechter et al. Validity Argument for IMRB

https://www.frontiersin.org/journals/education
www.frontiersin.org
https://www.frontiersin.org/journals/education#articles


resulting in a pool of 30 IMRB test items (i.e., 15 original items
and 15 new items). From these 30 items, two 15-item test forms
were developed. Items were allocated to forms based on IRT
item parameter estimates: the difficulty parameter and
discrimination parameter. Test characteristic and
information curves were simultaneously optimized to reflect
the smallest difference between forms. Content experts then
reviewed the selected forms and made adjustments to account
for the imbalance of items with diagrams and to avoid multiple
items coming from a single passage. Once items were selected,
they were ordered within the forms to avoid instances of
clueing.

Assumption 3: Statistical Analyses of Observed
Scores on Specific Forms Show Them to Be Good
Predictors of Expected Score on Any Form
The IMRB consists of two test forms, A and B, built to be parallel
to one another (scores on Form A are interchangeable/
comparable with scores on Form B). Evidence to support
comparability comes from the secondary analysis of
examinee performance on test forms (2018 spring semester),
including a comparison of descriptive statistics and test
characteristic curves.

Among essentially equivalent samples, Form A and Form B of
the IMRB are comparable with mean test scores of 8.75 (SD �
3.44) for Form A (n � 122) and 8.20 (SD � 3.12) for Form B (n �
118). Cronbach alpha reliability estimates are 0.75 for Form A
and 0.71 for Form B. These reliability estimates are modest;
typically, reliability estimates of 0.85 or greater are expected, but
considering the IMRB is used for making low-stakes decisions
and consists of only fifteen items, a reliability of 0.70 or greater is
considered adequate (Nunnally, 1978).

Most convincingly, based on the test characteristic curves (see
the left panel of Figure 5), interchangeable scores between the
two forms are supported—note that the curves plotted are nearly
overlapping.

Assumption 4: Equating and Scaling Methods
Accurately Place Scores From Different Forms Onto a
Common Scale
Test formswere developed using preequated IRT parameter estimates.
In spring 2018, both test forms were delivered to students in

introductory biology courses at two universities. Participants
(n � 192) took only one test form, and forms were randomly
assigned to participants. Postequating of the forms was conducted
(a commonly accepted practice for accurately placing scores for two
or more forms onto the same scale). The resulting number correct
equivalents between test forms can be provided upon request.

Inference IV: Explanation
The explanation inference requires that expected scores be attributed
to proficiency in the target domain through implementation of
appropriate standard setting procedures, test assembly protocols
that ensure score precision near cut scores, and item classifications
that agree with item performance. Thus, scores are used to classify
examinees into categories of performance or ability. To support this
inference, evidence needs to be collected to show that.

• the cut score is established through appropriate standard
setting or statistical methodologies,

• tests are assembled to provide adequate precision along the
score scale near the cut score,

• use of test-based strategies alone do not result in increased
likelihood of correct responses, and

• correct responses result from the use of accurate inference-
based strategies.

Assumption 1: Cut Scores Are Established Through
Appropriate Standard Setting or Statistical
Methodologies
The original goal for the IMRBwas to establish a cut score that could
serve to classify examinees into one of two categories: likely or
unlikely to successfully complete a postsecondary introductory
biology course with a grade of C or better. However, after
analyzing the semester-end course grades, SAT/ACT scores, and
fall 2017 IMRB scores, data revealed that the predictive ability of the
IMRB is strongest in combination with SAT/ACT scores. That is,
SAT/ACT and IMRB scores have a compensatory relationship with
one another, where a low score on one and a high score on the other
may still result in successful course completion. Therefore, a single
IMRB cut score is not needed to best utilize the IMRB test results.
Based on these findings, ordinary least squares (OLS) regression-
based prediction models were used to develop a course grade

FIGURE 4 | A Toulmin diagram for an aspect of an example multiple choice assessment.
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prediction calculator, contained in a spreadsheet, into which an
advisor or professor can input various test scores (e.g., IMRB score,
SAT/ACT quantitative score, and/or SAT/ACT verbal score). Once
scores are input, the calculator applies the most appropriate linear
regression weights to predict the final introductory biology course
grade for a student.

Assumption 2: Tests Are Assembled to Provide
Adequate Precision Along the Score Scale Near the
Cut Score
Items for the test forms were selected to provide approximately
similar information curves based on the IRT item parameter
estimates used for preequating test forms (see right panel of
Figure 5). There is no single cut score that has been identified
to determine whether students should be offered remediation
or advised to take remedial courses before their introductory
biology course. Instead, in most cases, the IMRB can be used in
conjunction with SAT/ACT scores to determine the best
guidance for individual students. That is, low scores on the
IMRB can be compensated with high scores on the SAT/ACT
and vice versa. Therefore, either a matrix of cut scores or a
course calculator can be used to incorporate available test
scores to make student advising decisions. Thus, it is
anticipated that precision should be adequate across a range
of scores and not particularly peaked at a single cut score. The
evaluation of IRT-based information graphics is helpful for
determining where along the score continuum the IMRB is
most useful.

As observed in the right panel of Figure 5, test forms are most
informative between -1.0 and +1.2 theta, which translates to a
range of 5–12 number correct score points (see left panel). Thus,
scores between 5 and 12 will be the most precise and will be most
useful for making decisions about students.

Assumption 3: Test-Based Strategies Alone Do Not
Result in Increased Likelihood of Correct Responses
Cognitive think-aloud results from the 2016 fall semester (n � 86)
show that the use of test-based strategies alone (e.g., re-reading
questions) do not increase the likelihood of correct responses
(Cromley et al., 2021). Findings show that using test-based
strategies hindered performance and prolonged the time spent
choosing a correct response. Test-taking strategies did not result
in a greater likelihood of responding correctly to test questions
during the think-alouds. In some cases, such strategies resulted in
a greater likelihood of responding incorrectly. Thus, test-wiseness
does not help a student perform well on the IMRB; rather, as
intended, engaging in accurate inference-making and reasoning
does help a student perform well. A more detailed discussion of
these findings is available (Cromley et al., 2021).

Assumption 4: Correct Responses Result From
Accurate Inference-Based Strategies
Cognitive think-aloud results from the 2016 fall semester (n � 86)
provide support that inference-based strategies increase the
likelihood of correct responses (Cromley et al., 2021).
Inference-based strategies resulting in accurate inferences did

result in a greater likelihood of responding correctly to test
questions during the think-aloud sessions.

Inference V: Extrapolation
The extrapolation inference requires that the classification
decision be reflected in contexts outside the exam
environment through correlations to valid external criteria;
that is, assigned classifications should accurately represent the
examinee’s skill level on the construct. To support this inference,
evidence has been collected to show that.

• assessment tasks adequately reflect performance outside of
the testing environment;

• an IMRB score is a predictor of gateway biology achievement;
• an IMRB score is a predictor of retention in STEM;
• other measures of inference-making and reasoning correlate,
as theoretically expected, with the IMRB scores; and

• the IMRB is capable of showing growth over a semester.

Assumption 1: Assessment Tasks Adequately Reflect
Performance Outside the Testing Environment
Outside the IMRB testing environment (i.e., in biology courses),
students are asked to read and listen to instructional material. Much
of the material must be used for making inferences because explicit
connections between concepts are not always made in course
readings and lectures. It is this skill that the IMRB is intended to
identify and access. In addition to course expectations, results of the
student cognitive interviews from the 2016 fall semester (n � 86)
show that students are making inferences (Cromley et al., 2021) as
intended and expected in their courses. Therefore, the IMRB test
questions are designed such that the inference-making skill must be
employed to arrive at a correct response.

Assumption 2: An Inference-Making and Reasoning in
Biology Score Is a Predictor of Gateway Biology
Achievement
Course grade in gateway biology courses is the outcome measure
used to determine course achievement. Therefore, IMRB student
scores should correlate with course grade to be considered a good
predictor of achievement. Previous research shows that when the
IMRB is given at the beginning of the semester, the score has a
significant correlation with the end-of-semester grade (Dai and
Cromley, 2014). For instance, scores were significantly correlated
with course grade at week 2 (r � 0.27) and week 12 (r � 0.55), with
a greater correlation observed toward the end of the semester.
Using the 2018 spring semester administrations (n � 196), the
correlation between course grade and IMRB scores is 0.20. More
factors than the student’s ability to reason with new information
inform a final course grade in any course; therefore, this
correlation is quite good and expected.

One could argue that the intent of college entrance exam
scores (e.g., SAT/ACT) is to predict performance in first-year
college courses, making additional assessment unnecessary.
However, a series of secondary data analyses collected from
research studies using the IMRB shows that use of the IMRB
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score in regression analyses with other outcome measures results
in increased ability to predict course grade. For example,
including the SAT Critical Reading score, previous chemistry
grade, and prior GPA as predictors of course performance, the
IMRB score was still a significant independent predictor,
contributing an additional 13.5% of the variance that
explained course grade. Additionally, several regression
analyses show that the IMRB score explains additional
variance (from 0.6 to 14.4%, depending on sample) associated
with undergraduate introductory biology course grades above
that explained by SAT/ACT verbal and math scores. Across nine
samples, the average added value of the IMRB score is the ability
to explain 6.5% additional variation in course grade.

Assumption 3: An Inference-Making and Reasoning in
Biology Score Is a Predictor of Retention in STEM
One use of the IMRB is identifying and supporting students who
may be at risk for dropping out of STEM-related majors. It
should follow that if the IMRB score has predictive validity for
retention in STEM majors, then the IMRB is useful for
identifying students who might be at risk for attrition.
Unpublished findings show that students with higher IMRB
scores, regardless of whether they took the IMRB at the
beginning or end of the semester, tended to self-report that
they would likely remain in STEM, while those with lower IMRB
scores at either the beginning or end of the semester tended to
end the semester by self-reporting that they were unlikely to
remain in STEM. Additionally, another study showed that
students who began biology with higher IMRB scores (based
on the original set of 15 items) were less likely to drop out of
STEM majors 2 years later (Dai and Cromley, 2014).

Assumption 4: Other Measures of Inference-Making
and Reasoning Correlate, as Theoretically Expected,
With Inference-Making and Reasoning in Biology
Scores
Correlational studies with other tests that measure inference-
making and reasoning would help to further support that the
IMRB does measure what it intends. Plans for introducing other
measures into similar research studies are currently underway.
Presently, the lack of this evidence is noted as a limitation.

Assumption 5: The Inference-Making and Reasoning
in Biology Is Capable of Showing Growth Over a
Semester
It is necessary to show that the IMRB provides enough range in
item difficulty to measure growth from the beginning to the end
of the semester. The 30 IMRB test items range in difficulty along
the IRT-based ability metric of −1.18 to 2.66 with a mean of 0.25
(SD � 1.03). This metric (i.e., theta) can be interpreted like a
z-score along a normal curve. Results show item difficulty is well
dispersed and tends to be slightly more difficult than the ability of
average examinees (mean � 0.0, SD � 1.0) to which items were
scaled.

The test design needs to allow for precise estimation of
performance at both the beginning and end of the semester
and should, therefore, include item-selection methods that

avoid floor and ceiling effects for test scores. Mean number
correct scores during the first 2 weeks of the semester,
calculated for spring 2018 examinees (n � 192), are 8.72 (SD �
3.65) for Form A and 8.74 (SD � 3.11) for Form B. This
distribution shows that the IMRB is suitable for assessing
reasoning skills at the start of a semester. Previous secondary
analyses of collected data show that changes in scores from week
2–12 have a large effect on final course grade (b � 2.37). That is, a
1-point score increase was associated with 2.37 percentage points
above the course mean of 60.5, suggesting that the IMRB is
sensitive to detecting an increase in reasoning skill.

In addition to maintaining parallel test forms, it may also be
wise to develop alternate test forms where one is meant to assess
incoming students (as a pretest) and the other to assess reasoning
skills of students completing their introductory biology course (as
a posttest). These pretest and posttest forms would be evaluated
to ensure the same construct is measured and calibrated to the
same scale of measurement. The forms would be developed so
that they would be most informative at different ranges along the
scale, better allowing for the precise measurement of growth on
the reasoning construct.

Inference VI: Utilization
The utilization inference requires that estimates of ability
(i.e., classification on the IMRB) are useful to the stakeholders
for the decisions they make. This requires sufficient
understanding by stakeholders of what constitutes valid, as
well as limits on, score interpretations and uses such that
decisions are beneficial to stakeholders and fair to test-takers.
To support this inference, evidence should be collected to show
that.

• stakeholders understand the meaning of IMRB test scores,
appropriate use and interpretation of those scores, and any
limitations on their interpretation and use;

• decisions based on IMRB scores are useful to those making
the decisions; and

• decisions based on IMRB scores are fair and just.

Assumption 1: Stakeholders Understand the Meaning
of Inference-Making and Reasoning in Biology Test
Scores, Appropriate Use and Interpretation of Those
Scores, and Any Limitations on Interpretation and Use
The IMRB user manual (Cromley et al., 2020a), with stakeholders
as its audience, describes how to appropriately use and interpret
IMRB scores. To date, IMRB test data have been used for research
purposes only. Once test scores have been used for their primary
intended purposes (i.e., course enrollment recommendations,
identifying students for intervention/support, and evaluating
growth over a semester), significant effort will be placed on
ensuring stakeholders understand the utility of the IMRB. For
example, IMRB test scores alone should not be used for making
high-stakes decisions. Rather, preliminary findings show that
SAT/ACT scores used in combination with IMRB scores is a
better predictor of final biology course grades. In fact, IMRB and
SAT/ACT scores are compensatory to one another (i.e., if a
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student has a low SAT/ACT score and high IMRB score, the
student is likely to still perform well, receiving a C or better in the
course). The reverse is also true: Poor performance on one does
not dictate poor performance on the other, and strong
performance on one can compensate for poor performance on
the other. These interactions must be shared and understood by
test score stakeholders (e.g., academic advisors). An addendum to
the user manual is likely to include a tutorial video to make test
score interpretation more transparent. Other supports, like an
interactive Excel spreadsheet macro, are being developed for
instructors and advisors to use. Such tools would incorporate
multiple sources of data for guiding advisement decisions for
students.

Assumption 2: Decisions Based on Inference-Making
and Reasoning in Biology Scores Are Useful
The IMRB could be instituted at the department or classroom
level. At the department level, it is recommended the IMRB be
administered (with supervision) before the start of the semester. If
the department is unable to accommodate such an
administration, the IMRB could be administered the first day
or week of class. In either case, a student’s IMRB score should be
examined in conjunction with the SAT/ACT verbal score.
Advisors and professors should discuss with students who
have a low IMRB score or composite (SAT/ACT/IMRB) score
that they may encounter coursework challenges, which could
result in a nonpassing course grade. It is strongly recommended
that advisors and professors, together with these students,
construct a proactive mitigation plan to increase the chance
for success in the course. Advisors and professors should have
a separate discussion with those students whose composite score
suggests they could earn a course grade within the B–C range.
While a C would allow a student to proceed in their major, it
could also indicate the need for a proactive mitigation plan or a
shift in the student’s major concentration/emphasis.

Tools are under development to assist advisors and professors
with interpreting SAT/ACT verbal scores in combination with
IMRB scores. Relevant university personnel will be trained on the
use of these tools once they are piloted and approved for use.

Assumption 3: Decisions Based on Inference-Making
and Reasoning in Biology Scores Are Fair and Just
The IMRB is intended to help support advising recommendations for course
enrollment. However, it is not meant to exclude or prevent students from
pursuing theirmajor orfield of interest.Ultimately, it is a tool to beused tohelp
students make informed academic decisions.

To prevent adverse impact through advising decisions made
based on IMRB scores, it is important to evaluate whether the test
items on the IMRB function differentially among subgroups
historically impacted. Differential item functioning (DIF) analyses
were conducted for samples where important demographic
information was available including the 2016 fall semester for the
original 15 IMRB items and the 2018 spring semester for the new
items added to the IMRB pool. For the original 15 items, no
significant DIF between sex, ethnic, or family education level
groups was observed. In the analysis of the new items, the
original 15 items served as the purified anchor item set

(essentially free from bias), where the item parameters remain
fixed for all subgroups to stabilize the calibration within smaller
subgroup samples for items being tested for DIF. This anchor set was
used for testing DIF among the new items using an IRT-based
approach, where item parameters are separately calibrated for the
respective subgroups and parameter estimates are tested for
statistical differences (p < 0.05). This analysis also resulted in an
absence of DIF detection, except one itemwas impossible to calibrate
within the Female group due to inconsistent performance and was
not used on the final IMRB forms. Thus, the IMRB items chosen for
operational administration are free from significant DIF for the
identified subgroups of interest.

Cronbach alpha reliability estimates were calculated for each
subgroup of interest and test form, Figure 1 and Figure 2
provide a summary. Subgroups of interest include sex, race, and
first-generation college student status. Due to the low sample
sizes within the subgroups, race can only be disaggregated such
that one group represents the reference group (White and/or
Asian), and the underrepresented minority group consists of
non-White and non-Asian students. A first-generation college
student is one who has neither parent that earned a bachelor’s
degree or higher level of education. A college student who is not
considered first generation has at least one parent that earned a
bachelor’s degree or higher level of education. Table 4 provides
the disaggregated test form descriptive statistics for each
subgroup. While there is variability between subgroups for
each statistic (including reliability), the number of examinees
available within each subgroup is small, which capitalizes on the
sample-dependent nature of these descriptive statistics. Note
that when reliability is low (below 0.70) for one subgroup on
Form A (0.62 for underrepresented minority students), it tends
to be higher (above 0.70) on Form B (0.76 for underrepresented
minority students)—again, displaying sample-dependency.
When more subgroup data are available, these analyses
should be revisited.

Summary of Inference-Making and
Reasoning in Biology Validity Argument
The IMRB has undergone several refinements to better support
its use for aiding student course recommendations, identifying
students in need of academic interventions and support,
documenting student growth in reasoning skills, and
measuring the success of intervention research. These uses of
the IMRB are supported to varying degrees. Figure 1 and
Figure 2 provides a summary of the validation research
findings, including the five strongest supporting arguments:

1. The construct of reasoning is clearly defined.
2. The use of cognitive think-alouds aided in the development of

strong multiple-choice items that draw upon the misconceptions
and inaccurate inferences that undergraduate introductory
biology students make.

3. The use of cognitive think-alouds revealed that accurate inference
use increased a student’s chance of responding correctly to items.

4. There is a positive correlation between IMRB score and
retention in STEM after 2 years.
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5. The IMRB score has good strength as a predictor of biology
course grade.

These arguments provide strong support for the use of the
IMRB as an aid (in conjunction with other measures) for
advising students on course placement for biology courses
and for identifying students in need of intervention. While
the IMRB might be used to assess the success of
interventions and growth on reasoning skills, more analysis
and test refinement is needed to provide confidence in these
uses; and thus could be considered a use case that is still under
investigation. To address some of the limitations of the IMRB
validity argument discussed throughout this manuscript further
analyses and supplemental test development processes could
include the following activities:

1. Investigate how different test administration conditions may
affect student motivation and have an impact on the utility of
the IMRB.

2. Consider constructing alternative test forms that sample other
domains.

3. Develop test forms of varying difficulty to aid in growth
assessment.

4. Conduct correlational studies of the IMRB with other
measures of reasoning skills.

5. Train advisors and other stakeholders on appropriate uses of
IMRB test scores.

Validation efforts for any measure are ongoing, and these
additional studies and processes are recommended to provide
further support for IMRB development, improvement, and
proper use.

DISCUSSION

In conclusion, students who are more adept at drawing inferences
from material learned in classes and from textbooks are likely
forming situationmodels to represent text and are more equipped
to successfully complete their STEM-related majors. Thus, we
have created two test forms of the Inference-Making and
Reasoning in Biology (IMRB) measure to assess students’
inference-making skills with the goal of identifying students
who may need more support or interventions to enhance their
inference-making skills and increase the likelihood of completing
their STEM-related major.

TABLE 4 | Descriptive statistics for forms a and B, by subgroups.

N Mean SD Reliability
(Cronbach’s alpha)

Form A B A B A B A B

ALL 122 118 8.25 8.20 3.44 3.12 0.75 0.71
Male 28 30 9.75 8.80 3.83 2.55 0.84 0.57
Female 70 55 8.07 8.33 3.17 3.30 0.69 0.75
White and/or Asian 81 68 8.73 8.65 3.57 2.97 0.78 0.68
Underrepresented Minorities 18 17 7.39 7.88 2.93 3.32 0.62 0.76
First Generation � No 78 68 8.60 8.68 3.52 3.07 0.76 0.71
First Generation � Yes 21 17 8.05 7.76 3.37 2.94 0.75 0.66

N: Number of examinees; A: Form A; B: Form B; SD: Standard Deviation; ALL: All participants

FIGURE 5 | Test characteristic (left) and information curves (right) for IMRB test forms A and B.
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For the IMRB measure, we have gathered a multitude of
compelling evidence to support its reliability, fairness, and
validity for four purposes. Cognitive interviews and predictive
regression data support the use of the IMRB for academic
advising and course placement. The measure does not require
knowledge beyond basic biology facts, students answer with
moderate internal consistency, and the measure is fair across
race, sex, and socioeconomic groups. We believe the IMRB will be
useful to biology instructors and advisors at 4-year university and
college settings, as well as to science education researchers.

The IMRB could be useful at either the department or classroom
level. The IMRB is best administered via a proctored setting before
the start of the semester (or within the first week of class). A
student’s IMRB score could be reviewed alongside verbal SAT/
ACT scores, if available. For students with low IMRB scores or a
composite (SAT/ACT and IMRB combination) indicating a
possible nonpassing course grade, advisors and professors
should discuss with students the possibility that they may
encounter coursework challenges that could result in a
nonpassing course grade. It is strongly recommended that
advisors and professors, together with these students, construct
a proactive mitigation plan to increase the chance for success in the
course. As evidence of feasibility, one university is actively trialing
this level of academic advisement with over 1,000 entering biology
majors each year. There are some interventions within the
literature that may be considered and include elaborative
interrogation (Seifert, 1993), worked examples (Dyer et al.,
2015), prescribed active learning (Freeman et al., 2007), and
direct training on how to make inferences (Elleman, 2017).
More research in this area is encouraged.

For researchers and test developers, we show, by example, how
an argument-based approach to validity can be structured to
support intended score interpretations and uses. We encourage
other test developers to adopt similar approaches: The supporting
evidence for the use of a measure can be read in a logical,
transparent, and narrative form that leads the reader to a
comprehensive understanding of proper assessment use with
healthy skepticism.
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