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Selecting and justifying
quantitative analysis techniques
in single-case research through
a user-friendly open-source tool
Joelle Fingerhut* and Mariola Moeyaert

Department of Educational and Counseling Psychology, University at Albany, Albany, NY,
United States

Certain quantification techniques may be more appropriate than others

for single-case design analysis depending on the research questions, the

data or graph characteristics, and other desired features. The purpose of

this study was to introduce a newly developed and empirically validated

user-friendly tool to assist researchers in choosing and justifying single-case

design quantification techniques. A total of sixteen different quantification

techniques and nine facets (research questions, data or graph characteristics,

or desired features) that may affect the appropriateness of a single-case

experimental design quantification technique were identified to be included in

the tool. The resulting tool provides a ranking of recommended quantification

techniques, from most to least appropriate, depending on the user input. A

pretest and posttest design was utilized to test the effectiveness of the tool

amongst 25 participants. The findings revealed that those who use single-case

designs may need support in choosing and justifying their use of quantification

techniques. Those who utilize single-case designs should use the developed

tool (and other tools) to assist with their analyses. The open-source tool can

be downloaded from osf.io/7usbj/.
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Introduction

A single-case experimental design1 (SCED) is a research design that allows repeated
measures of the dependent variable within one case (What Works Clearinghouse, 2020).
The dependent variable is measured at different sequential moments in time and across
different levels of the independent variable (i.e., treatment indicator), which are also
known as “phases” (e.g., baseline and treatment phase). The case serves as its own
control rather than having multiple participants in an experimental or control group,
as is typical for group comparison designs. The goal of using SCEDs is to find evidence

1 Also known as a single case, single subject, single-subject, interrupted time series, small n, n
of 1 trial, and n = 1.
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for a functional relation (experimental control) between
the researcher-manipulated independent variable and the
dependent variable of interest. Two key features of SCEDs are
replication and randomization, as these help establish internal
and external validity (Horner et al., 2005). Replication occurs
when there are multiple opportunities to measure the effect
of the independent variable on the dependent variable; this
can occur within participants, between participants, or both.
Randomization can enhance the internal validity of SCEDs by
ensuring that any results are caused by the intervention and not
caused by confounding or underlying variables. Randomization
prevents experimenter bias because the introduction of the
intervention is pre-determined.

Single-case experimental designs (SCEDs) have several
benefits over group comparison designs, where inferences are
made at the group level rather than at the individual level.
SCEDs allow detailed information to emerge about a single case,
which can be useful in fields such as behavior modification
(Shadish and Sullivan, 2011) when the problem of interest (e.g.,
the behavior) occurs at an infrequent rate and/or it is difficult
to find a large number of participants (Shadish, 2014). SCEDs
can have a high degree of internal validity when they are well-
designed (What Works Clearinghouse, 2020). Although SCEDs
can be time consuming, as repeated data points need to be taken
over time, they can be more cost effective than group designs,
which require a larger sample size (Alnahdi, 2013). Similarly,
they can be used for pilot studies before attempting a larger scale
experiment using a group comparison design (Shadish, 2014).

Due to the unique benefits of SCEDs, researchers have used
this research design for over 60 years (Horner et al., 2005).
Especially since the turn of the century in 2000, there has been
an increase in utilization of SCEDs for research in the field of
psychology, as shown in Figure 1.
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FIGURE 1

Number of SCED related publications between 1990 and 2019.
Increase in the number of publications between 1990 and 2019
when searching terms “single subject” OR “single-subject” OR
“single case” OR “single-case” OR “multiple baseline” OR
“multiple-baseline” OR “reversal design” OR “ABAB design” OR
“withdrawal design” OR “alternating treatment design” on
PsychINFO database.

As SCEDs have become more popular, there has been an
increased interest in the use of SCED quantitative analysis
techniques to use complementary with visual analysis. Certain
U.S. federal government laws [e.g., Individuals with Disabilities
Education Act [IDEA], 2004] were enacted that called for the
use of evidence-based practices, and so researchers who used
SCEDs needed to ensure that they could quantitatively analyze
the outcomes from the data (Solomon et al., 2015). Furthermore,
there has been an increase in outside pressure from evidence-
based practice communities to use statistics that can also be
understood by group comparison design researchers (Shadish,
2014; What Works Clearinghouse, 2020). Shadish (2014) also
acknowledged pressure from journals and publishing groups
to quantify SCED results, and that editors from journals such
as the Journal of School Psychology and School Psychology
Quarterly have expressed the desire for more researchers to use
quantitative analyses with SCEDs.

As a result of this increase in pressure to quantify SCED
outcomes, many different statistical analysis techniques for
SCEDs have been developed, including non-overlap indices
(e.g., percent of non-overlapping data, Scruggs et al., 1987;
improvement rate difference, Parker et al., 2009; non-overlap
of all pairs, Parker and Vannest, 2009; Tau-U, Parker et al.,
2011; baseline corrected Tau-U; Tarlow, 2017), regression-based
effect sizes (e.g., Center et al., 1985-1986), the standardized
mean difference (Hedges et al., 2012), the log-response ratio
and related statistics (e.g., percent of goal obtained, Ferron
et al., 2020).2 However, there remains a gap in knowledge as
to how to select an appropriate quantification technique to
reflect intervention effectiveness, as well as how to report these
quantification techniques appropriately (Solomon et al., 2015).
Furthermore, researchers rarely report their justification for the
quantification technique that they use (Solomon et al., 2015),
making it difficult to evaluate the appropriateness of the chosen
technique. This can contribute to the improper use of these
quantification techniques.

Many online calculators and other applications have been
developed to assist in SCED calculations and selection (e.g.,
Baseline Corrected Tau Calculator, Tarlow, 2016; Single Case
Research Calculator, Vannest et al., 2016; Tau Decision Chart,
Fingerhut et al., 2021a). Other researchers have focused on
improving the way that the quality and outcomes of SCEDs
are assessed (e.g., Single-Case Analysis and Review Framework;
Ledford et al., 2016) and reported (Single-Case Reporting
Guideline in Behavioral Interventions; Tate et al., 2016).
However, researchers may still benefit from using a tool that
helps them systematically determine the best quantification

2 Other popular analysis techniques include masked visual analysis
(Ferron and Jones, 2006), randomization tests (Edgington, 1996), and the
reliable change index (Jacobson and Truax, 1991). While useful, these are
not included in the present study because these methods primarily focus
on p-values and statistical significance rather than quantifying the effect
(i.e., producing an “effect size”).
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technique to use depending on the research questions, data
characteristics, and desired features.

The first purpose of this study is to introduce an
empirically validated and user-friendly tool to help applied
SCED researchers choose and justify their use of appropriate
SCED quantification techniques. The second purpose of this
study is to test the effectiveness of the tool in assisting users
to choose an appropriate SCED quantification technique and
provide a justification for the quantification technique. A third
aim of the study is to determine the social validity of the tool (i.e.,
acceptance amongst applied researchers). Thus, the research
questions and hypotheses for this study are as follows:

1. Given an AB graph/data set and research question, is a
tool for single-case quantification effective in assisting single-
case researchers to choose an appropriate quantification
technique? It was hypothesized that a tool for single-
case quantification causes a statistically significant change
in single-case researcher’s ability to select an appropriate
quantification technique.

2. Given an AB graph/data set and research question, is a
newly developed tool for single-case quantification effective
in assisting single-case researchers to provide appropriate
justifications for using a quantification technique? It was
hypothesized that a tool for single-case quantification
causes a statistically significant change in single-case
researcher’s ability to provide appropriate justifications for
using a quantification technique.

3. Will single-case researchers find a newly developed tool for
single-case quantification technique selection to be socially
valid? It was hypothesized that the tool for single-case
quantification has high social validity (i.e., most single-
case researchers report the tool to be at least “somewhat
useful”).

Materials and methods

Instrument

Sixteen different quantification techniques and nine
different facets were identified to be included in a tool
to help researchers choose and justify their use of SCED
quantification techniques. These selected quantification
techniques and components are based upon previous research
about SCED quantification techniques (e.g., Manolov and
Moeyaert, 2017; Manolov et al., 2022). Manolov and Moeyaert
(2017) provided a comprehensive overview of the SCED
quantification techniques available for use, along with
various criterion that must be met for the technique to
be considered both appropriate and useful. Manolov et al.
(2022) built upon this review, while including more newly
developed quantification techniques (e.g., log-response ratio;

Pustejovsky, 2018). Manolov et al. (2022) proposed different
dimensions and facets that can be used for justifying and
selecting a proper quantification technique. Readers are
advised to reference Table 1 of their article for details of these
dimensions and facets.

The sixteen different quantification techniques that were
identified for the tool based upon the previous research
were: baseline-corrected Tau-U (Tarlow, 2017), generalized least
squares regression (e.g., Center et al., 1985-1986), Hedge’s g for
single-case (Hedges et al., 2012), improvement rate difference
(Parker et al., 2009), log-response ratio (Pustejovsky, 2018),
mean baseline reduction (e.g., Hershberger et al., 1999), mean
phase difference (Manolov and Solanas, 2013), non-overlap of
all pairs (Parker and Vannest, 2009), percent of goal obtained
(Ferron et al., 2020), percentage of all non-overlapping data
(Parker et al., 2007), percentage of data exceeding the median
of the baseline phase (Ma, 2006), percentage of non-overlapping
data points (Scruggs et al., 1987), percentage of data points
exceeding the median trend (Wolery et al., 2010), percentage of
zero data (Scotti et al., 1991), Tau-U (Parker et al., 2011), and
Tau-U TrendA (Parker et al., 2011). The focus of the current study
is to evaluate researchers’ ability to choose the most appropriate
quantification technique for one case rather than across-cases,
so between-case methods such as hierarchical linear modeling
(Van den Noortgate and Onghena, 2008; Moeyaert et al., 2014)
and between-case standardized mean difference (Pustejovsky
et al., 2014) are not included.

Nine facets were identified for inclusion in the tool, based
upon the previous research. These nine facets were identified in
Manolov et al. (2022) as having an influence on the suitability
of an analysis technique to quantify intervention effectiveness.
These facets can be categorized within three broader categories,
namely “research questions,” “data or graph characteristics,”
and “desired features.” Although other facets exist, for the
purpose of creating the tool the number of facets was limited
to these nine. The four “research questions” included in the
tool are: (a) What is the magnitude of change in level?, (b)
What is the magnitude of change in linear trend?, (c) What is
the magnitude of change in variability?, and (d) What is the
amount of non-overlapping data points? The second category
“data or graph characteristics” includes: (a) small number of
data points in the baseline or treatment phase, (b) trend in
baseline, (c) outliers, and (d) within-case variability. The third
category, “desired features,” includes only one facet: a p-value
to test for statistical significance. Although there are other
research questions, data characteristics, and desired features
that may affect appropriateness of quantification technique
(e.g., autocorrelation, if the quantification technique produces a
standardized or unstandardized outcome, etc.), other facets were
not included because they are beyond the skill set of an applied
researcher. Other facets may be added into a later version of
the tool pending results from this current study (i.e., positive
feedback indicating that all included facets were understood).
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TABLE 1 Rubric with indicators.

1 2 3 4 5 6

QT picked for use QT accounts for no
essential graph
elements

QT partially
accounts for 1
essential graph
element

QT accounts for 1
essential graph
elements

QT partially
accounts for 2
essential graph
elements

QT partially accounts
for 1 essential graph
element and accounts
for 1 essential graph
element

QT accounts for 2
essential graph elements

Justification of QT Justification includes
no elements

Justification includes
1 element

Justification includes
2 elements

Justification includes
3 or more elements

QT, quantification technique.

The tool was created in an Excel document. The user can
input “yes” or “no” to each of these nine facets, and based
on the user input, the tool determines the most appropriate
quantification technique for use. For example, if the facet is
“trend” (i.e., “Is there baseline trend?”), the user inputs “yes”
if the user wants to find a quantification technique that can
account for baseline trend/is robust against baseline trend. For
example, referring to Figure 2, the two facets are (a) research
question: What is the amount of non-overlapping data points?
and (b) data characteristic: trend in baseline. Thus, using the
input (outlined in red in Figure 3), all inputs would be set to
“no” except for “overlap/data separation between phases” and
“baseline trend.” The input would be set to “yes” for these two
facets. The output then automatically updates and displays the
ranked quantification techniques in order of appropriateness.
Referring to Figure 3, baseline-corrected Tau-U is ranked first
and thus most recommended, followed second by percentage
of data exceeding the median trend and Tau-U TrendA, and the
third most appropriate quantification techniques are found next
(i.e., improvement rate difference, non-overlap of all pairs, and
percentage of non-overlapping data).

Instructions (in both written and video form) for how
to use the tool were added to the first sheet of the Excel
document. The tool, as described in the previous section and
displayed in Figure 3, was added to the second sheet of the Excel

document. On a third sheet, detailed information about each
of the quantification techniques was added. On a fourth sheet,
notes, references, and information about tool development were
added. The complete tool with all four sheets can be downloaded
from: osf.io/7usbj/

Five experts in the field of SCED validated the tool. These
experts were systematically selected by searching “single-case”
OR “single case” OR “single-subject” OR “single subject” on
Web of Science starting from the year 2019, and sorting by
Author/Creator. This ensured that the experts selected were
familiar with the most recently developed SCED quantification
techniques. First, the top five authors were contacted. After
agreeing to review the tool, the experts were sent the tool and
were asked to provide feedback regarding the accuracy of the
information in the tool, the usability of the tool, and any other
comments about the tool. Experts were also provided with

a separate document that included five example graphs/data
sets and research questions and were asked to evaluate the
recommendations from the tool for each of the graphs/data
sets and research questions. Next, the experts tested the tool
and recorded their feedback. Three of the selected experts
delivered feedback for the tool via writing (i.e., Word document)
and two delivered feedback orally (i.e., Zoom meeting). There
were several recommendations to adjust the tool that were
made by multiple reviewers. Two reviewers recommended that
the tool be explained carefully on the Instructions tab of
the tool. Three reviewers recommended explaining in greater
detail the definitions of the data characteristics. Two reviewers
recommended clarifying that the tool is meant to be used
for within-case estimates. All feedback was addressed, and the
changes were made to the tool accordingly; the feedback along
with the changes made were compiled into one document,
which is found in Appendix A.

Participants

Institutional Review Board approval for the study was
received from State University of New York at Albany. Anyone

FIGURE 2

Example (A,B) graph with two facets (Data characteristic:
baseline trend and research question: Non-overlapping data).
Research question: What is the amount of non-overlapping data
between phases (A,B)?
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FIGURE 3

Tool input and output with ranked quantification techniques. As this is only a screenshot of the tool, readers are encouraged to download the
tool themselves to read more details at: osf.io/7usbj/.

who conducted SCED research was eligible to participate. This
was defined as someone who had interpreted the results of
a SCED graph either with support (e.g., with help from an
instructor or colleague) or independently within the last year.
The participant needed to have conducted SCED analysis within
the last year, and the participant also needed to be interested in
quantifying the effect from a SCED graph. Snowball sampling
was used to recruit participants. Participants were recruited
from the Association for Behavior Analysis International list
of colleges that offered applied behavior analysis courses; the
professors who were part of the programs were contacted and
asked to share information about the study with their students.
Thus, potential participants were provided information about
the study and then asked to provide other potential participants
with information about the study.

A total of 25 participants participated in the study from a
range of locations across several countries, with the majority of
participants residing within the US. Two participants indicated
Bachelor’s as their highest degree obtained, twelve participants
indicated having a Master’s degree, and eleven participants
indicated having a Ph.D. Seven participants identified with
educational psychology department, six identified with school
psychology, six identified with special education and/or applied

behavior analysis, and six identified with a different department,
such as psychology or prevention science. A total of two
participants reported that they were very confident in their
ability to choose appropriate quantification techniques, sixteen
participants reported being somewhat confident, six participants
were somewhat unconfident, and one participant reported
being not at all confident. Similarly, one participant was very
confident in their ability to justify using a quantification
technique at the beginning of the study, sixteen participants
were somewhat confident, seven participants were somewhat
unconfident, and one participant was not at all confident.
A total of ten participants had previously published SCED
research in the past, thirteen participants had not yet
published SCED research, but would like to in the future,
and two participants had not and did not intend to
publish SCED research.

Materials

Instrument
The Excel tool included the four sheets (Instructions, Tool,

Metric Details, and Notes and References).
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Pre/posttest AB graphs/data sets and research
questions

Five pre/posttest AB graphs/data sets and research questions
were created to help determine the effectiveness of the tool. AB
graphs were chosen for this study as these are the “building
blocks” of more complex SCEDs (e.g., multiple-baseline designs,
withdrawal designs, etc.). SCED quantification techniques that
are used with AB designs can be extended for use with these
more complex designs. The raw data for the graphs/data sets
were simulated so that each of the five pre/posttest graphs/data
sets clearly demonstrated two facets: one facet related to data
characteristic or desired quantification technique feature and
one related to the research question. These graphs are displayed
in Appendix B and an example is displayed in Figure 2.

Measures

Surveys
A demographic survey and social validity survey were

developed to help evaluate the effectiveness of the tool.
The demographic survey includes questions regarding the
participant’s academic department, education level, and
confidence in choosing and justifying the use of quantification
techniques. The social validity survey asks participants on a
4-point Likert scale how likely they would be to use the tool in
the future and how helpful they find the tool to be for choosing
and justifying the use of quantification techniques.

Rubric with indicators
A rubric with three indicators was developed to measure the

appropriateness of the quantification technique chosen and the
appropriateness of the justification provided by the participant.
This rubric is displayed in Table 1.

The elements used to evaluate the justification of
the quantification technique are: “research question,”
“quantification,” “number of observations,” “autocorrelation,”
“outliers,” “missing data,” “baseline trend,” “variability,”
“statistical properties,” and “sampling distribution.” These
elements are founded upon the categories and facets
identified by Manolov et al. (2022).

Applied example

Referring to Table 1, below is an example response and how
it would be graded with the rubric.

Mean phase difference can be used for this graph and data
set. MPD is a quantification technique that can estimate
the magnitude of change in level between the baseline and
treatment phase. The MPD estimate is 30.12.

This response is given a score of 5 for the indicator
“quantification technique picked for use,” as MPD partially
accounts for one of the essential elements and fully accounts for

the other essential element. MPD can answer research questions
related to the magnitude of change in level. MPD can be used
when there are less than five data points in the baseline phase,
but results are dependent on phase length, especially when the
treatment phase is longer than the baseline phase (Manolov
and Solanas, 2013). For “justification of the quantification
technique,” this response would be given a score of 2 since it
includes only one essential element in the justification (related
to “research question”).

Procedure

After the tool was adjusted according to the expert feedback,
participants were invited to participate in the study. Participants
were given access to a Qualtrics link where they were able
to read the consent form, located on the first page. After
digitally signing the consent form, participants answered the
screening questions. Next, the participants were shown the
demographic survey and asked to complete the survey. After
completing the demographic survey, participants were shown
five pre/posttest AB graphs/data sets paired with the research
questions. Participants were asked “Report the metric you would
use to answer the research question(s). Provide a rationale
for the metric(s) you would use. Optional: Complete the
calculation.”

Next, the participants moved onto the next page where
a link to the tool was provided. The participants read the
instructions/watched the instructional video and could then
access the tool. The participants were also provided with
example graphs/data sets and research questions, and were
allowed to practice using the tool for an unlimited amount
of time. When participants were ready, they returned to
the Qualtrics link. Participants were shown the same five
pre/posttest AB graphs/data sets with research questions and
given the same instructions as during pretest, but were
instructed to use the tool to answer the questions. Once this
was completed, participants moved onto the next page of
Qualtrics and were asked to complete the demographic survey.
The study completion time was recorded, and this marked the
end of the study.

Statistical analysis

The participant received a score for each of the five
pre/posttest AB graphs/data sets and research questions, as well
as an accumulated score (i.e., across the five pre/posttest AB
graphs/data sets and research questions) using the rubric in
Table 1, both before using the tool (pretest) and after accessing
the tool (posttest). An alpha level of.05 was used, and Bonferroni
corrections were applied for multiple testing to avoid inflated
family-wise type I error. All analyses were conducted with IBM
SPSS Statistics (Version 27.0.1.0; IBM Corp, 2017).
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Two-tailed paired t-tests were conducted to compare the
pretest and posttest scores in choice and justification of
quantification technique for each of the five questions, as well
as the accumulated score. These results were also supplemented
with the Wilcoxon signed-rank test, which is the non-parametric
version of the parametric paired t-test. A total of 30 participants
are typically needed to make the assumption that the sampling
distribution is normally distributed (Brosamler, 1988; Fischer,
2010). If there are less than 30 participants and the pretest
scores and change in scores are non-normal, then the sampling
distribution will be non-normal. For this reason, all inferential
results were supplemented with non-parametric tests, which do
not make asymptotical assumptions. One-way ANOVAs were
also conducted to determine if there were statistically significant
differences in total (i.e., across the five questions) change in
scores for choice and justification of quantification technique
for participants depending on their academic background.
The non-parametric equivalent of the ANOVA, Kruskal-Wallis

test, was also conducted. Two-tailed independent paired t-tests
and the non-parametric equivalent Mann-Whitney test were
conducted to determine if there were statistically significant
differences in total pretest scores and change in scores for choice
and justification of quantification technique for participants
depending on their education level. Descriptive analyses (i.e.,
averages and frequency) from the social validity survey were
reported to determine the acceptability of the tool amongst
the participants.

Results

Descriptive statistics

Upon completing the study, seventeen of the twenty-five
participants reported that they would be very likely to use the
tool in the future, six participants reported that they would

TABLE 2 Average scores for pretest and posttest questions 1–5.

Choice of quantification technique Justification of quantification technique

Pretest Posttest Change in
scores

Pretest Posttest Change in
scores

Question 1
Research question: What is
the magnitude of change in
level?
Data characteristic: Small
number of Data points in
baseline or treatment phase

M = 2.44
SD = 1.61

M = 5.40
SD = 1.47

1M = 2.96
SD = 1.88

M = 1.72
SD = 0.84

M = 2.48
SD = 0.82

1M = 0.76
SD = 0.88

Question 2
Research question: What is
the magnitude of change in
trend?
Data characteristic: Baseline
trend

M = 4.08
SD = 2.06

M = 5.80
SD = 0.65

1M = 1.72
SD = 0.40

M = 2.00
SD = 0.71

M = 2.88
SD = 0.93

1M = 0.88
SD = 1.17

Question 3
Research question: What is
the magnitude of change in
variability?
Data characteristic:
Variability

M = 2.56
SD = 1.16

M = 4.00
SD = 0.00

1M = 1.44
SD = 1.16

M = 1.56
SD = 0.58

M = 2.36
SD = 0.86

1M = 0.80
SD = 0.96

Question 4
Research question: What is
the amount of
non-overlapping data?
Data characteristic: Outliers

M = 4.76
SD = 1.42

M = 5.88
SD = 0.44

1M =1.12
SD = 1.51

M = 1.88
SD = 0.73

M = 2.56
SD = 0.87

1M = 0.68
SD = 1.14

Question 5
Research question: What is
the magnitude of change in
level?
Desired quantification
technique feature: p-value

M = 4.32
SD = 1.86

M = 6.00
SD = 0.00

1M = 1.68
SD = 1.86

M = 2.00
SD = 0.71

M = 2.84
SD = 0.80

1M = 0.84
SD = 0.90

Total M = 18.16
SD = 5.84

M = 27.08
SD = 1.63

1M = 8.92
SD = 5.93

M = 9.16
SD = 2.49

M = 13.12
SD = 3.52

1M = 3.96
SD = 3.67

n = 25. Maximum possible score for each question for pretest and posttest for choice of quantification technique was 6.00, with exception of Question 3, for which it was 4.00.
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TABLE 3 Paired t-test results.

Choice of quantification technique Justification of quantification technique

M SE t(24) Z Cohen’s d M SE t(24) Z Cohen’s d

Question 1 2.96 0.38 7.87* 4.02* 1.57 0.76 0.18 4.32* 3.27 0.86

Question 2 1.72 0.08 4.28* 3.20* 0.86 0.88 0.23 3.77* 3.06 0.76

Question 3 1.44 0.23 6.22* 3.70* 1.24 0.80 0.19 4.18* 3.22 0.96

Question 4 1.12 0.30 3.71* 3.33* 0.74 0.68 0.23 2.97* 2.56 0.59

Question 5 1.68 0.37 4.51* 3.17 0.90 0.84 0.18 4.68* 3.46 0.94

Total 8.92 1.19 7.52* 4.28* 1.50 3.96 0.73 5.40* 3.69 1.08

*p < 0.0083.

be somewhat likely, and two participants reported that they
would be somewhat unlikely to use it in the future. A total
of twenty-one participants rated the tool as being very helpful
for choosing an appropriate quantification technique, three
participants rated the tool as being somewhat helpful, and one
participant rated the tool as somewhat unhelpful. A total of
nineteen participants rated the tool as being very helpful for
justifying the use of a quantification technique, four participants
rated the tool as somewhat helpful, and two participants rated
the tool as somewhat unhelpful.3

Table 2 displays the pretest scores, posttest scores, and
change in scores for choice and justification of quantification
technique. There was a positive change in scores for each
of the five questions for both choice and justification of
quantification technique.

Inferential analyses

Change in scores
Six two-tailed paired t-tests were conducted to determine

if the change in scores for (a) choosing and (b) justifying the
quantification technique before and after using the tool was
statistically significant for total (i.e., accumulated) change in
scores and for each of the five individual questions.

The total average change in scores for choosing an
appropriate quantification technique before (M = 18.16,
SE = 1.17) and after (M = 27.08, SE = 0.33) using the tool was
8.92, d = 1.50, SE = 1.19, 95% CI (6.47, 11.37), t(24) = 7.52,
p < 0.0083. This indicates a statistically and clinically significant
change in total scores (i.e., across the five questions) after
accessing the tool. The results of the non-parametric Wilcoxon
signed-rank test were in line with the results of the parametric
test (Z = 4.28, p < 0.0083). The total change in scores for
justifying the use of a quantification technique before (M = 9.16,
SE = 0.50) and after (M = 13.12, SE = 0.70) using the tool was
3.96, d = 1.08, SE = 0.73, 95% CI [2.45, 5.47], t(24) = 5.40,

3 Detailed participant data is available upon request from
the first author.

p < 0.0083, indicating a statistically and clinically significant
change in scores between the pretest and posttest. Similar results
were obtained from the Wilcoxon signed-rank test (Z = 3.69,
p < 0.0083). There was a statistically significant change in scores
for both choice and justification of quantification technique for
each of the individual questions. These results are displayed in
Table 3 and visually displayed in Figure 4.

Academic department differences
Four one-way ANOVAs were conducted to determine if

there was a statistically significant difference in total change in
scores for choice and justification of quantification technique,
depending on the participant’s academic department (special
education, educational psychology, school psychology, and
others). For the purpose of inferential analyses, participants who
reported being a part of both special education and applied
behavior analysis were coded as “special education” (n = 2).
Results of the ANOVAs are displayed in Table 4 and are visually
displayed in Figure 5.

The ANOVAs showed no statistically significant effect of
academic department on total change in scores for choice of
quantification technique [η2 = 0.23, F(3, 21) = 2.14, p = 0.13,],
nor for justification of quantification technique [η2 = 0.02,
F(3, 21) = 0.18, p = 0.91,]. A total of 23 and 2% of the

FIGURE 4

Total change in scores for choice and justification of
quantification technique.
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TABLE 4 Analysis of variance results for academic department.

Total change in
scores

Academic department

Special education Educational psychology School psychology Other

M SE M SE M SE M SE F(3,21) η2

Choice 13.67 1.91 6.14 2.38 8.50 1.88 7.83 2.53 2.14 0.23

Justification 4.67 1.18 3.71 1.60 4.33 1.02 3.17 2.19 0.18 0.02

FIGURE 5

Total change in scores for choice and justification of quantification technique across academic departments.

variance in change in scores for choice and justification
of quantification technique can be attributed to academic
department, respectively. Although not statistically significant,
23% is a moderately large effect. The non-parametric Kruskal-
Wallis test was also conducted and showed no effect of academic
department on change in scores for choice of quantification
technique [H(3) = 5.84, p = 0.12], nor for justification of
quantification technique [H(3) = 0.44, p = 0.93].

Education level differences
Four independent two sample t-tests were conducted to

determine if there was a difference in total change in scores for
choice and justification of quantification technique depending
on education level (Master’s Degree vs. Ph.D). Results of the
independent t-tests are displayed in Table 5 and are visually
displayed in Figure 6.

The independent two sample t-test showed total change in
score for quantification technique choice were not statistically
significantly different for those with a Master’s Degree (M = 8.42,
SE = 1.69), d = –0.26, t(21) = –0.61, p = 0.54, than for
those with a Ph.D (M = 10.00, SE = 2.02). A Mann-Whitney
test also indicated no difference in total change in scores for
quantification technique choice between those with a Master’s
degree than for those with a Ph.D (U = 57.50, p = 0.60). The
independent two sample t-test showed total change in scores

for quantification technique justification were not statistically
significantly different for those with a Master’s Degree (M = 4.83,
SE = 0.85), d = 0.38, t(21) = 0.92, p = 0.39 than for those with a
Ph.D (M = 3.64 SE = 1.03). A Mann-Whitney test also indicated
no difference in total change in scores for quantification
technique justification between those with a Master’s degree
than for those with a Ph.D (U = 47.00, p = 0.24).

Discussion

This study had several purposes. First, a user-friendly tool
was developed to help researchers and practitioners choose and
justify their use of appropriate SCED quantification techniques.
Secondly, the tool was formally tested with a pretest and
posttest design. Furthermore, participant data was collected to
determine the social validity of the tool (i.e., acceptance amongst
users). Follow up analyses were also conducted to determine
differences between academic departments and education levels.

The tool is highly effective in assisting participants to choose
appropriate quantification techniques for various research
questions, data characteristics, and desired quantification
technique features. The effectiveness of the tool is demonstrated
through the statistically significant positive change in scores
between pretest and posttest for all five questions, as well as
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TABLE 5 Independent t-test results for education level.

Variable Education level

Master’s degree Ph.D.

M SE M SE T(21) p Cohen’s d

Total change in scores

Choice 8.42 1.69 10.00 2.02 –0.61 0.54 –0.26

Justification 4.83 0.85 3.64 1.03 0.92 0.39 0.38

the change in variability of scores between pretest and posttest.
The tool is also effective in improving the justifications provided
for using quantification techniques. The mean change in score
for justification of the quantification technique across the five
questions was 0.79, indicating that the average participant is able
to provide one additional justification after accessing the tool.
The results from the social validity questions also demonstrate
the effectiveness of the tool. The majority of participants
(n = 21, 84%) rated the tool as highly helpful for choosing an
appropriate quantification technique to use. The majority of
participants (n = 19, 76%) also rated the tool as highly helpful
for justifying use of the quantification technique. Seventeen
(68%) participants reported that they would be very likely to
use the tool in the future; most participants reported that they
would be at least somewhat likely to use the tool in the future,
demonstrating that the majority of participants found the tool
to be practical.

The results of the study show that the tool is effective
across different levels of education. It is unsurprising that
education level was not found to be related to the effectiveness
of the tool; those with various education levels could have
various SCED experience. Results of this study showed no
statistically significant difference in change in scores for
choice or justification of the quantification technique across
academic departments. However, it is worth noting that the

FIGURE 6

Total change in scores for choice and justification of
quantification technique across education level.

effect size for the difference in change in scores for choice
of quantification technique between academic departments is
moderate (η2 = 0.23), indicating that the lack of statistical
significance could possibly be attributed to insufficient power as
a result of a small sample size. Thus, it is possible that there is
a true difference between the different academic departments.
Although sampling across different departments to determine
differences was beyond the scope of this study, future research
could control for differences between academic departments, for
example, to determine if there are true differences.

Implications for the field of single-case
experimental design

The findings from this study have implications for the
field of SCED. First, the low pretest scores demonstrate that
the average SCED researcher, with varying education levels
and from various academic departments, needs support in
choosing and justifying SCED quantification techniques. For
example, during pretest for Questions 14 and 3,5 sixteen (64%)
participants chose non-overlap techniques for use, although
non-overlap techniques are unable to provide a quantification
of the intervention effect that reflects the magnitude of the
change in level, nor the magnitude of change in variability. Thus,
such quantification techniques cannot provide a quantification
of the intervention effect that answers either research question.
These results reflect the misuse of non-overlap quantification
techniques in particular, as similar pattern of mistakes are not
evident for Question 4, for which the research question was
about the amount of overlap/data separation between phases.
SCED users may not realize that non-overlap quantification
techniques cannot represent the magnitude of change/size
of the effect (Fingerhut et al., 2021a,b). No longer using
terms such as “metric” or “effect size” to refer to non-
overlap measures may better help SCED researchers carefully

4 Research question: What is the magnitude of change in level? Unique
data characteristic: Small number of data points in baseline or treatment
phase.

5 Research question: What is the magnitude of change in variability?
Unique data characteristic: Variability.
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consider the quantification techniques they use, and better
understand what exactly the quantification of the intervention
effects represent.

Similarly, participants of various education levels and
academic departments chose quantification techniques
that are inappropriate for use with the present graph/data
characteristics. During pretest for Question 2,6 four (16%)
participants chose quantification techniques that are highly
affected by baseline trend, even though trend was present in the
baseline phase. Similarly, some participants chose quantification
techniques that are not robust against outliers for Question
47 (n = 14, 56%). Taken together, this inability to choose an
appropriate quantification technique is especially concerning
because certain quantification techniques may not yield reliable
results if the quantification techniques are inappropriate for
use with the data. For example, Fingerhut et al. (2021b) found
that Tau estimates depend upon data characteristics such as
baseline trend, within-case variability, and number of data
points in the baseline phase. Pustejovsky (2019) found that
procedural features such as the length of the observation
sessions and the recording system used to collect measurements
of behavior can influence the quantification of the intervention
effect of certain SCED techniques. Vannest et al. (2018) and
Manolov et al. (2022) explicitly call for researchers to choose
SCED quantification techniques carefully in the context of
their own research questions and data characteristics. Thus, it is
concerning that pretest results highlight the use of inappropriate
SCED quantification techniques.

Results of this study also show that SCED researchers
with various education levels and from different academic
departments need more support in justifying their use of
quantification techniques. This is a logical finding, as people
cannot justify their use of quantification techniques if they
are unable to choose quantification techniques that are wholly
appropriate for use in the first place. While it is encouraging that
the average participant could provide one justification during
pretest, the results of this study show that SCED users need
more support in justifying their use of quantification techniques.
The results of this study show that a user-friendly tool can help
improve justifications provided.

Failure to take the research questions and data
characteristics into account when choosing a quantification
technique can ultimately result in the dissemination of findings
that do not accurately represent actual intervention effects.
Since the enactment of laws such as Every Student Succeeds
Act in 2015, there has been a greater push to use evidence-
based practices in the field of special education. Therefore, it has
become more imperative that quantifications of the intervention
effects from studies accurately reflect the effectiveness of

6 Research question: What is the magnitude of change in trend?
Unique data characteristic: Baseline trend.

7 Research question: What is the amount of non-overlapping data?
Unique data characteristic: Outliers.

interventions. If teachers, behaviorists, clinicians, school
psychologists, and other practitioners rely on SCED research to
determine which interventions to use with students, they may
be using interventions that are not actually effective if the results
are unreliable. Meta-analyses use and rely on primary level
summary findings; if inappropriate quantification techniques
are used in these primary studies, then biased or misleading
results may be obtained at the meta-analytic level as well. Thus,
it is imperative that appropriate SCED quantification techniques
are used, and this study highlights that those conducting SCED
research may currently be using inappropriate quantification
techniques to analyze their data. However, the results of this
study are encouraging in that this study provides evidence that
teachers, practitioners, and researchers are able to improve
the way that they understand and analyze SCED data with a
self-paced and user-friendly tool.

This tool has several practical uses. It would be useful if
those who review SCED studies, such as journal editors, could
reference the authors of studies undergoing peer review to the
SCED tool so that they can critically think about quantifying
intervention effectiveness and provide a strong justification for
the analysis used. This tool could easily be incorporated into
a 1- or 2-h college course. This tool can be introduced and
disseminated at special education, applied behavior analysis,
or school psychology conferences. The Institute of Education
Sciences hosts an advanced training session each summer for
single-case research methods; this is another environment in
which the tool can be introduced and disseminated.

Limitations of the study and tool

A total of 25 people participated in this study, and so
generalizations beyond this sample are limited. It is possible
that only those who were previously interested in learning
about quantification techniques participated in the study, and
so the results may be biased. The tool was not designed to
aid in interpretations of the underlying scales of the different
quantification techniques. Any calculations conducted and
the resulting quantification of the intervention effect must
be interpreted carefully, and assistance in understanding the
clinical significance of the quantification of the intervention
effect is not something that is provided by using this tool.
It is possible that the tool is missing some quantification
techniques, especially as the field of SCED continues to grow.
However, the tool is posted through OSF and can be downloaded
from osf.io/7usbj/, and on the Notes and References sheet
an email address is provided for users to send feedback
(SCEDmetrictool@gmail.com). Thus, input of the broader
research community is invited and can be used to further
improve the tool. This tool is meant to be used for within-
case estimates only. While some of the quantification techniques
listed in the tool can be used for across-case estimates, there
may be better options when conducting across-case estimates
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(see Notes and References sheet of the tool). Furthermore, as
several of the experts who validated the tool pointed out, the
tool is only appropriate for AB-based research designs, as the
information listed in the tool assumes that the user is applying
the quantification techniques to an AB-based design. Although
the tool was tested with AB designs for the purpose of this
study, researchers are encouraged to use the tool with stronger
designs, such as withdrawal and reversal designs and multiple-
baseline designs.

Future research

This study could be replicated with a larger sample. Prior
SCED experience of participants could be a demographic
question presented to participants, so that inferential results can
be conducted to determine if there is a statistically significant
relationship between length of SCED experience in years and
the effectiveness of the tool. Future studies can focus on
the effect of the tool on participants’ ability to calculate the
quantification of the intervention effect correctly and interpret
the quantification of the intervention effect as well. It would be
helpful to conduct a formal study to determine if the tool is
still helpful after it is made more complex. For example, more
research questions (e.g., research questions about gradual effects
or delayed effects) and data characteristics (e.g., autocorrelation)
can be added into the tool. The tool can also be expanded
so that it can be used for between-case estimates and with
various research designs. It also can be converted into an R
code or website.
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