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Diagram use is generally considered an effective strategy in solving mathematical word problems, and many teachers demonstrate the use of this strategy when they are teaching. Despite such demonstrations, however, the majority of students evidence poor, ineffective use of diagrams in problem solving. This may be due to a lack of task-appropriate instruction, but to date, there is inadequate evidence to support this idea. Therefore, the present study aimed to better understand the development of diagram use competence following the provision of task-appropriate instruction, focusing on both behavioral and neurophysiological evidence (i.e., brain activity, using functional near-infrared spectroscopy or fNIRS). Sixteen participants (mean age 15.7 years) were asked to solve mathematical word problems for which the use of tables (which is one kind of diagram) was deemed effective. Data collection progressed in three phases: (1) Pre-test without the demand for diagram use, (2) Pre-test with demand to use a table, and (3) Post-test (after participants received instruction on table use for problem solving). Although table use increased in Phase 2, it was only in Phase 3 that such use led to increases in correct answers. In Phase 3, fNIRS measurements also indicated an increase in blood flow to the frontal area (DLPFC and VLPFC) of the brain usually associated with working memory activity. These results demonstrate important neurophysiological changes resulting from task-appropriate instruction that promotes effective strategy use and improves learning performance.
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Introduction

“A factory manufactures automobile parts, packing 150 parts in each box, and carries as many boxes as possible to an assembly plant every day. If the number of parts left is more than 75, the factory will produce 180 parts the next day. Otherwise, it will produce 220 parts. The number of the parts left on day 1 was 130. How many parts will be left on day 365?”

Even elementary school students can probably reach the correct answer to this word problem by repeated calculations. However, it would take a tremendous amount of effort and time to do that. Mathematical word problems (often abbreviated as just word problems or WPs) are taught at all levels of education to develop the ability to apply mathematical knowledge to the real world. The word problems usually represent the relevant information in a short narrative rather than mathematical notation. For solving word problems efficiently, diagrams play an important role. However, teachers tend to face difficulty in getting students to master strategies for using diagrams. This study aimed to shed light on developing students’ ability to use diagrams that are appropriate for solving corresponding types of word problems. To deepen our understanding of the mechanisms involved in the development of such ability, we included a neurophysiological approach using functional near-infrared spectroscopy (fNIRS) to the behavioral approach mainly utilized in psychology and educational science.


Mathematical word problem solving and diagram use

It is necessary for us to use mathematics in various facets of everyday life, from making proportional adjustments to amounts of ingredients when cooking to planning travel activities. For this reason, developing skills in solving mathematical word problems is important because such problems contextualize the need to apply mathematical knowledge and skills, rendering them useful practice for real-life situations. Therefore, it is important that instruction provided in school is effective in developing such skills. The school curriculum in most countries normally includes mathematical word problem solving. However, previous research studies have reported that not only students, but people in general are not good at solving such problems (Riley et al., 1983; Lewis and Mayer, 1987; Hegarty et al., 1992; Daroczy et al., 2015).

Mathematical word problems have been portrayed as being one of the most difficult and complex types of problems that students encounter during their mathematics education (Daroczy et al., 2015). The difficulties arise from (i) the linguistic complexity of the text describing the problems, (ii) the numerical complexity of the mathematical problems themselves, and (iii) the complexity of the linguistic and numerical relationships portrayed in those problems. The knowledge and skills necessary for managing the third of these sources of difficulties are not usually explicitly taught in any school subject as they lie in the interaction between knowledge domains (in this case, between language and mathematics). However, in modern societies like those that most of us inhabit in the current century, competence in dealing with interactions between knowledge domains is crucial because real-world problems will present similar complexities. This is why training in reality-emulating problem solving—like mathematical word problem solving—is so important (Education 2030; OECD, 2018).

Diagrams are considered effective to use when solving mathematical word problems (Larkin and Simon, 1987; Novick and Hurley, 2001; García et al., 2006; Ainsworth et al., 2011; Boonen et al., 2016). A meta-analysis that included 487 studies reported that diagrams can be considered one of the most effective heuristics to use for such problem solving (Hembree, 1992). Mathematics teachers in general are knowledgeable about the effectiveness of diagram use, and they often demonstrate how to use diagrams when teaching. Diagrams can help their students understand the linguistic and numerical relationships present in mathematical word problems (Van Garderen, 2007; Daroczy et al., 2015). However, despite such demonstrations of diagram use, students tend not to use diagrams when solving mathematical word problems and, even when they do use diagrams, they often fail to derive the correct answers (Uesaka and Manalo, 2006; Uesaka et al., 2010). There are at least two problems that exist.



Problems in diagram use

The first problem is that students tend not to spontaneously use diagrams for solving mathematical word problems (e.g., Uesaka et al., 2007; Uesaka and Manalo, 2012). Apart from simply not knowing how to use diagrams, one important reason that has been identified regarding this problem concerns cognitive load. Understanding the text of the mathematical word problem and the terms of the problem that it conveys is already cognitively demanding (Sweller et al., 1998; Sweller, 2010; Paas et al., 2011; Schmeck et al., 2015). However, the procedure for translating the pertinent parts of the mathematical word problem into a diagram is an additional high load that students need to bear (Uesaka and Manalo, 2012). The resulting high cognitive load involved in using a diagram during the problem solving process can make such use prohibitive for students (Uesaka and Manalo, 2012; Ayabe and Manalo, 2018). Thus, high cognitive load may lead to production deficiencies in utilizing diagrams as a strategy (cf. Bjorklund et al., 1997, where strategy use in general is concerned).

The second problem is that students cannot always solve the mathematical word problem successfully despite using what could be considered the appropriate kinds of diagram (Larkin and Simon, 1987; Mayer and Gallini, 1990). Instruction on the use of diagrams have been indicated in previous research as effective for encouraging students to create the necessary kinds of diagrams for the problems given, but the construction of those diagrams does not always lead to the production of correct answers (Uesaka and Manalo, 2006; Uesaka et al., 2010). The results indicate that only creating the appropriate kind of diagram is not enough for students to solve the mathematical word problem successfully: they need to also be able to include the necessary problem-specific numerical and other details in those diagrams in order to work out the answers, as well as to be able to draw the necessary problem-specific inferences from those diagrams (e.g., Cartesian graphs enable working out the relative changes in two quantities usually across time, and tables are appropriate for discovering the rule that governs predictable change in quantities). Therefore, inadequate problem-appropriate details included in instruction on diagram use may lead to such a utilization deficiency in using diagrams as a strategy (cf. Bjorklund et al., 1997; Reuter et al., 2015).

To consider why the utilization deficiency occurs, we need to focus on whether the diagram constructed contains the numerical and other details necessary to meet the cognitive demands of the problem. Any problem can have multiple alternative forms of external representation, drawing attention to different features and providing “representational guidance” (Suthers, 2003; Schnotz and Kürschner, 2008). For example, most students can create a visual-schematic representation of a problem situation, such as illustrations or schematic diagrams. The use of such diagrams has been demonstrated in previous studies to lead to the generation of correct solutions in problem solving (Hegarty and Kozhevnikov, 1999; Boonen et al., 2014). Their purpose, however, is simply to visually represent the problem situation in a more-or-less concrete form (e.g., where objects are located in relation to each other), so that the problem solver can understand how it may be possible to solve it. We define the knowledge necessary to use such external representations as “general knowledge” (about diagrammatic representations). Such knowledge can be used to approach solutions to a wide range of word problems. However, general knowledge about the use of diagrams (like in this example) is often inadequate for solving more complex problems. Those types of problems usually require more abstract forms of diagrams to solve: concrete representation of the problem situation is usually not enough, and the diagram itself needs to directly facilitate the working out of the solution. For such problems, specific diagram knowledge is necessary. Specific diagram knowledge enables matching of the requirements of the problem to the “problem-appropriate diagram” that needs to be used. The important point to note here is that, when solving more complex and/or more abstract problems, usually not any diagrammatic representation will suffice: a specific kind of diagram needs to be used correctly to enable the appropriate operations for solving the problem to be executed (cf. Zhang and Norman, 1994; Zhang, 1997; Duval, 2006).

The problem is that in many classroom settings, when teachers simply demonstrate the use of diagrams such as tables to solve more complex mathematical word problems, they do not provide sufficient instruction to cultivate the problem-appropriate knowledge necessary for the correct construction and use of such diagrams (JSME, 2009). Thus, many students only apprehend the general aspects of the abstract diagram: for example, they understand that tables can be used to solve complicated problems, but they do not know the exact details of how to construct and use tables correctly for such purposes.



Purpose and rationale of the present study

The present study had a twofold purpose. First, it examined whether the provision of problem-appropriate instruction might help develop diagram use competence that would result in overcoming the two problems noted in the previous subsection. In other words, that both spontaneity in appropriate diagram use and generation of correct answers would be promoted. Second, it sought not only behavioral evidence, but also neurophysiological evidence that the cognitive mechanisms that drive the ability to simply construct a diagram and the ability to correctly construct and use a diagram according to task specific requirements are distinct and identifiable. This study used arithmetic or numeric mathematical word problems, which are only a small part of the types of problems available.

Previous studies have reported that declarative knowledge (“what to use”), procedural knowledge (“how to use”), and conditional knowledge (“when to use”) are all necessary to successfully use learning strategies (Brown et al., 1981; Paris et al., 1983; Garner, 1990). When teachers explain how to solve a particular mathematical word problem through the use of a diagram, they may generally believe that demonstration of such use is sufficient. However, it may only largely promote the acquisition of declarative knowledge (i.e., what to use = diagram strategy) and, although both procedural knowledge and conditional knowledge would be implicit in such a demonstration, they may not be adequately salient or detailed enough to facilitate acquisition. Instruction therefore needs to include sufficient details of the steps to take in correctly using the strategy in specific types of problems, and explicit explanations of the conditions for when to use the strategy (including specific steps that may only apply when certain conditions are present in the problem given). On top of such instruction, practice would be indispensable: it would help consolidate procedural and conditional knowledge necessary for correctly using the strategy (diagrams in this case) for the specific types of problems being considered.

If instruction is provided not in a broad-brush manner but specifically, dealing with details of the types of word problems that students should be able to solve and the ways that appropriate kinds of diagrams can be constructed and used to solve those problems, the understanding of the problem-appropriate diagram can effectively be conveyed to students. Combined with adequate practice with feedback, students should then be able to not only overcome their lack of spontaneity in using diagrams, but also the problem of failing to generate the correct answers despite diagram use. They would not only know that the problem-appropriate diagram would help in solving the problem—and hence spontaneously use it, but also how to construct and use that diagram to help obtain the answer required.

The solution proposed above needs to be tested and verified, and doing so requires not only measurements of problem solving behavior and performance, but also of the cognitive process involved in changes that are proposed to occur. It is often difficult to ascertain when students have acquired problem-appropriate diagram knowledge as opposed to general knowledge about diagram use based on behavioral and performance measures alone as those do not objectively portray the changes that occur in the minds of students. Recently, however, physiological studies have clarified the various localization of brain functions. Therefore, we believe it useful to examine whether there might be neurophysiological correlates of the changes in behavior/performance that we were hypothesizing would occur as a consequence of providing problem-appropriate diagram use instruction. Evidence of such correlates would confirm that such instruction leads to enabling at least some of the cognitive processes that are necessary for students to develop.

As mentioned earlier, the cognitive processing involved in solving mathematical word problems is complex. However, focusing on the prefrontal cortex will ascertain whether diagram use works successfully. Solving mathematical word problem includes at least numerical and linguistic processing. Numeric processing involves the frontal-parietal network (Dehaene et al., 1999; De Smedt et al., 2011), and linguistic processing involves the frontal, temporal, and parietal network (Sugiura et al., 2011). Researchers have revealed more detailed brain connections in recent years (Peters and De Smedt, 2018; Vogel and De Smedt, 2021), but significantly, activation in the prefrontal cortex underlies cognitive processing in common (Soltanlou et al., 2018). One of the mechanisms that mediate the prefrontal cortex’s hemodynamics and cognitive mechanisms is the working memory system, a central theory in cognitive science.

Working memory comprises a cognitive system that integrates (in what has been called the “episodic buffer”) and processes (in its “executive function”) visual information (in what has been called the “visuospatial sketch pad”) and verbal information (in what has been called the “phonological loop”) while temporarily retaining those kinds of information (Baddeley, 1992, 2000). Solving a mathematical word problem would require the use of working memory related to schema construction and application (Sweller et al., 1998).

The central executive system of working memory and its two sub-systems of the phonological loop and the visuospatial sketch pad have been found to correspond to frontal lobe functions in neuroscience (i.e., the prefrontal cortex of the left and right hemispheres of the brain) (D’Esposito et al., 1995; Smith et al., 1996; Kane and Engle, 2002). The DLPFC (dorsolateral prefrontal cortex) processes endogenous, complex, and higher-order information based on attention and concentration (Corbetta and Shulman, 2002; Petrides, 2005; O’Reilly, 2010), while the VLPFC (ventrolateral prefrontal cortex) processes exogenous stimuli as “simple working memory” content and the functions of selection and comparison as “first-order executive functions.” Numerical (linguistic) processing activates the left DLPFC, and retention and updating of that information—presumably in the phonological loop—activate the left VLPFC (Paulesu et al., 1993; Boisgueheneuc et al., 2006). Spatial (non-linguistic) cognitive processing—which is supposed to be undertaken through the visuospatial sketch pad—activates the right VLPFC and DLPFC (Smith et al., 1996).

Cognitive neuroscientific studies on diagram use also reported that the prefrontal cortex plays an important role. An fMRI study using a simple syllogism task showed lower brain activity in the left PFC (frontal lobe) when presented with an Euler diagram than with text alone. The results suggest that problem-appropriate diagrams assist the visual channels of working memory and facilitate logical reasoning (Sato et al., 2015). On the other hand, an fNIRS study using the Cleveland task (Cleveland and McGill, 1984) comparing pie charts and bar charts showed lower activity in the prefrontal cortex when using diagrams less appropriate to the problem (Peck et al., 2013). These two findings seem contradictory at first glance. However, they are consistent with working memory system theory (cognitive load theory; CLT; Sweller, 2010; Sweller et al., 1998) because we can consider that the former was due to a decrease in extrinsic cognitive load and the latter to a failure to allocate germane cognitive load. Importantly, these results provide neuroscientific evidence for an association between diagram use and brain activity. Therefore, evaluating behavioral outcomes based on these findings should help identify more detailed cognitive processes.

We selected a near-infrared optical functional brain imaging device (fNIRS) because it can be considered suitable for examining cognitive processes in school children and students when they are solving mathematical word problems with the use of a diagram. Many studies examining mathematical cognitive processes use fMRI, EEG, and fNIRS because they are non-invasive. fMRI has high spatial resolution and has the advantage of being able to measure the whole brain. However, it is sensitive to motion artifacts, which raises the problem of ecological plausibility if attempting to examine cognitive processes that involve movement. MR scanners produce a loud noise and force cramped spaces, putting school children and students in a harsh situation (Skau et al., 2022). EEG, on the other hand, can capture the instantaneous potential of neuronal firing with its high temporal resolution. However, EEG also is sensitive to motion artifacts. EEG analysis usually attempts to remove artifacts widely ranging from eye movements to faulty electrodes (Reis et al., 2014; Jiang et al., 2019). Therefore, unexpected and sudden movements cause critical problems. The availability of mobile EEG for practical use has recently improved (Biondi et al., 2022). However, most mobile devices are purpose-designed with low density (only some electrodes, including Fp1/Fp2). Many of those employ dry electrodes, which are more sensitive to motion artifacts. Accordingly, future validation and standardization must improve signal quality, validity, and reliability (Lau-Zhu et al., 2019). For those reasons, using an EEG device, whether conventional or mobile, is challenging for this study focusing on complex cognitive activity when school children and students solve for a number of minutes in an erratic, unpredictable manner (Xu and Zhong, 2018). Finally, fNIRS signals can show long-lasting changes to examine what happens during mathematical word problem solving (Sakai, 2022). Compared to fMRI, fNIRS has a lower spatial resolution and cannot detect blood flow activity in deeper brain regions (over 1–2 cm). Also, compared to EEG, fNIRS has (a higher spatial resolution but) a lower time resolution. Despite these functional limitations, the ability of fNIRS is sufficient for this study to focus on cerebral blood flow in the prefrontal cortex during students’ attempts at solving problems using diagrams. fNIRS is more robust to the motion artifacts than the other methods, enabling the assessment of the neural basis of cognitive processes with movement (Soltanlou et al., 2018). fNIRS is a friendly device even for children and young students to use in a realistic environment with almost no noise (Pinti et al., 2020). fNIRS has the advantage of producing data that are highly correlated with data gathered using fMRI (Cui et al., 2011) and it is both inexpensive and portable.



Main questions and hypotheses

There are a number of questions we wanted to address in this research. The first question was whether students would be able to construct what could be considered problem-appropriate diagrams for a particular type of problem given to them, and whether despite such diagram construction their problem solving performance (i.e., ability to produce the correct answers) would not improve. To answer this question, we use mathematical word problems like the one we introduced at the beginning of this article. We designed them so that the use of a diagram would be necessary. In such problems, students cannot easily imagine how to solve them and use routine algorithmic computation procedures. The use of such problems therefore can help in determining students’ diagram knowledge (Reuter et al., 2015). In this case, the kind of diagrams appropriate for the mathematical word problems we designed and administered to the students was tables. We decided on this design because all students in Japan are supposed to learn how to use tables for solving mathematical word problems (Ayabe et al., 2021a). To examine the level of table knowledge students have, the prompt “Use TABLE to solve the word problem” can be helpful. When the prompt is given, the students can create the table because they should know what it is. However, if they do so and they cannot use the table to solve the problem, it would suggest that they possessed adequate general knowledge about tables (i.e., enough to know what they are and how to construct them when asked to do so), but not enough to construct them with the details necessary to meet the requirements of the problem and/or to execute the operations that tables would allow in order to produce the correct answer (Mayer and Gallini, 1990; Reuter et al., 2015).

Our second question was whether students’ abilities to produce correct answers would improve after they receive problem-appropriate instruction on the use of tables for solving those problems. If they prove able to do this, it would suggest that such instruction equipped them with problem-appropriate knowledge about table use—in this case, specific to solving the types of problem they were administered.

A third question we had was whether, apart from evidence from problem solving performance, it would be possible to verify such differences in general and problem-appropriate knowledge about the use of a diagram (tables) through neurophysiological evidence (i.e., differences in brain activity). The possession of the relevant general knowledge would likely be adequate to enable the construction of tables. However, with the possession of only such knowledge, students are unlikely to be able to utilize the table they construct to correctly solve the problem they have been given. In such a situation, we predicted the blood flow in the prefrontal cortex (VLPFC and DLPFC) would decrease.

We can verify the prediction by manipulating the prompt described before. If we do not give the prompt, the students are free to answer in any way they choose. They can perform calculations using numbers and conditions in the problem on their own. In addition, they probably would not construct tables (Uesaka et al., 2007; Elia et al., 2009), they can also allocate the germane cognitive load to their surplus cognitive resources in a way they believe (CLT; Sweller et al., 1998; Sweller, 2010). It means the executive function of working memory works actively. Therefore, cerebral blood flow in the prefrontal cortex should be large.

On the other hand, the prompt “Use TABLE to solve the word problem” would restrict free solvers’ behavior and cognition. They would struggle if they do not have table knowledge for solving problems. Even if they constructed a table, it would likely remain incomplete because they know the table only in language and general appearance. Most of them should not be able to visualize it completely (Mayer and Gallini, 1990; Reuter et al., 2015). In this case, allocation of germane cognitive load would likely fail and result in the stagnation of the executive function of working memory. Therefore, cerebral blood flow in the prefrontal cortex should be small.

In contrast, problem-appropriate knowledge which could be developed following the provision of problem-appropriate instruction in table use could enable successful table use for solving and calculating the correct answer to the problem given. If that occurs, we predicted that the cerebral blood flow in the prefrontal cortex would increase in order to execute the executive function of working memory, as previously explained. In other words, we predicted that differences in cerebral blood flow in the VLPFC and DLPFC regions may indicate differences in the general or problem-appropriate knowledge about table use that our participants possessed.

The following were the corresponding hypotheses we tested:







	

	H1. That, when prompted to construct tables during problem solving, the majority of students would be able to do so—hence, that table use would increase after providing a prompt for its use.










	

	H2. That correct answer rates following the prompt to use tables would evidence no change compared to previous performance.










	

	H3. That in the VLPFC and DLPFC regions of the brain, cerebral blood flow would decrease after the prompt for students to use tables in their problem solving.










	

	H4. That spontaneous table use would increase after the provision of problem-appropriate instruction in table use.










	

	H5. That correct answer rates would increase after the provision of problem-appropriate instruction in table use.










	

	H6. That in the VLPFC and DLPFC regions of the brain, cerebral blood flow would increase after the provision of problem-appropriate instruction in table use.







Materials and methods


Ethics approval

The conduct of this study was approved by the research ethics committee of the university to which all the authors belong, with the exception of the third author. All the students who participated in the study did so voluntarily and provided informed consent for their participation. In the case of minors, parental consent was also obtained.



Participants

The participants were 16 right-handed students from elementary school to undergraduate university levels (female = 6; mean age = 15.7 ± 2.9 years, from 10 to 19 years; laterality quotient = + 69.6 ± 22.5, Oldfield, 1971) recruited from students who were attending an after-school tutoring service in Japan. The decision on the wide age range of participants for the study was based on previous findings (Ayabe et al., 2021b). In that Ayabe et al. study, no significant age effect was found for scores in diagram use, although they conducted similar experiments. They provided instruction to improve diagram knowledge about tables in 40 students ranging in age from 10 to 20 years (15.0 ± 3.1 years old). The results showed no correlation between age and frequency of table use, and correct answer rates when solving the mathematical word problem.

We used G*Power (Faul et al., 2007) to estimate the minimum sample size for our within-participant design with three phases. That estimated that seven participants would be required to detect a statistically significant difference for the assumed large effect size based on the Ayabe et al. study (f = 0.54, alpha-level p = 0.05, power = 0.80). As the sample sizes of one group in previous fNIRS studies in mathematics and language were from 8 to 15 (see Soltanlou et al., 2018 for a review), we decided the necessary sample size to be 15. In the experiment, 20 students participated, but four missed some sessions. We used data from 16 students in the analyses after excluding the four.

To confirm the equivalence of three mathematical word problems that were used during the assessment sessions, the participants were randomly assigned to one of three groups according to the sequence with which they received those problems (Group A, n = 6; Group B, n = 5; Group C, n = 5; see Table 1).


TABLE 1    Outline of the experimental design and procedure.

[image: Table 1]



Experimental design and procedure

A pre- and post-intervention design within participants, with four phases was used (see Table 1 for an outline). In Phase 1 (Pretest 1), participants were asked to solve one of three mathematical word problems according to the group they were randomly assigned. Apart from being asked to solve the problem, no other instruction or information was provided. Phase 2 (Pretest 2) was identical to Phase 1 in that participants were again asked to solve a different but isomorphic problem. However, this time, they were explicitly asked to construct and use a diagram—more specifically, a table—in their attempts at solving the problem. Phase 3 was the Intervention phase, during which the participants received instruction and practice in the construction and use of tables in mathematical word problems like those administered in the assessment sessions of this study. Finally, in Phase 4 (Post-test), the participants were administered a third problem to solve (different but again isomorphic to the previous two they had received). Like in Phase 1, they received no other instruction or requirement (i.e., it was up to them how to approach solving the problem, including whether to use a table or not).

During Phases 1, 2, and 4, brain activity data (cerebral blood flow) was also taken using fNIRS (functional near-infrared spectroscopy) equipment during the time the participants were solving the word problems. These phases were conducted in a laboratory to enable the use of the fNIRS equipment. We also measured the solving time, which is the time taken to solve each of the mathematical word problems. The solving time provides a measurement of the participants’ duration of engagement in relation to their problem solving performance and cerebral blood flow. The instruction provided in Phase 3 was conducted in a different experimental room. Phases 1, 2, and 4 took approximately 20 min each (including attachment and detachment of the fNIRS equipment), while Phase 3 took 30 min. All procedures were conducted individually for each participant. For each participant, all sessions were held on the same day. The four phases were conducted in sequence, one after the other, with short rest breaks of about 5 min in between.

All the materials used in the experiment were collected immediately after each phase to ensure that they would have no influence on the participants’ learning or problem solving performance outside of the sessions provided (e.g., that the participants would not look over and think about them during the short breaks).



Problems used

The problems used were all mathematical word problems in which tables were deemed to be helpful for solving. They all required the apprehension of the pattern of change in numbers described in the problem, and the prediction of a future quantity (see Table 2). All the problems were presented in sentences only and did not include expressions to explicitly induce the use of diagrams. Preliminary statistical analysis confirmed their isomorphism in terms of difficulty, as no significant differences between problems occurred in all phases. Here, isomorphic problems refer to problems that have different cover stories but have equivalent solving structures.


TABLE 2    Problems used.

[image: Table 2]

The problem stories were printed on the answer sheets provided to the students, so that it would be easier for them to read them as well as underline or mark any parts of the stories they want to. The question corresponding to the problem given was displayed on the computer screen. The text length of the mathematical word problems was about 110 characters in Japanese (about 57 words in English). They were deemed too complicated to be solved mentally. However, if the participants identified and then arranged the necessary numbers/quantities in sequence in an array or table according to the rules provided in the problem, they were expected to discover the pattern of change. That would then facilitate inductive reasoning and, as a result, the ability to predict or calculate the future quantity required. Similar problems are included in Japanese elementary school textbooks (e.g., Souma, 2020).



Experimental setup for problem solving and functional near-infrared spectroscopy measurement

After attaching the fNIRS holder to his/her head to measure brain activity (cerebral blood flow), each participant was seated in the laboratory (in the shield room constructed so that it is not affected by external electric or magnetic fields and does not leak to the outside.). A computer monitor was installed on a desk in front of the seat, and instructions and questions were displayed on that monitor (see Figure 1). The LCD monitor (21.5 inches) was 70 cm away from the participant’s face.


[image: image]

FIGURE 1
Test condition and procedure. Example of Group A (problems presented depends on the group; see Table 1). The procedures for all three test sessions were the same. Only in pretest 2 was the prompt to solve using the table given in the clue phase.


The test procedures performed in Phases 1, 2, and 4 were all the same, but the problems provided according to group assignment were different (see Table 1). The time course was as follows. First, the participants were asked to rest with their eyes closed (30 s). After that, the problem answer sheet, which also contains the problem story was provided to the participants (see Table 2). The question for the problem was displayed on the computer monitor on the desk. After reading the problem story and the question, the participant could then start his/her attempt at answering the question (for which they had up to 5 min). Note that, only in Phase 2, instruction to “Please solve the problem using a TABLE” was displayed on the computer screen just before (i.e., above) the question for the problem. To ensure that the student would follow the instruction, the experimenter asked if the student had understood the display and only allowed the student to move on to the problem solving phase after receiving a YES response.



Instruction

In Phase 3, the intervention session, instruction to develop procedural and conditional knowledge for the use of tables was provided. This phase comprised two parts: instruction and practice. The third author and a teacher with no vested interest in the outcomes of this research provided the instructions and facilitated the practice session for each participant individually. To ensure procedural fidelity and consistency in the conduct of this intervention, PowerPoint slides and worksheets were used. The intervention was conducted in an experimental room different from the shielded room used in Phases 1, 2, and 4.

In the instruction part, how to determine the rules that govern change in the relevant numbers provided in a problem by arranging them in a table was demonstrated and explained. Then, how to inductively draw inferences and calculate the required amount based on the “rule” that has been apprehended was covered. Mathematical word problems, which were different but isomorphic in structure and requirements to those administered in Phases 1, 2, and 4, were used in these demonstrations and the subsequent practice. The instruction part took 10 min. In the practice part, which took 20 min, the participant was asked to solve two problems and was given feedback and advice as was required to ensure that he/she could correctly solve those problems by constructing and using tables (see Table 3).


TABLE 3    Instruction procedure.

[image: Table 3]



Behavioral data acquisition

The presence/absence of a table (Table included/used: Yes/No) created by the participants, the correctness of all the numbers in a table students provided (Correct numbers: Yes: 1, No: 0), the correctness of the formulas to find the answer after inferring using the table (Correct formulas: Yes: 1, No: 0), and the answer they provided (Correct answer provided: Yes/No) were examined. Two teachers with no vested interest in the research outcomes undertook this scoring independently. The values of the kappa coefficients showing the agreement between the inter-raters (i.e., these two teachers) were 0.95 in Table use, 1.00 in the correctness of numbers, formulas, and answers, indicating almost perfect and perfect concordance, respectively (Cohen, 1960; Landis and Koch, 1977).



Functional near-infrared spectroscopy data acquisition

An fNIRS device was used to determine cerebral blood flow in the frontal lobe during solving of the mathematical word problems. For near-infrared spectroscopy, a multi-channel spectrometer operating at 780-, 805-, and 830-nm wavelengths (Foire-3000, Shimadzu, Japan) was used to measure temporal changes in concentrations of oxygenated hemoglobin (oxy-Hb), deoxygenated hemoglobin, and total hemoglobin. We used only oxy-Hb changes for analysis because oxy-Hb corresponds most with the blood oxygenation level-dependent signal of fNIRS (Strangman et al., 2002). We used a 3 × 9 array of 27 probes (fNIRS Folder for forehead measurement 551-07600-01; 14 light-emitting and 13 detecting probes), which enabled measuring in 42 channels (see Figure 2). Following the international 10–20 system (Sharbrough, 1991), we fitted 19 ch. and 24 ch. to F8 and F7, respectively. This fitting placed 38 ch. around Fp1 and 39 ch. around Fp2. The sampling time was 220 msec. In order to minimize artifacts, we asked participants to, as much as possible, limit their bodily movements to only those that are necessary to execute the task administered (i.e., solving the problem).


[image: image]

FIGURE 2
Anatomical space of each functional near-infrared spectroscopy (fNIRS) channel. Regions of interest (ROIs) are circled in red. Upper left circle, right DLPFC (3 ch.); upper right circle, left DLPFC (6 ch.); lower left circle, right VLPFC (36 ch.); lower right circle, left VLPFC (41 ch.); Red shadings are the estimated anatomical regions (right DLPFC, 2, 3, 10, 11, and 19 ch.; left DLPFC, 6, 7, 15, 16, and 24 ch.; right VLPFC, 18, 27, 28, 35, and 36 ch.; left VLPFC, 25, 32, 33, 41, and 42 ch.; e.g., Yamaya et al., 2021).


Before analysis, the fNIRS data were filtered through a low pass filter at 0.5 Hz and fifth order. Since cerebral blood flow changes several seconds later than neural activity, fNIRS data for the initial 10 s of stimuli onset in rest and solving phases were removed from the analysis. We subtracted the average oxy-Hb during the rest phase (30 s) from the average during the solving phase for each phase (e.g., Pretest 1—rest) and defined this relative oxy-Hb change as activation of the pre-frontal cortex (PFC) (Δoxy-Hb). After that, we subtracted the Δoxy-Hb in the two tests (Pretest 2—Pretest 1, Post-test—Pretest 2, Post-test—Pretest 1) and calculated the changes between the solving phases. Note that the rest phase immediately prior to each test session was set as the baseline for each test.

We estimated the anatomical data of the fNIRS channel using a three-dimensional digitizer and mapped the anatomical data on the image of the brain using a mapping software (Fusion, Shimadzu, Japan). As previously noted, the area of interest in the present study was the dorsolateral prefrontal cortex (DLPFC) and the ventrolateral prefrontal cortex (VLPFC). According to the international 10–20 system, the target channels based on this fNIRS probe placement were 3 ch. for right-DLPFC, 6 ch. for left-DLPFC, 36 ch. for right-VLPFC, and 41 ch. for left-VLPFC (Himichi and Nomura, 2015; Jin et al., 2019).



Analysis

We used three kinds of analysis to examine the dependent measures (behavioral and physiological data) depending on the variable type. First, we used Cochran’s Q test, a non-parametric statistical test, to analyze the data about the students’ table use and the correctness of their answers, as these were binary data (0 or 1). For pairwise comparisons of simple main effects, we used McNemar’s test as it is likewise suitable for detecting differences in dichotomous dependent variables. The null hypotheses were set against each effect of prompt for table use (before Pretest 2) and problem-appropriate instruction on table use (before Post-test). Second, we used paired t-tests to analyze the students’ cerebral blood flow before and after the prompt and the instruction. In order to understand variations in blood flow in the entire frontal lobe, we performed an analysis on all 42 channels measured. However, further analysis focused on the four channels above (the ROIs).




Results

Table 4 shows the results of the acquired behavioral data. And Figure 3 shows an example of tables drawn by the students for Pretest 1, Pretest 2, and Post-test. In Pretest 1, most students wrote numbers, calculation formulas, and calculations on paper, like in Figure 3. Four students drew a table, and another drew an illustration. In Pretest 2, 11 students drew tables, one drew an illustration, one drew a flow chart, and the other three only used calculation formulas. In Post-test, all 16 students drew (nearly) complete tables. Note that, for any test, it does not matter if the values in the table are correct or not.


TABLE 4    Table use, numbers, formulas, and correct answer.
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FIGURE 3
Examples of TABLES drawn by students.



Did table use increase after the provision of a prompt for its use?

One of the four students who constructed and used a table in Pretest 1 did not construct a table in Pretest 2 despite being prompted to use a table. However, eight students followed the prompt and constructed a table for the first time in the experiment.

A comparison of participant table use in Pretest 1 and Pretest 2 revealed that table use significantly increased following the prompt to construct and use it during problem solving. This can be seen in Figure 4, which shows Table use as a function of the test phases. The percentages of answer sheets that included a table (represented by the red bars) before and after the prompt (i.e., at Pretest 1 and at Pretest 2) are shown. In Pretest 1, most of the participants tried to solve the mathematical word problem by calculation alone, without using tables. In Pretest 2, as expected, after the provision of the prompt to use a table, table use increased.
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FIGURE 4
Changes in table use and correct answer rate (N = 16). *p < 0.05, **p < 0.01, ***p < 0.001.


The analysis showed a significant test phase effect for table use, Q (2) = 16.77, p < 0.001 [where Q (df) = Cochran’s Q value with the corresponding degrees of freedom]. Moreover, a significant difference was found in table use between the test immediately before and after the prompt for table use [Pretest 1 vs. Pretest 2: χ2(1) = 5.44, p < 0.05, where χ2 (df) = McNemar’s χ2 with the corresponding degrees of freedom].

This result provides full support for the first hypothesis. Note, however, that in Pretest 2, five students did not construct a table despite being instructed to do so. As noted in the “Materials and methods” section, the experimenter asked all students to use a table by displaying the prompt on the monitor and soliciting verbal confirmation of the student’s understanding of the instruction. Also, all students wrote something on their answer sheet (i.e., none of them failed to write anything).



Did correct answer rates increase after the prompt for table use?

No students answered the problem correctly in Pretest 1. Only one student answered correctly in Pretest 2. That student constructed a table in both tests (i.e., with and without the prompt), failed to correctly solve the problem in Pretest 1, but succeeded in Pretest 2.

A comparison of participants’ correct answer rates in Pretest 1 and Pretest 2 revealed no improvement in their correct answer rates. Figure 4 shows table use as a function of the test phases. The blue bars in Figure 4 show that no correct answers were produced in Pretest 1 and only a very slight increase occurred at Pretest 2. The statistical analysis confirmed this—that is, despite a significant test phase effect for correct answer rates, Q (2) = 10.33, p < 0.01 [where Q (df) = Cochran’s Q value with the corresponding degrees of freedom], there was no significant difference between the correct answer rates immediately before and after the prompt to use tables [Pretest 1 vs. Pretest 2: χ2(1) = 1.00, p ≥ 0.1].

This result provides full support for the second hypothesis. In other words, despite using tables in attempts to solve the problem given during Pretest 2, there was no significant improvement in the participants’ ability to produce correct solutions.



Did the cerebral blood flow in the dorsolateral prefrontal cortex and ventrolateral prefrontal cortex regions of the brain decrease after the prompt for table use?

As explained in the Introduction section, the students were entirely free to solve the mathematical word problem in Pretest 1 using any approach they liked. However, in Pretest 2, they were restricted in their answering approach by being asked to use a table. Eight students changed their approach from calculating only to using tables, and five students were not able to follow the prompts. Based on these, we compared the cerebral blood flow data in Pretest 1 with those in Pretest 2 (see Figure 5).
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FIGURE 5
Changes in cerebral blood flow. The numbers on the figure are t values for changes in the average cerebral blood flow concentration per unit time between test phases; (A) Pretest 2—Pretest 1; (B) Post-test—Pretest 2; (C) Post-test—Pretest 1; (R) right, (L) left; N = 16. ROIs are circled. Upper left circle, right DLPFC (3 ch.); upper right circle, left DLPFC (6 ch.); lower left circle, right VLPFC (36 ch.); lower right circle, left VLPFC (41 ch.) (see Figure 2).


Significant decreases in cerebral blood flow were found in the right DLPFC area as well as the left and right VLPFC areas of the brain following the prompt for table use. However, no decrease was found in the left DLPFC region. These are portrayed in Figure 5A, which shows changes in cerebral blood flow while solving the mathematical word problem in Pretest 2 compared to Pretest 1. The color scale indicates the changes on the measured channel from red (increase) to blue (decrease). Circles on the figure indicate the regions of interest (ROIs) in the brain area. That is, the upper left circle represents the right DLPFC (3 ch.), the upper right circle represents the left DLPFC (6 ch.), the lower left circle represents the right VLPFC (36 ch), and the lower right circle represents the left VLPFC (41 ch.). As Figure 5A shows, the cerebral blood flow other than in the left DLPFC, more specifically in the right DLPFC area and left/right VLPFC areas, decreased when comparing Pretest 2 to Pretest 1.

The numbers in Figure 5A indicate the t-test values in comparing the blood flow in Pretest 2 to that in Pretest 1. Significant differences in cerebral blood flow were found in the right DLPFC [t(15) = −3.47, p < 0.01], right VLPFC [t(15) = −2.26, p < 0.05] and left VLPFC [t(15) = −2.45, p < 0.05] areas. However, no significant difference in cerebral blood flow was found in left DLPFC area [t(15) = −0.69, p ≥ 0.1].

These results provide partial support for the third hypothesis that, despite using tables to solve the problem during Pretest 2, rather than an increase in blood flow in these ROIs, there was instead a tendence for blood flow to decrease.



Did spontaneous table use increase after the provision of problem-appropriate instruction in table use?

In Pretest 2, 11 students constructed a table following the prompt, but in Post-test, all 16 students constructed a table without being prompted (see Table 4). A comparison of participant table use in Pretest 2 and Post-test revealed that Table use significantly increased following the provision of problem-appropriate instruction in table use. This is shown by the red bars in Figure 4.

The statistical analysis revealed a significant test phase effect for Table use, Q(2) = 16.77, p < 0.001. Moreover, significant difference was found when comparing Table use between Pretest 2 and Post-test (i.e., before and after instruction had been provided), χ2(1) = 5.00, p < 0.05.

These results provide full support for the fourth hypothesis. In other words, there is evidence indicating that provision of problem-appropriate instruction in table use led to improvements in participants’ ability to use tables spontaneously to solve the type of mathematical word problems. Note that in Post-test, the students were not prompted to use the table to solve the problem.



Did correct answer rates increase after the provision of problem-appropriate instruction in table use?

Only one student succeeded in deriving the correct answer in Pretest 2, but six students succeeded in the Post-test. The only student who succeeded in Pretest 2 also succeeded in Post-test. Five students failed to obtain the correct answer in Pretest 2 despite constructing tables but succeeded for the first time in the Post-test (see Table 4).

There was a significant increase in the correct answers produced by participants at Post-test compared to Pretest 2. This is shown by the blue bars in Figure 4. The statistical analysis revealed a significant test phase effect for the correct answer rates [Q(2) = 10.33, p < 0.01]. Moreover, significant difference was found when comparing correct answer rates between Pretest 2 and Post-test (i.e., before and after instruction had been provided), χ2(1) = 5.00, p < 0.05.

These results provide full support for the fifth hypothesis. In other words, there is evidence indicating that provision of problem-appropriate instruction in table use led to improvements in participants’ ability to solve the type of mathematical word problems that would benefit from the use of tables (i.e., those that require working out the pattern and rule of change in amounts). There were, however, ten students who failed to obtain the correct answer in the Post-test, and they constructed nearly complete tables. A close examination of their answer sheets showed that although they all undertook the appropriate approach in attempting to solve the problem, they made mistakes in the arithmetic procedure to determine or infer the values/numbers that make up the tables.



Did cerebral blood flow in the dorsolateral prefrontal cortex and ventrolateral prefrontal cortex regions of the brain increase after the provision of problem-appropriate instruction in table use?

In Pretest 2, we instructed students to use a table, but most of them could not create and use a table as the problem demanded. As described before, all students used a table spontaneously in Post-test. The tables they drew were nearly complete ones (see Figure 3), so they likely engaged in similar cognitive activities regardless of their success or failure in correctly solving the problem. Based on these, we compared the cerebral blood flow while solving the mathematical word problem in Pretest 2 with that in the Post-test.

There was a significant increase in cerebral blood flow to the left and right DLPFC and VLPFC regions of the brain at Post-test compared to Pretest 2. This is shown in Figure 5B: pay particular attention to the circled ROIs. The numbers in Figure 5B indicate the t-values on each of the fNIRS channels. When comparing cerebral blood flow readings between Post-test and Pretest 2, the analysis found significant differences in blood flow in the right DLPFC [t(15) = 3.00, p < 0.01], the left DLPFC [t(15) = 3.29, p < 0.01], the right VLPFC [t(15) = 4.13, p < 0.01], and the left VLPFC [t(15) = 3.35, p < 0.01].

These results provide full support for the sixth hypothesis: following problem-appropriate instruction in table use, there was a significant increase in blood flow to the DLPFC and VLPFC regions of the brain when participants were working on the problem they were given, suggesting active engagement of working memory functions noted earlier.

Finally, although not directly related to the hypothesis of this study, the results of comparing brain activity in Pretest 1 and the Post-test are shown in Figure 4C. No significant difference was found in any ROI. Apart from the ROI, a significant difference was seen on only one channel (33 ch.; t(15) = 2.32, p = 0.04). Therefore, this result shows the brain activities in Pretest 1 and Post-test were comparable if considering the multiple tests.



Means of cerebral blood flow and solving time by success or failure

For a more detailed analysis, we considered it necessary to examine the differences in brain activity between students who succeeded in the Post-test (6 students) and those who failed (10 students). As mentioned above, we speculated that they engaged in similar cognitive activities/efforts regardless of their success or failure outcome in solving the problem. However, those small sample sizes made statistical validation useless. We report only aggregated results here. Tables 5, 6 show the average cerebral blood flow in all channels and ROIs (four channels), respectively. We also considered solving time to be an essential factor. If students engaged in similar cognitive activities/efforts regardless of success or failure, there should be no difference in the solving time. However, for the same reason above, it was difficult for us to report statistical analysis results, so Table 7 shows only the aggregate results of the solving time.


TABLE 5    Cerebral blood flow (prefrontal cortex).
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TABLE 6    Cerebral blood flow (ROI).
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TABLE 7    Solving time.

[image: Table 7]




Discussion


Summary of the main finding and interpretation of results

In the present study, we were able to obtain performance/behavioral and neurophysiological evidence of the effect of providing problem-appropriate instruction, which develops students’ ability to construct and use diagrams for solving mathematical word problems. As far as we know, this is the first study to report cerebral blood flow changes as a consequence of developing strategy use knowledge in problem solving. Our results showed that:

(1) If students were required to use diagrams (tables), they could construct them. However, such construction rarely led to successful problem solving.

(2) In that case, cerebral blood flow to regions of the brain related to working memory functions (i.e., the VLPFC and DLPFC areas) decreased compared to when students were not required to use tables in problem solving.

(3) After problem-appropriate instruction had been provided, both the students’ spontaneous use of diagrams (i.e., without prompting) and their production of correct answers increased.

(4) In that case, cerebral blood flow to the regions of the brain associated with working memory functions increased compared to measurements prior to the provision of instruction.



Evaluation of methods and assumptions

In this study, we experimentally verified the distinction between two kinds of diagram use knowledge (i.e., general and problem-appropriate) in the way they affect problem solving—in terms of both performance and brain response. We were able to confirm that problem-appropriate instruction can develop problem-appropriate knowledge that can address prevalent student deficits in the production and use of diagrams (Zahner and Corter, 2010; Van Garderen et al., 2013; Reuter et al., 2015). This finding may help contribute to overcome the repeatedly reported the utilization deficiency of diagrams (Uesaka and Manalo, 2006; Uesaka et al., 2010; Ayabe and Manalo, 2018).

Furthermore, we were able to demonstrate the usefulness of fNIRS as a tool for establishing neurophysiological evidence for strategy use acquisition—in near normal teaching and learning settings (i.e., participants were able to behave as they normally would in problem solving, which would have been difficult to do with the use of more movement-restrictive equipment such as fMRI and EEG; Soltanlou et al., 2018).

Finally, the mathematical word problems designed for this study helped to control table use knowledge effectively. Suppose the problem is not difficult to solve without tables or is easily solved by external representations other than tables. In that case, the assumption that table use is appropriate does not hold (e.g., Reuter et al., 2015). If those mathematical word problems were such, it would not have distinguished the three kinds of knowledge (Paris et al., 1983) for mastering table use strategies. In this study, all students failed in Pretest 1, where they were allowed to solve freely, and in the Post-test after table use knowledge instruction, the correct answer rate improved as table use increased. Therefore, the mathematical word problems used in this study can be taken as having worked to identify the components of table use knowledge.



Answers to questions raised

We had three main questions we were trying to answer in this research. The first of those was whether students would be able to construct tables when asked to do so for solving mathematical word problems (for which the use tables would be considered appropriate) (H1), and whether such demand would lead to increases in correct answers (H2). First of all, researchers have often reported that students do not construct diagrams spontaneously, even though they know diagrams help solve mathematical word problems (e.g., Uesaka et al., 2007). Only four students (25%) constructed a table in the Pretest in this experiment. This result confirmed the problem of lack of spontaneity in diagram use. Based on these, this question was generated in consideration of an advice often given by teachers in mathematics classrooms (i.e., “Use diagrams to solve this math word problem!”). As expected, asking students to use a table led to an increase in the use of tables during problem solving (from 4 to 11 students), but the correct answer rates did not improve (from 0 to 1 student). This result is congruent with those of previous studies that students, when encouraged to use diagrams, can construct diagrams—but that, without adequate problem-appropriate instruction, they are often unable to effectively use the diagrams for the task given (Uesaka and Manalo, 2006; Uesaka et al., 2010; Manalo and Uesaka, 2016).

As mentioned earlier, all students would know what a table is (Ayabe et al., 2021a). We also carefully gave them instructions that they needed to use a table for solving the problem given (monitor display and verbal confirmation). Therefore, the five students who did not construct a table probably gave up on constructing one because they did not know how to use it. Also, of the 11 students who constructed a table according to the instructions, only one student succeeded in Pretest 2. The rest (10 students) failed to solve the problem even though prompted to use a table.

A simpler mathematical word problem may be possible to solve by drawing items described in the problem and constructing a schema (e.g., Boonen et al., 2013; Daroczy et al., 2015): such diagram construction can be undertaken with the use of general knowledge about diagrams as visual representations. However, such general knowledge is insufficient for solving more difficult word problems, which require problem-appropriate knowledge for constructing and using the appropriate diagram so that it would not only visually represent the problem but also enable its actual solving (e.g., in the case of tables, it should enable the apprehension of the pattern of recurring change in numerical values; cf. Duval, 1999, 2006). This point highlights the importance of improving teachers’ teaching methods for diagram use strategy. The advice to “use a table to solve this problem,” which is the extent of explicit instruction many teachers provide, is far from adequate as it only provides declarative knowledge (i.e., it only answers the questions of: What strategy should I use? cf. Paris et al., 1983). The limited value of such advice was clearly demonstrated by our result of students being able to construct tables but failing to use them to work out the required answers.

The second question was whether the provision of problem-appropriate instruction about table use would further increase students’ spontaneous use of tables during problem solving (H4) and improve their ability to produce correct answers (H5). More specifically, all 16 students constructed a table spontaneously and completely in the Post-test. Six of them succeeded in correctly solving the problem. As mentioned above, the cause of the failure appeared to have been calculation errors (Table 4). Therefore, it indicates that the instruction and practice on table use provided in the intervention session helped them overcome the lack of spontaneity and to acquire knowledge about table use. This result is consistent with previous studies that have provided similar interventions (Ayabe and Manalo, 2018; Ayabe et al., 2021b).

The results at Post-test showed that both table use and correct answers increased. The problem-appropriate knowledge about table use provided during instruction students to not only construct a more useful table for the problem they were given (paying attention and extracting relevant numerical and other details from the text of the problem itself), but also to visually apprehend patterns of number changes, to inductively infer the rules that govern such patterns, and to undertake more efficient calculations of the answer required. The crucial point is that after teaching them that knowledge, the students possessed the necessary procedural and conditional knowledge appropriate for solving the type of problem given. Without problem-appropriate instruction, the table can be drawn, but it will unlikely lead to the production of the correct solution.

The third question was whether neurophysiological measurements (using fNIRS) could detect differences between the possession of general and problem-appropriate knowledge about table use. This study focused on the relationship between the working memory system and frontal cerebral blood flow (Wijeakumar et al., 2017; Soltanlou et al., 2018). At Pretest 1, the students would have been free to solve the problem given in any way they wanted, including just trying to numerically compute the answer and drawing pictures or illustrations. Brain activity measurement at this phase might reflect the state of natural mental effort and cognitive activity. At Pretest 2, cerebral blood flow was found to be lower overall than at Pretest 1 (H3). The reason may have been due to deficiencies in the students’ diagram use strategy (Bjorklund et al., 1997). In other words, the requirement to use a table might have turned into a stumbling block because, although most of the students would have known how to construct a basic table, many proved not to know how to construct and use a table to solve the problem they were given (cf. Uesaka and Manalo, 2006; Uesaka et al., 2010). The requirement to use an appropriate diagram (table) that they did not have sufficient knowledge about, could have activated the ACC area of the brain instead to try to resolve the problem (Botvinick et al., 1999; Cao et al., 2016), or the mPFC area to search for the way to use the table (Euston et al., 2012; Kurczek et al., 2015; Yonelinas et al., 2019). The net effect would have been the observed decreases in blood flow to the DLPFC and VLPFC regions of the brain. As previously noted, fNIRS would not have captured the activations in the deep PFC region (Fishburn et al., 2014), only the blood flow reductions in the DLPFC and VLPFC regions.

Finally, at Post-test, the cerebral blood flows became higher than those in Pretest 2 (H6). The activation of DLPFC and VLPFC would suggest that the working memory system is related to the use of problem-appropriate knowledge about table use (cf. Corbetta and Shulman, 2002; Petrides, 2005; O’Reilly, 2010), facilitating the execution of solving procedures, drawing of inferences, and more efficient computation (cf. Larkin and Simon, 1987; De Smedt et al., 2011; Giardino, 2017). In addition, the goal-oriented thinking process may activate PFC (Curtis and D’Esposito, 2003).

Working memory demands could explain the reason for no difference in activity in the prefrontal cortex between Pretest 1 and Post-test. In other words, whether diagrams were used or not, those working memory demands were the same. Therefore, we can interpret that the table use improved problem-solving performance, even though no differences were found in brain activity.



Significance of findings

An important educational implication of the present study is that the problem-appropriate declarative, conditional, and procedural knowledge pertaining to strategy use (Paris et al., 1983) needs to be directly addressed through problem-appropriate strategy/diagram use instruction. Most teachers would show and tell students to use diagrams to solve mathematical word problems. However, such general and largely superficial instructions may be limited to just imparting declarative knowledge. The teachers may believe that the student would be able to solve problems if they provide a careful explanation, including the conditions for when to use the diagram. However, if the student cannot connect the declarative and conditional knowledge they have gained with the necessary procedural knowledge, it is likely that the student will fail in correctly using a diagram to solve the problem. To effectively connect and integrate declarative, procedural, and conditional knowledge for strategy use, problem-appropriate instruction on the strategy to use (in this case, tables for solving particular types of mathematical word problems) is necessary.



Limitation and future research

One limitation of this study is the small sample size (N = 16). In the future, it is necessary to confirm the reliability and validity of the findings obtained here on larger numbers of participants. Another limitation is that this study focused only on one particular type of mathematical word problems and the corresponding kind of diagram (i.e., table) deemed effective for solving it. Most diagrams have domain-specific functions, and their inference types are abundant (Ainsworth, 1999; Arcavi, 2003; Ayabe and Manalo, 2018). In order to contribute to improving students’ diagram competencies, follow-up research is needed to cover the wider range of problem types and corresponding kinds of diagrams. Diagrams are an interactive and powerful thinking tool. Therefore, a better understanding of the correspondences between the functions that different kinds of diagrams can serve in mathematical word problem solving and the range of problem types that can be encountered, not only in the classroom but also in real life, can equip students with a powerful thinking tool for the duration of their formal education and the rest of their lives.
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Table use Numbers Formulas Correct answer

Use Rate Correct Rate Correct Rate Correct Rate
Pretest 1 4 0.25 1 0.06 0 0.00 0 0.00
Pretest 2 11 0.69 4 0.25 1 0.06 1 0.06
Post-test 16 1.00 7 0.44 6 0.38 6 0.38

N =16.
Table use: the presence of a table students provided (Yes: 1, No: 0); Numbers: the correctness of all the numbers in the table (Yes: 1, No: 0); Formulas: the correctness of the formulas for

finding the answer by inferring using the table (Yes: 1, No: 0); Correct answer: the correctness of the answer students provided (Yes: 1, No: 0).
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All Success (N =6) Failure (N = 10)

Mean SD Mean SD Mean SD

Pretest1  0.0181 0.0182 0.0178 0.0224 0.0184 0.0165
Pretest2  0.0014 0.0178  0.0014 0.0238 0.0014 0.0145
Post-test  0.0308 0.0268  0.0462 0.0320 0.0154 0.0152
N =16.

Mean cerebral blood flow and the standard deviation for all 42 channels (mM-mm).
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All Success (N =6) Failure (N = 10)

Mean SD Mean SD Mean SD

Pretest1  0.0914 0.0951  0.1089 0.1229 0.0739 0.0785
Pretest2  0.0168 0.0613  0.0358 0.0815 —0.0022 0.0445
Post-test  0.1664 0.1563  0.2334 0.2164 0.0993 0.0850
N =16.

Mean cerebral blood flow and the standard deviation for the four ROI channels
(mM-mm).
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All Success (N = 6) Failure (N = 10)

Mean SD Mean SD Mean SD

Pretest 1 203.6 93.6 219.7 78.7 187.6 104.4
Pretest 2 230.6 81.8 258.8 49.4 202.4 92.1
Post-test 238.7 61.7 226.3 57.6 251.1 65.2
N =16.

Mean solving time and the standard deviation (sec).
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Problem wording (translated from Japanese)

Studying and playing time: A boy spends 150 min every day studying and playing games. If his study time is longer than playing games, he will play games
30 min longer the next day. Otherwise, he will study 45 min longer than the time spent playing games on the previous day. He studied for 50 min on day 1.
(Question) How many minutes will he study for on day 3652

Sweets tree: There is a sweets tree that bears 111 macaroons and eclairs every day. If the eclairs are more than the macaroons, it will bear 33 more macaroons
the next day than the number of eclairs on the previous day. Otherwise, it will bear 22 fewer macaroons than the previous day. It bore 99 macaroons on day 1.
(Question) How many macaroons will the tree bear on day 3652

Automobile factory: A factory manufactures automobile parts, packing 150 parts in each box, and carries as many boxes as possible to an assembly plant every

day. If the number of parts left is more than 75, the factory will produce 180 parts the next day. Otherwise, it will produce 220 parts. The number of the parts
left on day 1 was 130. (Question) How many parts will be left on day 3652
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Teaching table use strategy knowledge

Declarative knowledge: Knowing that

A table is a visual representation that allows arrangement of numbers/quantities in lines or rows for each item and for organizing them

compactly for easy viewing

Conditional knowledge: Knowing when and why

To use a table to find the change rule when solving problems with varying numbers/quantities

Procedural knowledge: Knowing how

1. Create a table focusing on the number/quantity required to solve the problem.

2. Find the change rule, such as the repetition period, from the sequence in the table.

3. Inductively infer general laws from the change rules.

4. Calculate the answer using the general formula.

Diagram use instruction

Constructing stage

1
2
3

Read the problem carefully
Underline necessary numbers and conditions

Identify changing number (variables)

Create a frame for the table, if necessary
Write the numbers given in the problem into the table

Calculate the numbers of stock (B, A) on Day 2
according to the problem condition

Similarly, calculate the numbers of stock (B, A) after
Day 3

Inferring and computing stage

8

Infer the change rule of the numbers of stock (B, A)

Find the periodic length

Calculate the remainder by dividing 365 by the
periodic length

Find the number in the order of remainder in the

periodic sequence

Example of parts problem

Day, the number of stock before (B) and after shipping
(A)

130 as the number of stock (B) on Day 1
(310, 10)

(235, 85), (265, 115), (295, 145), (325, 25), (250, 100),
(280, 130), (310, 10)

If the same value appears on the table, for example on
Days 1 and 8, then it may signal that one periodic
sequence is complete and is being repeated.

7 (days)
365 = 7 = 52 remainder 1

130 (the 1st number of the periodic sequence)

The example above was in the case of the Parts problem (see Table 2). The experimenter taught students how to construct and use tables for solving the problem according to the above

instructions. After the instructions, the experimenter had the students practice two more isomorphic problems. In the instruction and practice sessions, we used isomorphic problems

different from those used in Pretest 1, Pretest 2, and Post-test.
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