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Multilevel and empirical
reliability estimates of learning
growth: A simulation study and
empirical illustration

Boris Forthmann*, Natalie Férster and Elmar Souvignier

Institute of Psychology in Education, University of Munster, Minster, Germany

Reliable learning progress information is crucial for teachers’ interpretation
and data-based decision making in everyday classrooms. Slope estimates
obtained from simple regression modeling or more complex latent growth
models are typically used in this context as indicators of learning progress.
Research on progress monitoring has used mainly two ways to estimate
reliability of learning progress, namely (a) split-half reliability and (b) multilevel
reliability. In this work we introduce empirical reliability as another attractive
alternative to quantify measurement precision of slope estimates (and
intercepts) in learning progress monitoring research. Specifically, we extended
previous work on slope reliability in two ways: (a) We evaluated in a simulation
study how well multilevel reliability and empirical reliability work as estimates
of slope reliability, and (b) we wanted to better understand reliability of
slopes as a latent variable (by means of empirical reliability) vs. slopes as an
observed variable (by means of multilevel reliability). Our simulation study
demonstrates that reliability estimation works well over a variety of different
simulation conditions, while at the same time conditions were identified
in which reliability estimation was biased (i.e., with very poor data quality,
eight measurement points, and when empirical reliability was estimated).
Furthermore, we employ multilevel reliability and empirical reliability to
estimate reliability of intercepts (i.e., initial level) and slopes for the quop-L2
test. Multilevel and empirical reliability estimates were comparable in size with
only slight advantages for latent variable scores. Future avenues for research
and practice are discussed.

progress monitoring, slope, growth, reliability, simulation, formative assessment

Introduction

Evaluation of student learning is a crucial component to inform progress monitoring
(Silberglitt and Hintze, 2007). Progress monitoring has been connected in particular
with curriculum-based measurement (CBM) as a well-known formative assessment
approach in special education (Deno, 1985, 1987). However, progress monitoring
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approaches for the entire classroom such as learning progress
assessment exist (Souvignier et al., 2021). The overarching goal
of progress monitoring is learning growth which is commonly
assessed in the literature by estimating the linear slope
(Silberglitt and Hintze, 2007) across multiple assessment points
(e.g., weekly measurements in CBM). Given the importance of
these growth estimates for progress monitoring it is clear that
their reliability needs to be as high as possible to most accurately
inform teachers’ instructional decisions.

Hence, issues related to the reliability of progress monitoring
slopes such as schedule and duration (i.e., number of occasions
per week and overall number of weeks of data collection), or
dataset quality (as operationalized by the amount of residual
variance in growth models) have been extensively examined
in simulation studies (Christ et al., 2012, 2013a; Van Norman
et al., 2013). One major dependent variable in such simulation
studies is the true reliability of slope estimates (i.e., the squared
correlation between estimated slopes and their true values).
These studies have shown that acceptable levels of slope
reliability (i.e., 0.70) can only be achieved for data collection
durations of at least 6 or 8 weeks (depending further on the
schedules; e.g., Christ et al,, 2013a). A conclusion that was later
backed-up with empirical data (Thornblad and Christ, 2014).
For empirical data, however, the true slope values are not known
and reliability of slopes can only be estimated. Yet, little is
known on how well reliability estimation methods quantify true
reliability. This question has not been in the focus of previous
work on the reliability of progress monitoring slopes and here
we seek to address this gap in the literature.

Furthermore, Van Norman and Parker (2018), for example,
compared two commonly used methods to estimate slope
reliability, namely split-half reliability and multilevel reliability.
Both methods aim at quantifying reliability of slopes as an
observed variable (i.e., not as latent variable). Slopes as a
latent variable, however, can be obtained by means of empirical
Bayes estimates, for example, and one might think that these
latent variable estimates are more reliable as compared to
slope estimates as an observed variable. Hence, we extend
the set of used reliability estimation methods by examining
empirical reliability which quantifies reliability of progress as
a latent variable. Empirical reliability is borrowed from the
item-response theory literature (Green et al., 1984; Brown and
Croudace, 2015) and shares with multilevel reliability the feature
that it is easy to calculate. In fact, multilevel reliability and
empirical reliability can be estimated even in case that only
few measurement points are available which prevents estimation
based on the split-half method (e.g., for only three measurement
points). Thus, the aim of our study was twofold: (a) we wanted
to know how well reliability estimates actually quantify true
reliability, and (b) we wanted to know how reliability estimated
for slopes as a latent variable performs in comparison to
reliability estimated for slopes as an observed variable.
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Reliability of growth in progress
monitoring

Progress monitoring requires multiple measurement points
over time. Hence, factors that undermine comparisons of test
results across time potentially undermine reliability of progress
monitoring estimates. For example, Van Norman and Parker
(2018) outline lack of measurement invariance (i.e., parallel
test forms should display equal difficulty), characteristics of
the data collection procedure (e.g., used instructions, changing
test administrators, or varying testing environments), and the
testing schedule (i.e., number of measurement points within a
given period of time) as potentially influencing factors. To study
these influencing factors and their potential link with growth
reliability, reliability must be estimated. Yet, the statistical
methods used to estimate growth reliability can also be a source
of heterogeneity in reliability findings (Van Norman and Parker,
2018). The focus in previous work (see above), however, was
on the method of growth estimation (e.g., differences in true
reliability between various slope estimators; Bulut and Cormier,
2018) rather than the estimation of growth reliability (i.e., which
method of estimating reliability best quantifies true reliability).
Hence, this work seeks to address this gap in the literature.

Methods of assessing reliability of slopes

Perhaps most often researchers use the split-half odd-even
method to estimate the reliability of student growth estimates
(VanDerHeyden and Burns, 2008; Christ et al, 2013b; Van
Norman et al, 2013). This method requires measurement
timepoints to be splitted into the odd and even timepoints.
Learning growth is then estimated separately by ordinary least
squares regression, for example, for each set of timepoints
and each student. Analogous to classical test theory in which
reliability is conceptualized as test-test correlation (e.g., Haertel,
2006), split-half reliability is obtained from the correlation
between slopes based on the odd measurement points (e.g.,
measurement points 1, 3, and 5) and the slopes based on the
even measurement points (e.g., measurement points 2, 4, and 6).

Among other outcomes, previous simulation studies
typically focus on true reliability as well as estimated split-half
reliability (Christ et al, 2012, 2013b) and, thus, split-half
reliability is the only method for which we know how well
it works. The match between estimated split-half reliability
and true reliability decreased as a function of number of
measurement timepoints as well as data quality (operationalized
as the amount of residual variance). Presumably, conditions
with few measurement points or large residual variance
are more likely to yield violations of the assumptions
underlying split-half reliability, namely equal true-score
and error variances between the test-halves (e.g., Haertel,
2006). However, while split-half reliability is among the
recommended methods for the evaluation of slope reliability

(National Center on Intensive Intervention, 2014), we do
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not focus on the method in this work as it requires at
least six measurement timepoints which limits its range of
application.

Another method relies on the ratio of true slope variability
and overall variability of (OLS) slopes (e.g., Raudenbush and
Bryk, 2002; Snijders and Bosker, 2012). This method has been
also referred to as multilevel reliability (e.g., Schatschneider
etal,, 2008; Van Norman and Parker, 2018). Multilevel reliability
tends to go to one when the number of measurement points
is large (relating to collection duration and schedules) or in
case strong inter-individual differences in learning progress
exist (e.g., Raudenbush and Bryk, 2002). Van Norman and
Parker used a random-intercept-random-slope model (e.g.,
Snijders and Bosker, 2012) to estimate between-student learning
growth variance (i.e., true slope variability) and the variance
of OLS slopes obtained for each child (i.e., observed slope
variability). They found that multilevel reliability was larger
than uncorrected split-half reliability for all examined levels
of duration. Yet, given that uncorrected split-half refers to
reliability of slopes based on only half the timepoints, this
is not surprising. True reliability of OLS slopes has also
been quantified in simulation studies on learning growth in
the context of curriculum-based measurement as the squared
correlation between estimated and true learning growth (Christ
et al., 2012, 2013b). However, these studies did not estimate
multilevel reliability. Thus, simulation studies on learning
progress estimation have thus far not looked at how well
multilevel reliability works as an estimate of the reliability of
OLS slope. We address this gap in the current work.

Finally, it should be noted that the estimate of learning
progress as a latent variable is used for estimation of multilevel
reliability (National Center on Intensive Intervention, 2014; Van
Norman and Parker, 2018), yet latent variable scores can also
be obtained from random-intercept-random-slope models. For
example, the R package Ime4 (Bates et al., 2015)—which is often
used in the progress monitoring literature (e.g., Parker et al,,
2011; McMaster et al., 2017; Van Norman and Parker, 2018)—
provides values for the unknown unobserved latent variable
by means of conditional modes given the observed data and
estimated other parameter values (Bates et al., 2015). Reliability
of such latent variable scores (i.e., the squared correlation
between the estimated scores and the true scores) can be
estimated by marginal or empirical reliability (Green et al., 1984;
Brown and Croudace, 2015). Empirical reliability is widely used
in item-response theory applications (e.g., Forthmann et al,
2020b,¢; Beisemann, 2022), for example.

Aim of the current work
The reliability of learning progress estimates (i.e., slopes)

is critically important for progress monitoring assessment. The
known and used methods to quantify slope reliability in the field
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of progress monitoring may not be applicable to all contexts.
For example, split-half reliability cannot be used when only
three measurement points are available. Furthermore, multilevel
reliability as the ratio of the estimated slope variance across
students (i.e., an estimate of “true” variance) to the OLS slope
variance provides an estimate of OLS slope reliability. OLS
slopes, however, are not always the best choice (e.g., when
outliers are present; Bulut and Cormier, 2018). When data
at hand require more complex modeling choices with respect
to progress monitoring, empirical reliability might be another
reasonable choice for slope reliability estimation. Empirical
reliability—like multilevel reliability—can be used with at least
three measurement points and can be understood as an estimate
of the squared correlation between slope estimates and their
unknown true values. In other words, it provides an estimate
of slopes as a latent variable. Hence, increasing the awareness of
researchers in the field that this approach to estimate reliability
is available and provides useful psychometric information is
the main aim of our paper. In accordance with this aim,
we sought to complement existing simulation studies in the
field of progress monitoring by examining how well multilevel
reliability estimation (as an established method for learning
progress reliability estimation; National Center on Intensive
Intervention, 2014) and empirical reliability estimation work
in a range of conditions used in previous simulation studies
(Christ et al., 2012, 2013a; Van Norman et al., 2013). Finally,
for illustration purposes, we apply the reliability estimation to
real data using the quop-L2 test which is used in the context
of learning progress assessment in everyday school contexts
(Souvignier et al., 2021).

Simulation study

Simulation design

The simulation design is adapted from Christ et al. (2012) to
connect with previous simulation studies. The design was based
on the factors sample size with four levels (N = 125, N = 250,
N =500, and N = 1,000), data quality with the levels very poor
and very good (referring to residual variances of 02 = 25 and
02 = 400, respectively), and number of timepoints (T = 8 and
T = 20). Simulations were based on the following latent growth
model:

Yij = (fo + boi) + (B1 + bui) tij + € (1)

with Yj; being the test performance of child i (i = 1,...,N)
at timepoint j (j = 1,...,T), latent variable means Sy (i.e., the
average intercept) and f (i.e., the average slope), latent variable
values by; (i.e., a child’s deviation from the average intercept) and
bii (i.e., a child’s deviation from the average slope), and residual
term ¢;;. Latent variables were bivariate normal with w =

2
Oy Ohyb
b 091
°© ) Average

(fo, B1) and covariance matrix X =
Oboby O,
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intercept and average slope were set to fp = 40 and 1 = 1.5 with

variances cri =
0

150 and oil = 0.40, respectively. The correlation
between intercept and slope was set to 0.20 for all simulations.
Simulations were run by means of the R package simsem
(Pornprasertmanit et al., 2020). We ran 1,000 replications for
each cell of the simulation design. The R code is openly available

in the Open Science Framework!.

Dependent variables
We analyzed the following dependent variables:

True reliability: The squared correlation between the true
latent variables and their estimated values (i.e., either latent
or observed).

Estimated reliability: The estimated reliability by either
empirical or multilevel reliability estimates.

Bias: The difference between estimated and true reliability.
RMSE (root mean squared error): The square-root of the
squared difference between estimated and true reliability
divided by the number of replications.

We mainly display simulation results graphically.

Results and discussion

Figure 1 displays true (left side) and estimated (right side)
intercept reliability. Overall, true reliability for intercepts was

1 https://osf.io/mn5hx
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substantially stronger for very good data quality as compared
to very bad data quality. We also found that true intercept
reliability increased with the number of measurement points,
yet this effect was clearly better visible for very poor data
quality compared to very good data quality, and for multilevel
reliability compared to empirical reliability. Sample size further
decreased the variability of true intercept reliability. Again,
this effect was clearly better visible for very poor data quality
compared to very good data quality and for multilevel reliability
compared to empirical reliability. As expected, the difference
between empirical and multilevel reliability decreased as a
function of data quality and number of measurement points. For
example, for very good data quality and 20 measurement points
reliabilities were clearly on par (see bottom-left in Figure 1),
yet when looking at poor data quality and eight measurement
points empirical reliability (i.e., the squared correlation between
latent variable estimates and the true values) was substantially
higher as compared to multilevel reliability (i.e., the squared
correlation between OLS estimates and the true values; see
top-left in Figure 1). Finally, it should be noted that with
respect to true reliability we found that intercept reliability
was below 0.70 only for very poor data quality and when
multilevel reliability was estimated. The right side in Figure 1
demonstrated that estimated intercept reliability worked quite
well. Indeed, estimated reliability pretty much mimicked the
findings for true reliability pointing toward unbiased estimation
of intercept reliability.

However, for true slope reliability (see left side in Figure 2)
we found that reliabilities were only higher than 0.70 for
very good data quality and when 20 measurement points
were used. The average true multilevel reliabilities replicated
the findings of Christ et al. (2012) well. For example, for
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very poor data quality and eight measurement points we
found an OLS slope reliability of 0.40 for all sample size
conditions, Christ et al. found 0.38 (the slight difference can
be explained by their much smaller simulated sample size),
whereas for very good data quality and 20 measurement
points we found a reliability of 0.91 (across all simulated
sample sizes) and Christ et al. also reported 0.91. These
observations emphasize that our simulation setup is well linked
to previous simulation studies. In addition, as for intercept
reliability a clear main effect of data quality was observed
(see red vs. cyan colored boxes on the left side in Figure 2).
We further observed a clear main effect of measurement
timepoints. The difference between empirical and multilevel
reliability was not as strong for slope reliability as compared
to intercept reliability (still the difference was stronger for
very poor data quality vs. very good data quality, but also
for 8 measurement points vs. 20 measurement points). Yet, as
expected, again empirical reliability tended to be higher than
multilevel reliability. Similarly, sample size had an effect on
variability of true slope reliabilities. Estimated slope reliabilities,
however, did not follow the true slope reliability findings and
thus differed to intercept reliability findings above. Especially
empirical reliability with very poor data quality and eight
measurement points was heavily positively biased, i.e., true
reliability was found to be strongly overestimated. Differences
between true and estimated slope reliability were not as
extreme for multilevel reliability. These observations are further
illustrated in Figure 3 which depicts the bias of the estimates.
There are several other conditions associated with very poor
data quality and the smallest sample size in which reliability
tended to be overestimated (also for multilevel reliability
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and intercept reliability; see Figure 3). Thus, under certain
conditions empirical reliability will provide a far too optimistic
estimation of slope reliability, whereas multilevel reliability will
provide a conservative estimate. Other biases tended to be
negligible.

Finally, we evaluated RMSE as another measure of reliability
estimation accuracy (see Figure 4). It should be noted that
RMSE:s for intercepts and slopes cannot be directly compared
because both are per design on a different scale. RMSE was
again a function of data quality with smaller values resulting
for very good data quality (vs. very poor data quality). The
only exception from this observation was for slope multilevel
reliability with eight measurement points. Here, the differences
were only negligible small and the amount of the difference
depended on sample size (ranging from no difference for
N = 125 to the highest difference for N = 1,000). This pattern
can be explained by the known outlier sensitivity of the RMSE
as a measure of accuracy and the findings obtained for true and
estimated slope multilevel reliability as shown in Figure 2. For
example, estimated reliability for the sample size of N = 125 had
much more extreme points at the lower tail of the distribution
when data quality was very good (red-colored box), whereas
much more extreme points at the upper tail of the distribution
were observed for very poor data quality (cyan-colored box).
These extreme values at the respective tails of the distributions of
estimated slope multilevel reliabilities surpassed the respective
tails of the distributions of true reliabilities. Overall, this pattern
resulted in highly similar RMSEs. This pattern diminished with
increasing sample sizes, but was still clearly observable for
N =250and N = 500.
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Empirical illustration
Materials and methods

Participants

The this of
N = 4,970 second-grade school students (nested in 298 classes)
taken from the 2018 cohort (i.e., school year 2018/2019) which
were assessed by the quop-L2 test series (Forster and Kuhn,
2021; Forster et al,, 2021). The students in the final sample
had a mean age of 7.95 years (SD = 0.48), 53% were boys and
47% were girls, and 81% did not have a migration background

sample used in work  comprised

whereas 19% had a migration background. Notably, the cohort
included initially 6,000 students, yet 1,030 were excluded for
various reasons (students from international schools: n = 140;
students from a different grade level who were assigned to
quop-L2: n = 227; students with an age below 6 years: n = 3;
students with an age above 12: n = 94; students with missing
values on all measurement points: #n = 333; and duplicate cases:
n = 233). The same sample has been used in a recent study with
a different focus (Forthmann et al., 2022).

The quop-L2 test series for progress
monitoring in reading

The quop-L2 test for reading achievement is comprised
of four short equivalent versions with subscales at the word,
sentence, and text level. The items of the tests were constructed
based on three dichotomous item-features that determine item
difficulty to a great extent. At the word level items were
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word/pseudoword discrimination tasks (item features were
number of syllables, word frequency, and the number of
orthographic neighbors), sentence level items were sentence
verification tasks (item features were propositional density,
associations between target words, and complexity of the
sentence structure), and items at the text level required
a decision if a third sentence fits a story based on two
initially presented sentences (item features were use of personal
pronouns, content, and the presence of causal relationships).
Each of the four tests included 20 word level items, 13 sentence-
level items, and 13 text-level items. Each test was administered
two times throughout the school year (ie., there were eight
measurement points). Students were randomly assigned to
groups which received different combinations of test halves
to prevent confounding of items and measurement points
(Klein Entink et al,, 2009). The eight measurement points of
quop-L2 assessments were administered via the computerized
quop assessment system (Souvignier et al, 2021). The tests
were completed when students were studying on their own
or in group sessions throughout the schoolyear. The quop-L2
tests displayed acceptable to excellent psychometric properties
(Forster et al., 2021).

Analytical approach
All data and the analysis script to reproduce the reported

findings in this work are openly available via a repository in the
Open Science Framework?.

2 https://osf.io/mn5hx
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FIGURE 4
Simulation study—RMSE results. Displayed is the RMSE for each cell of the design (1,000 replications).

To correct for fast guessing (Wise and DeMars, 2010; Wise,
2017) and inacceptable slow responding we used subscale
specific quantiles as cut-offs for valid response behavior (fast
guessing: 5%-quantile; slow responding: 99.5%-quantile).
We obtained these quantiles across all items of each of the
respective subscales (word level: lower bound = 1362.98 ms,
upper bound 41032.86 ms; sentence level: lower
bound = 1427.02 ms, upper bound = 53742.18 ms; text

level: lower bound = 877.36 ms, upper bound = 85836.71 ms).

Item accuracy was scored after taking these cut-offs into
account. The CISRT efficiency scoring was used to reflect
reading achievement beyond accuracy (Maris and van der Maas,
2012). CISRT scoring requires item timing, but here assessment
was untimed. Hence, the time cut-offs were used for CISRT
scoring. Item scores were averaged for each subscale (i.e., word,
sentence, and text level) and scaled to be in the range from
0 to 10.

The quop-L2 test series allows to model reading
achievement as a higher-order factor based on word, sentence,
and text level scores as observed indicators (Forthmann
et al, 2022). Such an approach was also employed in the
current work for the evaluation of longitudinally strong
measurement invariance (Vandenberg and Lance, 2000)
prior to growth modeling which is recommended in the
progress monitoring literature (Schurig et al, 2021). This
way comparisons across timepoints are not confounded by
psychometric properties. Specifically, we evaluated three levels
of measurement invariance: (a) configural invariance, (b) weak

invariance, and (c) strong invariance. First, a configural model
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was evaluated. Reading achievement was modeled as a latent
variable at each of the eight measurement points by the three
observed scores at word, sentence, and text level. For model
identification purposes the loading of the sentence level score
was fixed to one. Residuals of the observed scores were not
allowed to covary, but all latent variable latent covariances were
freely estimated. Next, this configural model (Model 1) was
compared to two alternative configural models. In an alternative
configural model (Model 2) we allowed residuals of the scores
at the same level of language to covary (e.g., the residuals
of all sentence scores were allowed to covary). However, the
modeling of residual covariances for sentence level scores was
empirically not supported and, hence, another configural model
with residual covariances only at the word and text levels were
considered (Model 3). This final model on which measurement
invariance testing was based is depicted in Figure 5.

The statistical software R was used for data analysis (R
Core Team, 2021). We used the lavaan package (Rosseel, 2012)
for measurement invariance testing. Robust full information
maximum likelihood estimation was employed for two reasons:
(a) multivariate normality was violated, and (b) missing values
were present in the data. Model fit was evaluated based on
common cut-offs in the literature (West et al., 2012). Evidence
in favor of strong measurement invariance for efficiency was
already reported in detail by Forthmann et al. (2022) and
we do not repeat the statistics here. Consequently, reading
achievement as modeled in this work based on quop-L2
displayed time-invariant loadings and intercepts of observed

indicators.
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FIGURE 5

Longitudinal confirmatory factor analysis model. n¢ denotes a
latent reading achievement variable measured at time t. xj
indicates a factor loading (fixed to 1 for sentence-level
indicators). For simplicity, item and factor intercepts are omitted
from the path model.

TABLE 1 Descriptive statistics and reliability estimates for reading
achievement at each measurement timepoint.

Timepoint M SD FDI o W1
T1 —0.60 1.36 0.85 0.76 0.77
T2 —0.33 1.29 0.86 0.76 0.77
T3 —0.08 1.31 0.87 0.78 0.78
T4 0.07 1.23 0.85 0.75 0.75
T5 0.26 1.23 0.84 0.75 0.75
T6 0.28 1.22 0.83 0.74 0.74
T7 0.42 1.20 0.85 0.76 0.76
T8 0.48 112 0.84 0.75 0.75
FDI = factor determinacy index. o = Cronbach’s alpha. w; = Bollens estimate of

congeneric composite reliability.

The Bartlett-method (DiStefano and Zhu, 2009) was used
to estimate factor scores based on the longitudinally strong
invariance models (i.e., one set of factor scores for each scoring).
Factor determinacy indices (FDI) (Ferrando and Lorenzo-Seva,
2018), Cronbach’s a (Cronbach, 1951), and Bollen’s w; (Bollen,
1980; Raykov, 2001) were further estimated and are reported in
Table 1. The latter two coefficients were estimated by means
of the semTools package (Jorgensen et al., 2021). Reliability
of efficiency scores at each timepoint was larger than 0.70 as
a recommended cut-off for low-stakes decisions (Christ et al.,
2005) and all FDIs were greater than 0.80 see Ferrando and
Lorenzo-Seva (2018).

In a next step, we subjected the factor scores to linear
latent growth modeling (i.e., a random-intercept-random-slope
model) which was estimated by means of the lme4 package
(Bates et al.,, 2015). Intercept and slope varied across students.
The timepoint variable in the analyses was coded in a way
that allows to interpret the intercept as the initial level of
reading achievement in the schoolyear (i.e., the first timepoint
was coded as zero). Multilevel reliability was calculated as the
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ratio of estimated slope variance to observed variance (i.e.,
the variance of individual OLS slope estimates; Van Norman
and Parker, 2018). Finally, we obtained the slope variance
from the estimated growth models and the average squared
standard error of learning progress estimates for estimating
empirical reliability (Brown and Croudace, 2015): Empirical
Reliability = 1 — gi”jErmr / 6;1. For completeness, we also assess
reliability of the initial level estimates.

Results and discussion

Efficiency scores increased on each subsequent
measurement point (see Table 1), while the standard deviation
decreased over time. Figure 6 provides a graphical illustration
of individual learning progress and the average growth which

was slightly non-linear.

Initial level and slope reliability findings

The estimates of the random-intercept-random-slope model
revealed an average intercept of —0.46 and an average slope of
0.15. Intercept and slope variances are reported in Table 2, with
much higher intercept variation across students as compared
to slope variation. The latent variable correlation between
initial level and learning progress was found to be r = —0.55.
Table 2 summarizes the initial level and slope reliability
estimates. Reliability of intercept estimates was generally good
to excellent, whereas slope reliability was comparably lower
and below proposed cut-offs (e.g., 0.70). Then, as expected,
it was further observed that multilevel reliability estimates
were smaller as compared to empicial reliability. Yet, the
observed differences were not large. In other words, latent
variable scores were not much more reliable than observed OLS
estimates.

To further check the trustworthiness of these reliability
estimates, we reran the simulation based on the parameters
obtained for the quop-L2 scores. As in the simulation study
reported above, we ran 1,000 replications (the file to run
this simulation is also available in the OSF repository).
True multilevel reliability for intercept (0.85) and slope
(0.41), as well as true empirical reliability for intercept
(0.90) and slope (0.44) were highly comparable with the
estimates obtained for the empirical data. In addition, estimated
reliability for the simulated data matched true reliability
very well. This was the case for intercept (0.85) and slope
(0.41) multilevel reliability, as well as intercept (0.90) and
slope (0.41) empirical reliability estimates. Thus, for the
parameter estimates and the sample size of the quop-L2
data in this work, reliability estimation can be considered
unbiased. In addition, the fact that reliability estimates
obtained for the empirical data matched the simulation well
further corroborates the impression of accurate reliability
estimation for these data.
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FIGURE 6

Spaghetti plot for learning growth trajectory of students. We chose trajectories of n = 300 students at random to increase the interpretability of
the plot. Red line represents LOESS-smoothed average growth trajectory. Standard error band is shown in cyan.

Discussion

In this study, we examined how well reliability estimates
actually quantify true reliability in a simulation study, and we
evaluated more closely how reliability estimated for slopes as a
latent variable performs in comparison to reliability estimated
for slopes as an observed variable. Our simulation study revealed
that estimation of multilevel as well as empirical reliability
works well across a variety of conditions. Yet, especially
conditions affected by very poor data quality, small sample
size (i.e., N = 125), and or rather few measurement points
(i.e., eight measurement points) were found to result in slightly
biased reliability estimation. In particular, empirical reliability
estimates of learning progress was found to be upwardly
biased when dataset quality was very poor and when only
eight measurement points were available. Increasing sample

size under such conditions did not remedy the observed bias.
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We recommend that researchers use the openly available R
scripts that come along with this paper to run a simulation
based on obtained parameters for a given dataset. This should
be especially done when data are found to be similar to the
conditions in which reliability estimation was biased in our
study. Overall, however, we conclude that reliability estimation
works across a variety of simulation conditions used in previous
work (Christ et al., 2012).

In addition, we estimated multilevel and empirical reliability
for the quop-L2 reading test series which allows for progress
monitoring in everyday classrooms (Forster et al, 2021;
Souvignier et al., 2021). We found that multilevel and empirical
reliability findings were similar in size to true and simulated
reliability for eight measurement points and very good data
quality in our simulation study. Relatedly, previous work
estimated true multilevel reliability in simulation studies on
slope estimation methods in the progress monitoring literature
(Christ et al., 2012, 2013b; Christ and Desjardins, 2018). The
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TABLE 2 Reliability estimates at the student level and at
the class level.

Intercept Slope
52
&, 1293 -
52
& - 0.009
52
o o1s 1.515 -
57 - 0.021
1,0LS
Srror 0.130 0.005
Multilevel reliability 0.853 0.406
Empirical reliability 0.900 0.438
Multilevel reliability for intercept = 620 /&IEMLS. Multilevel reliability for

JORN . . . =2 N -
slope = 5121] /Uil os” Empirical reliability for intercept = 1 — 6y, Errm/oioA Empirical

o . =) a . .
reliability for intercept = 1 — Glm,l:’rmr/cil . All estimates are rounded to three decimals.
Hence, not all reliability coefficients can be exactly calculated based on the reported
estimates of the various variances because of rounding errors.

squared correlation between estimated slopes and their true
values (i.e., reliability) has been commonly used as dependent
variable in these simulation studies which is conceptually the
same quantity that one is trying to estimate by multilevel
reliability. These findings serve further as a benchmark for
interpretation of the current findings. For example, researchers
found a range for simulated good quality data and 8 weeks time
schedule of 0.10 to 0.45 (Christ et al.,, 2012, 2013b). In light of
these previous results one can again conclude that the findings
in this study with a multilevel reliability of 0.41 again imply that
reliability findings for quop-L2 provides are in accordance with
reliability findings for progress monitoring data of good to very
good quality.

Limitations and future directions

The main aim of this research was to extend previous
work on the reliability of learning progress estimates by
evaluating how well multilevel and empirical reliability work.
Notably, empirical reliability as a way to quantify measurement
precision has wide potential for applications in progress
monitoring beyond the used simulation model and data used
for illustration in this work. Yet, concrete findings reported
here are limited to the conditions of our simulations and
data which represent learning progress assessment as a form
of progress monitoring in everyday school contexts. While
this limitation is important when it comes to interpretations
of the empirical findings in this work, we do not see
that application of the approach in other forms of progress
monitoring is undermined. Empirical reliability can readily
be calculated as long as individual progress estimates and
associated standard errors are available (e.g., when latent growth
modeling is used).

We have discussed above findings from simulation studies
on slope estimation approaches in the CBM literature. These
findings might serve as a benchmark for the findings in this
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work. In a sense, partially replicating previous work emphasizes
their validity. However, it should not be overlooked that these
simulations—and, hence, also the simulation study reported in
this work—specify a set of population parameters for simulation
that is informed by CBM research and not by learning progress
assessment research. However, with this work, we provide open
material that facilitates data simulations of progress monitoring
data. Hence, we recommend running new simulations for
other learning progress assessment conditions to complement
interpretation of reliability estimates. Such a step is illustrated
in this work and can be understood as a check of model
fit. If simulated true and estimated reliabilities are far off the
estimates obtained for a data set a cautious interpretation of
findings is needed.

Conclusion

In this work we extended previous simulation studies on
the reliability of learning progress assessment. First, previous
work focused mainly on true reliability, whereas here we
focused on how well reliability estimation works. Second, we
additionally focused on empirical reliability as a way to quantify
measurement precision of latent variable scores obtained from
latent growth modeling. Overall, we found that reliability
estimation works for a variety of conditions and recommend to
check this locally by adapting our openly available simulation
material. In addition, empirical vs. multilevel results may
provide critical information to decide which estimate should
be used in research and practice. For example, when OLS
estimates turn out to be unreliable, latent variable estimates
of learning progress might still be a useful option. For future
work we recommend to estimate both types of reliabilities to be
maximally informed.
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