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Graphical representations are ubiquitous in the learning and teaching of science, 
technology, engineering, and mathematics (STEM). However, these materials are 
often not accessible to the over 547,000 students in the United States with blindness 
and significant visual impairment, creating barriers to pursuing STEM educational 
and career pathways. Furthermore, even when such materials are made available 
to visually impaired students, access is likely through literalized modes (e.g., 
braille, verbal description), which is problematic as these approaches (1) do not 
directly convey spatial information and (2) are different from the graphic-based 
materials used by students without visual impairment. The purpose of this study 
was to design and evaluate a universally accessible system for communicating 
graphical representations in STEM classes. By combining a multisensory vibro-
audio interface and an app running on consumer mobile hardware, the system 
is meant to work equally well for all students, irrespective of their visual status. 
We report the design of the experimental system and the results of an experiment 
where we compared learning performance with the system to traditional (visual or 
tactile) diagrams for sighted participants (n = 20) and visually impaired participants 
(n =  9) respectively. While the experimental multimodal diagrammatic system 
(MDS) did result in significant learning gains for both groups of participants, the 
results also revealed no statistically significant differences in the capacity for 
learning from graphical information across both comparison groups. Likewise, 
there were no statistically significant differences in the capacity for learning from 
graphical information between the stimuli presented through the experimental 
system and the traditional (visual or tactile) diagram control conditions, across 
either participant group. These findings suggest that both groups were able to 
learn graphical information from the experimental system as well as traditional 
diagram presentation materials. This learning modality was supported without the 
need for conversion of the diagrams to make them accessible for participants 
who required tactile materials. The system also provided additional multisensory 
information for sighted participants to interpret and answer questions about the 
diagrams. Findings are interpreted in terms of new universal design principles for 
producing multisensory graphical representations that would be accessible to all 
learners.
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1. Introduction

Traditional learning materials used in mainstream science, 
engineering, technology, and mathematics (STEM) classrooms rely 
heavily on graphics and images to efficiently convey complex concepts 
(Kress and Van Leeuwen, 2006). However, these materials are often 
inaccessible to students with blindness or significant visual 
impairment (BVI), and this inaccessibility creates significant barriers 
to STEM educational and career pathways. Current statistics on the 
number of school-age children that meet the federal definition of 
visual impairment1 (including blindness) are often difficult to obtain 
due to the ways in which incidence data is defined by different states 
(National Center for Education Statistics (NCES), 2022), and some 
research suggests that the federal child count underestimates the 
incidence of visual impairment (Schles, 2021). According to the 2021 
American Community Survey (ACS), there are 7.5 million (2.5%) 
Americans, who are blind or have low vision, including approximately 
547,000 children with severe vision difficulty under the age of 182 
(U.S. Census Bureau, 2020). Of those students, there were 
approximately 55,249 United States children, youth, and adult students 
in educational settings who were classified as legally blind3 (American 
Printing House for the Blind (APH), 2019). School success 
opportunities and outcomes can have lifelong impact on BVI 
individuals. Of the nearly 4 million civilian non-institutionalized 
working age adults (18–64) with a visual impairment, only 2 million 
(50%) are employed, another 250,000 (5%) working adults with a 
visual impairment are classified as unemployed (but still looking for 
work), with the remaining 1.8 million (45%) of adults with visual 
impairments classified as not actively engaged in the labor force 
(McDonnall and Sui, 2019; U.S. Census Bureau, 2020). This compares 
to 136 million (77%) civilian non-institutionalized working age adults 
(18–64) without a disability who are employed, 8 million (5%) 
unemployed (but still looking for work), with the remaining 33 
million (18%) of the adult population without a disability classified as 
not actively engaged in the labor force (U.S. Census Bureau, 2020).

This large disparity between the employment rates for BVI adults 
and the general population without a disability (50% vs. 77%) helps to 
motivate our work to improve information access for advancing into 
STEM related careers and the opportunities that are available with 

1 Federal regulations define visual impairment (including blindness) as “an 

impairment in vision that, even with correction, adversely affects a child’s 

educational performance” [34CFR Sec. 300.8(c)(13)]. Some states have 

elaborated on this definition by specifying minimum levels of visual acuity or 

a restriction in the visual field. Thus, a child may qualify as having a visual 

impairment in one state but may not qualify in another https://ies.ed.gov/

ncser/pubs/20083007/index.asp.

2 The children referred to range in age from 0 to 17 years and only included 

those children that had serious difficulty seeing even when wearing glasses as 

well as those that are blind.

3 The students referred to range in age from 0 to 21 years as well as certain 

qualifying adult students and only included those students with vision loss that 

functioned at/met the legal definition of blindness. Legal blindness is a level 

of vision loss that has been defined by law to determine eligibility for benefits. 

It refers to explicitly to those who have a central visual acuity of 20/200 or less 

in the better eye with the best possible correction, or a visual field of 20 degrees 

or less.

advanced STEM education. As workplaces become more automated, 
future labor market skills needed to maintain United States progress 
and innovation will require more diversity of perspectives for complex 
problem solving, therefore “all learners must have an equitable 
opportunity to acquire foundational STEM knowledge” (Honey et al., 
2020). In order to support these equitable opportunities in STEM, 
there is a profound need for accessible STEM training tools and 
learning materials to provide learning access across future labor 
contexts and for people of all ages. NSF STEM participation data does 
not breakdown participation by disability type (Blaser and Ladner, 
2020). What is well documented is that the dearth of accessible 
materials for BVI learners at all levels and how this presents acute 
challenges for inclusive STEM courses (Moon et al., 2012). To take one 
example, the study of geometry, as manifested in secondary schools, 
is inextricably bound with what has been described as the 
diagrammatic register – a communication modality in which 
mathematical concepts are conveyed through logical statements 
(written in words) that are linked to diagrams (Dimmel and Herbst, 
2015). The primary challenge for BVI learners is that geometry 
diagrams visually convey properties that do not explicitly describe 
spatial information in the accompanying text, such as whether a point 
is on a line, or whether two lines intersect. Thus, verbal descriptions 
containing additional information are necessary to make the diagrams 
accessible to BVI learners, however, these longer descriptions use 
additional words that can increase the cognitive load of making sense 
of the representation, with the long descriptions often still failing to 
convey key spatial content (Doore et  al., 2021). As a result, BVI 
learners spend significantly more time and are far less accurate than 
their sighted peers in interpreting diagrammatic representations due 
to the lack of consistent standards for graphical content metadata, 
including description annotations (Sharif et al., 2021; Zhang et al., 
2022). While extended length description recommendations for 
graphical representations have evolved and improved over time (Hasty 
et  al., 2011; W3C, 2019), few guidelines for natural language 
descriptions of diagrams, charts, graphs, and maps are grounded in 
any theoretical framework with some notable exceptions using 
category theory (Vickers et al., 2012) spatial cognition theory (Trickett 
and Trafton, 2006), semiotic theory (Chandler, 2007), and linguistic 
theory (Lundgard and Satyanarayan, 2021). We view our work as 
complementary to this body of theoretically grounded research, 
embedding structured natural language descriptions into accessible 
multisensory data representations that use haptics, spatial audio, and 
high contrast visuals to help with the interpretation of 
graphic information.

Beyond the challenges of creating accessible information 
ecosystems in classrooms for all learners, the STEM visualization 
access challenge has received growing attention at a broader societal 
level as the use of graphical representations has been shown to play an 
important role in conveying abstract concepts and facilitating the 
deeper meaning of scientific texts (Khine, 2013). The information 
access gap inevitably contributes to the lower academic performance 
observed in math and science among BVI students in comparison 
both to other subjects and also to their non-visually impaired peers 
within STEM disciplines (Cryer et al., 2013). The limited availability 
of blind-accessible materials can also force teachers to adopt content 
that employs phrasing, structure, or terminology that does not 
correspond with the teacher’s preferred method of instruction or 
intended curriculum. This lack of access to educational materials can 
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make classroom learning and information interpretation difficult, 
resulting in BVI students falling significantly behind standard grade 
level content (Lundgard and Satyanarayan, 2021).

There is thus an urgent need for a universal accessibility solution 
providing inclusive information access to STEM content supporting 
the same level of learning, understanding, and representation—i.e., 
functionally equivalent performance—for all learners. By universal, 
we mean the solution should use only those accessibility supports that 
could reasonably be  expected to be  familiar and available to all 
learners—i.e., the solution would not require specialized hardware or 
knowledge of specialized systems of communication, such as braille 
(National Federation of the Blind (NFB), 2009). By functionally 
equivalent, we  mean the representations built up from different 
modalities will be associated with similar behavioral performance on 
STEM tasks (e.g., accuracy and success rate; Giudice et al., 2011). 
Evidence for such functional equivalence has been observed across 
many tasks and is explained by the development of a sensory-
independent, ‘spatial’ representation in the brain, called the spatial 
image, which supports similar (i.e., statistically equivalent) behavior, 
independent of the learning modality (for reviews, see Loomis et al., 
2013; Giudice, 2018). Functional equivalence has been demonstrated 
with learning from many combinations of inputs (visual, haptic, 
spatialized audio, spatial language), showing highly similar behavioral 
performance across a range of inputs and spatial abilities including 
spatial updating (Avraamides et al., 2004), target localization (Klatzky 
et al., 2003), map learning (Giudice et al., 2011) and forming spatial 
images in working-memory (Giudice et al., 2013).

The purpose of the current study was to investigate how effectively 
working age adults could learn graphical-based STEM content 
information from a universally designed interface that was developed 
to support functional equivalence across visual and non-visual 
modalities for representing diagrams. We asked: How effectively do 
multisensory inputs (high contrast visuals, spatial language, and 
haptics) convey functionally equivalent spatial information for 
learning concepts that are represented in diagrams? We investigated 
this question by developing and testing a multisensory diagram 
system that was designed to be accessible to all learners.

2. Background

2.1. Universal design for assistive 
technologies

Our focus on all learners was motivated by two considerations. 
One, BVI learners face significant social challenges in school, where 
impromptu group discussion and peer-to-peer learning are important 
components of social and behavioral skill development (Smith et al., 
2009). Inclusive classrooms are increasingly the most common 
educational settings among BVI students, with over 80% of this 
demographic attending local public schools and spending most of 
their time in inclusive classrooms alongside of their sighted peers 
(Heward, 2003; American Printing House for the Blind (APH), 2019). 
Two, a universal design approach is thus advantageous because it 
reduces barriers for BVI learners to participate in peer-mediated 
classroom activities (e.g., group work) – when everyone is using the 
same resources, there is no reason for the BVI learners to receive 
special accommodation. This is also an important consideration as 

whole class discussions that occur naturally in inclusive settings play 
a crucial role in the development of social, linguistic, and behavioral 
skills, as well as improve conceptual understanding and overall 
academic performance (Smith et al., 2009; Voltz et al., 2016).

2.2. Multisensory learning

Apprehending information through multiple sensory modalities 
is beneficial for everyone, not only those for whom a sensory 
accommodation was initially designed (e.g., Yelland, 2018; 
Abrahamson et al., 2019). In the 20 years since Mayer’s seminal paper 
“Multimedia Learning” (Mayer, 2002), hundreds of studies have 
investigated how complementary sensory modalities, such as pictures 
and text, can enhance the acquisition and retention of information. 
How closed captioning has been adopted and integrated into 
educational, professional, and recreational videos is one example. 
Closed-captioning benefits deaf and non-hard of hearing viewers alike 
(Kent et al., 2018; Tipton, 2021). The availability of closed captioning 
across media reflects not only a commitment to accessibility but also 
provides empirical examples, at scale, that illustrate the 
redundancy principle.

The redundancy principle hypothesizes that simultaneous 
presentations of the same information via different modes allows 
modality-independent sensory processing to occur simultaneously: 
Two cognitive systems can process the same information in parallel 
(Moreno and Mayer, 2002). Reading closed captions taxes visual 
working memory, while hearing spoken words taxes auditory working 
memory. These processes are independent, which means reading 
captions while simultaneously listening to spoken words allows for 
both the visual and auditory systems to work synergistically toward 
apprehending the information that is represented in written (visual) 
and spoken (auditory) words. Redundancy, when partitioned across 
independent sensory modalities, helps learners build and retain 
conceptual (i.e., mental) models (Moreno and Mayer, 2002), which are 
integrated representations of spatial information about objects 
and relations.

2.3. Spatial mental models

Model theory asserts that people translate a perceived spatial 
configuration into a mental model and then use this mental 
representation to problem-solve and make inferences on spatial 
information (Johnson-Laird, 1983, 2010; Johnson-Laird and Byrne, 
1991). Under the best of conditions, spatial reasoning problems are 
difficult to solve using language alone (Ragni and Knauff, 2013). For 
example, describing something as simple as how to locate the 
reception desk within a hotel lobby is both a complex description task 
(for the person doing the describing) and a difficult non-visual 
navigation task (for the BVI person who needs directions to navigate) 
because there are no tools (e.g., a standardized coordinate system) for 
providing spatial references within the lobby (or other similar indoor 
environments). As such, the non-visual navigation task for solving 
what we  call the “lobby problem,” i.e., independently finding the 
check-in desk from a hotel’s main entrance, or the elevator from the 
check-in desk, or the hotel restaurant down a long hallway from the 
lobby can be extremely challenging. Instructional graphics present a 
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similar challenge where the typical accessibility solution is a poorly 
structured (and all too often ambiguous) description from a teacher 
or instructional aide. The adage that ‘a picture is worth a thousand 
words’ is most certainly true in that humans can process complex 
visual information in an image to understand spatial configurations, 
relationships, and be able to make inferences on their meaning far 
more quickly and efficiently than it would take to verbally describe a 
complex graphic.

There are several factors that influence spatial information 
processing using language to form mental models, such as the number 
of required models to solve a reasoning problem (Johnson-Laird, 
2006), presentation order (Ehrlich and Johnson-Laird, 1982), use of 
transitive/non-transitive relations (Knauff and Ragni, 2011), binary/n-
place relations (Goodwin and Johnson-Laird, 2005), and the 
differences in spatial reasoning on determinate/indeterminate 
problems (Byrne and Johnson-Laird, 1989). In many cases, sighted 
annotators (and in turn automated image captioning systems) often 
use non-transitive spatial relations such as “next to” or “contact” or “on 
the side” instead of transitive relations such as “left of ” or “in front of ” 
(Knauff and Ragni, 2011) to describe the spatial arrangements in 
images. Imagine the difficulties BVI students would face if they had to 
reason about a 100-point scatterplot that they could not see and 
instead, were provided with a list of 100 ordered pairs accompanied 
by a set of vague descriptions about their relative spatial positions 
(e.g., “point A (3,6) is on the side of point K (3,7) which is below point 
G”). Instead, we  argue that spatial information must be  explicitly 
incorporated into accessible learning systems to reflect current 
multisensory learning and model theory. This study investigates how 
high contrast visuals, sonification, vibrotactile haptic feedback, and 
spatial information descriptions collectively affect information 
retention, when compared to traditional accessibility solutions.

3. Design and development

3.1. The multimodal diagram system

We designed and developed a multimodal diagram system (MDS) 
to investigate how effectively one platform could provide multisensory 
representations that would be  accessible to all learners, especially 
those who have visual impairments. The MDS was specifically 
designed to be  widely accessible and practical for diverse user 
populations, such as the broad spectrum of users with vision 
impairments and sighted users who require increased multimodal 
information access. The prototype system was designed on the iOS 
platform to leverage the many embedded universal design features in 
the native Apple iPhone UI, which accounts for why the vast majority 
of BVI smartphone users (72–80%) prefer to use iOS-based devices 
(Griffin-Shirley et al., 2017; WebAim.org, 2019). The MDS has two 
components: (1) the MDS vibro-audio interface mobile application 
and (2) an associated website that hosts a diagram library and an 
online diagram annotation/authoring tool for use by diagram creators.

3.1.1. Vibro-audio interface mobile application
The MDS renders a high-contrast diagram on screen and provides 

audio and haptic feedback when the screen is touched, making 
diagram information access possible with or without vision. The MDS 
was designed to be used via single finger screen scanning. A short 

vibration is triggered when the user moves their finger over the 
bounds of an onscreen element (i.e., moving from one element to 
another, such as from the front paneling of a house to the door). They 
can move their hand to follow/trace the vibratory element or listen to 
hear its name (tapping will repeat the auditory label). The dimensions 
of on-screen elements were informed by prior research into vibro-
haptic interface design. For the MDS, the minimum width of lines was 
4 mm and the minimum gap between lines was 4 mm (Palani et al., 
2020). The vibration feature at the edge of an element was designed to 
be  analogous to the raised lines between features of a traditional 
embossed tactile diagram and was implemented using the default iOS 
notification vibration.

Haptic/audio redundancy was integrated with the design: While 
a user’s finger touches a graphic element, such as the red circle in 
Figure 1, a constant element specific audio background tone is played. 
In addition, the name of the element is read via text-to-speech, and 
after a brief pause, a description of the element is read if the user’s 
finger remains within the red circle element. If the user moves their 
finger to enter a new element, such as the purple section in Figure 1, 
a vibration is triggered as their finger changes elements, then the 
unique audio tone, label and description begins again for this new 
graphic element. This procedure is based on guidance from earlier 
multimodal research (Choi and Walker, 2010).

3.1.2. Multimodal diagrammatic system interface 
information flow

The MDS conveyed graphical information through images 
(visual), spoken words (auditory), sounds (auditory), and vibrations 
(haptic), where there were redundancies among the visual, auditory, 
haptic modalities along with kinesthetic cues (e.g., hand-movement 
and gestures). The MDS visually represented points as high-contrast, 
color-filled circles/vertices, lines/curves as 4 mm width high-contrast, 
colored line segments, and shapes/regions as high-contrast, color-
filled areas. Simultaneously, points, lines, curves, and regions were 
each represented as distinct audio tones. The tones were 
programmatically generated for each element in a diagram by 
incrementally shifting a 180 Hz sine wave tone up in pitch depending 
on the number of elements in the diagram to assure that each element 
was represented by a distinguishing tone. Also simultaneously, points/
lines/curves were represented haptically through the phones vibration 
motor that was activated whenever a finger touched that x-y point on 
the screen.

FIGURE 1

A Venn diagram using red and blue circles overlapping in a purple 
section, rendered here as it might be visually presented using the 
MDS.
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When a diagram is loaded via the MDS, the system uses text-to-
speech to read (auditory) the diagram title and, if present, an 
instructors note (e.g., instructing the user to begin their exploration 
at the bottom of the diagram). Element labels (e.g., “point p,” “line l”) 
were provided through native iOS text-to-speech and were played 
whenever a user’s finger entered the bounds of an element. Text-to-
speech element descriptions followed 1 second (s) after the element 
label was read if the user remained within that element.

4. Materials and methods

The user study employed a perception-based (rather than a 
memory-based) information access task, where participants had 
access to the diagrams while they simultaneously completed 
worksheets related to the content. To control for pre-existing 
knowledge (i.e., variability in pre-test scores), pre-test and active-test 
worksheets were used to calculate normalized information gain scores. 
A finding of similar information gain between the MDS interface and 
traditional hardcopy stimuli would indicate that the MDS system is 
equivalently effective in conveying non-visual information. This 
design was motivated by previous work in the education and 
educational gaming literature (Furió et al., 2013). Similar procedures 
are typically used in education technology research to provide a 
“consistent analysis over diverse student populations with widely 
varying initial knowledge states” (Hake, 1998).

Users completed pre-test questions to establish their pre-existing 
knowledge on the diagram content. They then completed diagram 
content related worksheets while using diagrams in two different 
modal conditions: (1) using a traditional diagram (a visual or 
embossed/tactile diagram, between sighted and blind users, 
respectively), or (2) using the experimental MDS interface. The test 
worksheets used in this experiment were identical in format but not 
content to those used in the pre-test and were designed to emulate 
worksheets employed in standard STEM curricula. As the evaluation 
was designed as a perceptual task to determine whether the MDS 
could provide access for learning new information, not how well it 
could facilitate recall or mental representation of the information, the 
active test worksheet was completed with simultaneous access to the 
diagram. This pre-test/active test design was used so that normalized 
information gain could be calculated for each diagram.

4.1. Hypothesis

We hypothesized that the MDS interface would provide a 
functionally equivalent information access solution, resulting in 
similar results for worksheet accuracy and time to completion between 
worksheets completed with diagram access using a control condition: 
(1) traditional tactile stimuli (BVI control condition), or (2) visually-
presented stimuli (sighted control condition). That is, we postulated 
that the use of the multisensory interface would allow participants 
with BVI to function at equivalent levels to their sighted peers.

H0: There will be no significant difference between groups (BVI, 
Sighted) completing worksheets in each condition (MDS, 
Control) providing a functionally equivalent information 
access experience.

This hypothesis is based on pilot user testing and previous work 
on functional equivalency (Giudice et al., 2013) that demonstrates the 
efficacy of vibro-audio interfaces in facilitating nonvisual access to 
spatial information using multimodal maps (Brock et  al., 2010) 
touchscreen haptics (Palani and Giudice, 2016); spatial tactile 
feedback (Yatani et al., 2012) and related research on the application 
of multimodal interactive tools in education (Cairncross and 
Mannion, 2001; Moreno and Mayer, 2007). Previous work evaluating 
a vibro-audio interface noted slower encoding via learning with this 
type of interface in comparison to visual and traditional tactile 
graphics for both sighted and BVI users, although behavioral 
performance on testing did not differ (Giudice et al., 2012). Despite 
this difference in learning time, the same study found that the overall 
learning and mental representation of the diagram information (e.g., 
graphs, figures, and oriented polygons) was not reliably different 
between types of presentation modalities. Based on previous studies, 
we  anticipated that with increased geometric complexity of the 
experimental diagrams, there could be  increased worksheet 
completion times when using the MDS experimental interface. 
Similar testing of vibro-audio interfaces has found that nonvisual 
tracing of lines (audio or vibrotactile) rendered on a flat surface (e.g., 
touch screen) can be more challenging than following lines visually or 
using embossed tactile graphics (Giudice et al., 2012).

While this earlier work dealt with different STEM application 
domains, e.g., diagrams, shapes, maps, it was critical in the 
development and evaluation of this new multisensory interface in: (1) 
determining what parameters led to the most perceptually salient 
stimuli, (2) showing that using these multisensory stimuli led to 
accurate learning, mental representations, and other cognitive tasks 
using the interface, and (3) that it could support similar learning as 
was possible from existing/established modes of nonvisual 
information access (i.e., hardcopy tactile renderings). In other words, 
the early work dealt with design optimization and determining 
efficacy (e.g., does this system work or can stimulus x be learned using 
this approach?) By contrast, the pedagogy and motivation in this study 
is different, as we are now explicitly studying the nature of the learning 
and comparing this multisensory approach to existing de facto 
approaches using touch or vision between sighted and blind groups. 
Without this previous work, it would not be  possible to use this 
interface here with any a priori knowledge of its efficacy. Our 
comparisons in this paper extend the previous work in multiple ways: 
(1) we are using very different STEM stimuli, (2) assessing its use in a 
knowledge gain task, and (3) comparing its use with both sighted and 
blind individuals (and their respective controls). An additional unique 
contribution of this study is the focus on the UDL nature of the 
system. Not only is the system being considered as an accessibility 
support for blind people but is conceptualized (and evaluated) as a 
universal support for all potential users, which has important 
applications for the use of multisensory devices for supporting 
generalized learning in a variety of STEM educational and 
vocational settings.

4.2. Methods

4.2.1. Participants
The study included 29 working age adult participants: 20 

participants (20) without vision impairment and nine participants 
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(9) with legally defined blindness. We  were able to recruit a 
reasonably matched sample of BVI and sighted participants 
across age, gender, and education (Tables 1, 2). As age and gender 
are not critical factors in the outcomes of this study, we  only 
report these participant data in the aggregate. This initial 
experiment recruited working age adults evaluate the MDS 
efficacy across a broad age range of adult users that would 
be representative of a variety of demographic groups (e.g., college 
and vocational learners). Recruitment was conducted through 
direct contact with people who have previously participated in 
lab studies, via a study recruitment ad distributed on several 
listservs for blind and vision loss communities, and by posting a 
bulletin board study recruitment ad in the community grocery 
store near the University.

The unbalanced design across participants reflects the typical 
challenges of recruiting research participants that are visually 
impaired. However, this sample size was sufficiently powered and 
is a similar size of traditional usability studies aimed at assessing 
the efficacy of assistive technology interface/device functionality 
for BVI populations (Schneiderman et  al., 2018). The studies 
were reviewed and approved by the university’s Institutional 
Review Board and all participants provided their written 
informed consent to participate in this study. All participants 
self-reported as having at least some college with several 
participants in both groups reporting they held graduate degrees. 
All participants in both groups reported as daily smartphone 
users. All BVI participants reported as being exclusively iPhone 
users, which is consistent with previous research on smartphone 
platform preference in the BVI community (WebAim.org, 2019). 
Among sighted participants smart phone usage was reported at 
30% Android, 70% iPhone.

4.2.2. Test interface
All participants used the iPhone-based experimental non-visual 

interface in the default iOS accessibility mode with a screen curtain 
on, thus completely disabling the phone’s visual display. This was 
implemented to prevent any possible visual access to the 
presented diagram.

4.2.3. Test science, technology, engineering, and 
mathematics content

Diagrams in all conditions were designed to provide 
equivalent information and be as similar as possible, while still 

representing graphical rendering typical of the given modality. 
These specific diagrams were selected to represent topics 
normally presented graphically in a STEM curriculum. The two 
diagrams selected for use in this study were (1) layers of the 
atmosphere and (2) a helium atom (Figure 2). The images were 
created in a commercially available presentation slide platform 
and were based on diagrams of the same subjects from the 
American Printing House (APH) for the Basic Science Tactile 
Graphics set (American Printing House for the Blind (APH), 
1997), which were used as a benchmark for BVI participants. The 
traditional visual diagrams used in the study were also based off 
the APH kit examples and adapted to resemble standard colored 
visual diagrams with text-based labels and a description key. 
Response protocol worksheets were designed to incorporate 
questions that demonstrated the efficacy of the interface in 
presenting both descriptive and spatial information. For example, 
each worksheet included questions regarding size and/or relative 
location of diagram elements, in addition to content questions 
regarding descriptions or functionality of the elements.

4.2.4. Test procedure
A within-subjects, mixed factorial design was used in the 

experiment. Within-subjects factors were diagram type and 
presentation mode, with visual status being a between-subjects 
factor. All participants completed two pre-study worksheets 
based on the diagram content used in the study. Participants were 
then given access to one of the diagrams in each modal condition. 
The modal conditions differed slightly depending on participants’ 
visual status. All participants completed a common condition 
using the experimental MDS interface, while their control/
benchmark condition varied, with BVI participants using a 
hardcopy vacuum-formed tactile diagram (the gold standard for 
tactile-based renderings) and sighted participants using a visual 
diagram as their control/benchmark. Importantly for such cross-
modal comparisons, the diagram elements were identical in each 
condition and the diagrams were scaled to the same size across 
condition. Diagram labels were provided using text-to- speech in 
the experimental MDS diagram condition (e.g., Protons are 
positively charged particles in the nucleus of the atom), using 
written text in the visual diagram condition, and given verbally 
by an experimenter acting as a learning assistant in the hardcopy 
tactile diagram condition.

The two conditions were administered in three phases: a 
pre-test phase, a practice phase, and an active-test phase, which 
was followed by a post-study questionnaire. Condition order and 
diagram presentation were counterbalanced to avoid order 
effects. In the pre-test phase, participants completed baseline-
knowledge pre-tests for both diagrams. The pre-test percent 
accuracy score was used to represent participants’ a priori 
knowledge of the content. Worksheets were given one at a time, 
and participant completion time was logged for each sheet. 
Worksheets were scored based on the number of questions 
answered correctly, out of the total number of questions (i.e., 
percent accuracy). This was then used to calculate normalized 
information gain for each participant. To ensure participants 
were able to demonstrate information gain, only those who 
initially made two or more errors were deemed eligible to 
continue in the study. Four sighted participants completed the 

TABLE 1 Participant demographics summary.

Group n = () Sex Age 
Range/
Mean

Highest 
education 
level

Participants w/ 

legally defined 

blindness

9 6 F, 3 M 21–70 M = 49.3 4 some college

4 undergrad 

degree

1 graduate degree

Participants 

w/o vision 

impairment

20 8 F, 12 M 19–35 M = 22.6 15 some college

3 undergrad 

degree

2 graduate degree
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“Atom” diagram pre-test worksheet without any errors (i.e., 
earning a ceiling score), therefore, they did not continue the 
study and were replaced with new sighted participants. As 
we were looking for pre-test/active-test differences, it would not 
be possible to measure these differences if a participant’s pre-test 
was already at the ceiling, making the active-test data (if 
included) irrelevant.

In the practice phase, participants were provided an 
opportunity to practice with using the house diagram before each 
condition, either practicing with the experimental MDS interface 
(experimental condition) or traditional (tactile or visual) diagram 
(control conditions). All participants were asked simple spatial 
configuration questions about the sample diagrams, (e.g., for the 
house sample, How many windows are present? Where are they 
relative to the door? What side of the house is the chimney on?). 
These questions served as a criterion test to ensure all participants 
achieved basic competency using the interface before moving on 

to the experimental trials and all participants were able to answer 
these questions during the practice phase. During the active-test 
phase, participants completed a worksheet with access to the test 
diagram. Worksheet completion time was measured as the 
duration of time required for the participants to complete 
the worksheets.

5. Results

5.1. Confirmation of learning

Analyses of descriptive statistics were conducted to compare prior 
(baseline) knowledge (based on pre-worksheet accuracy) and to 
confirm the presence of learning (by comparing pre- and active-
worksheet accuracy) for BVI and sighted participants. These analyses 
were conducted by collapsing across diagram (atom vs. atmosphere) 
and mode (MDS vs. control). Pre-Accuracy descriptive results suggest 
the two groups were significantly different in their prior knowledge of 
using diagrams evident from the pre-worksheet accuracy mean 
percentage and the variability represented by the range of scores 
(Table 3).

Comparing data for each measure in the MDS and control 
conditions revealed remarkably similar values. For instance, there 
was only a 4% difference in active-worksheet accuracy between 
MDS (92%) and control (96%) conditions (t(27) = 1.3, p = 0.21). 
This interaction was examined via Post-hoc comparisons of 
pre-and active-worksheet accuracy for BVI and sighted 
participants. Independent samples t-tests revealed prior 
knowledge (based on pre-worksheet accuracy) for BVI 
participants (13.7%) was significantly less than that of sighted 
participants (31.2%) t(27) = −4.16, p < 0.01.

In other words, the lower overall accuracy in BVI participants 
was due to significantly lower pre-test (but not active-test) 
accuracy when compared to sighted participants. Importantly, 

TABLE 2 BVI Participant demographics.

Participant number Etiology of 
blindness

Onset age Residual vision Highest education 
level

Diagram use 
frequency

P1 Lebers congenital 

amaurosis

Birth Light/ dark perception Undergrad. degree None

P2 Lebers congenital 

amaurosis

Birth Light/dark perception Graduate degree Monthly

P3 Pathological myopia 45 Light/dark perception in 

right eye, Fuzzy colors

Undergrad. degree None

P4 Retinitis pigmentosa, 

atypical, with cone 

dystrophy

25 Light/dark perception, 

some functional 

peripheral

Undergrad. degree Weekly

P5 Retinitis pigmentosa 11 Light/dark perception Some college None

P6 Retinopathy of 

prematurity

Birth Light/dark perception Undergrad. degree Yearly

P7 Glaucoma 16 Light/dark perception Some college Yearly

P8 Unknown 17 Light/dark perception Some college None

P9 Congenital cataracts, 

glaucoma

50 Light/dark perception Some college Monthly

FIGURE 2

Example visualizations of the audio-haptic diagrams from left to 
right: practice diagram (house), atom diagram, and atmosphere 
diagram. Each color represents a unique element in the diagram. The 
phone screen was disabled via screen curtain throughout the study, 
so participants did not have visual access to the diagrams.
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although each group started with different levels of prior 
knowledge, their final scores (as measured by the active-test 
worksheet) were remarkably similar.

Furthermore, weighted mean accuracy data were submitted to a 
2 × 2 ((learning: pre- vs. active-worksheet accuracy) X (group: BVI vs. 
sighted)) mixed-model ANOVA. Learning across all participants was 
evident in the difference between pre-test worksheet accuracy (25%) 
and active-test worksheet accuracy (94%), F(1,27) = 597.1, ηp

2 (partial 
eta2) = 0.9, p < 0.01. Collapsing across pre-test and active-test 
worksheet performance, overall accuracy was reliably lower for BVI 
participants (56%) than for sighted participants (64%), F(1,27) = 7.2, 
ηp

2 = 0.2, p < 0.01. However, this difference was likely driven by the 
interaction between participant group and learning mode, 
F(1,27) = 19.0, ηp

2 = 0.4, p < 0.01.

5.2. Information gain and completion time

In addition to the dependent variables of pre-test and active-test 
worksheet accuracy, the effect of the MDS interface and traditional 
hardcopy diagrams were also evaluated on two measures calculated to 
control for variance in pre-test knowledge (information gain and 
worksheet completion time). Individual normalized information gain 
scores reflect the improvement from pre- to post-test divided by the 
total amount of improvement possible ([gain = %posttest = %pretest]/ 
[100-%pretest]) and were calculated for each participant’s performance 
in both modal conditions (Hake, 1998).

Worksheet completion time was calculated by dividing the time 
to complete the worksheet by the number of questions participants 
needed to answer on the worksheet (this varied based on 
pre-worksheet performance). Participants completed worksheets 
(two in total) using both modalities (MDS and control) and both 
diagrams (atom and atmosphere). Each diagram could only be tested 
once per participant; therefore, a full 2 (mode) × 2 (diagram) within-
subjects design was not possible. Therefore, the effect of mode and 
diagram were each considered separately (collapsing across the 
other factor).

5.3. Information presentation mode

Pre-Accuracy descriptive results suggest the two groups were 
significantly different in their prior knowledge of using diagrams 
evident from the pre-worksheet accuracy mean percentage and the 
variability represented by the range of scores (Table 4). Analyses of 
descriptive statistics were conducted comparing data for each measure 
in the MDS and control conditions. These revealed remarkably similar 
values. There were greater Mean information gains for both groups. 
Additionally, the average time spent per question to complete the 
worksheet was also quite similar between MDS and control conditions.

The effect of mode was evaluated via 2 × 2 ((mode: MDS vs. 
control) x (group: BVI vs. sighted)) mixed MANOVA with active-
worksheet accuracy, information gain, and worksheet completion 
time serving as the dependent measures. Neither the multivariate 
main effects nor the multivariate interaction reached significance (all 
p’s > 0.05).

5.4. Diagram type

Analyses of descriptive statistics were conducted comparing 
diagram type by condition and these also revealed remarkably 
similar values (Table 5). Again, there was only a small difference 
in active-worksheet accuracy in the BVI group between MDS 
(94%) and control (98%) conditions and in the sighted group 
between the MDS (90%) and control (94%) conditions. 
Additionally, the average time spent per question to complete the 
active worksheet was also quite similar across diagram types 
between MDS and control conditions.

The effect of diagram type was evaluated via a 2 × 2 
((diagram: atom vs. atmosphere) X (group: BVI vs. sighted)) 
mixed MANOVA with pre-worksheet accuracy, active-worksheet 
accuracy, gain, and worksheet completion time serving as the 
dependent measures. Analyses revealed significant multivariate 
main effects of group, Wilks’ λ = 0.5, F(4,24) = 4.3, ηp

2 = 0.4, 
p < 0.01 and diagram, Wilks’ λ = 0.2, F(4,24) = 25.1, ηp

2 = 0.8, 
p < 0.01, as well as a significant multivariate interaction between 
the two factors, Wilks’ λ = 0.5, F(4,24) = 6.2, ηp

2 = 0.5, p < 0.01. 
Given these results, univariate main effects and interactions are 
presented below.

5.4.1. Pre-worksheet accuracy
There was a significant difference in pre-worksheet accuracy 

between BVI (14%) and sighted (31%) participants with a greater 
variance in pre-test accuracy observed in the sighted participants, 
F(1,27) = 16.0, ηp

2 = 0.3, p < 0.01 (Table 6). There was also a significant 
effect of diagram, F(1,27) = 95.3, ηp

2 = 0.8, p < 0.01 with greater 
pre-worksheet accuracy for the atom diagram (43%) than the 
atmosphere (2%) diagram. The interaction between diagram type and 
group also reached significance, F(1,27) = 25.5, ηp

2 = 0.5, p < 0.01 
(Table 7).

Pre-test worksheet accuracy on the atom diagram was lower in 
BVI participants (24%) than that of the sighted participants (63%) 
with similar variability (Table 7). Independent sample t-tests revealed 
that was significantly less t(27) = −4.6, p < 0.01. However, there were 
no reliable differences between BVI (4%) and sighted (0%) participants 
for the atmosphere diagram, t(8.000) = 1.5, p = 0.17 (corrected values 
reported due to heterogeneity of variance, F = 41.7, p < 0.01). 
Additionally, paired-sample t-tests revealed that BVI participants, 
t(8) = 2.9, p < 0.05, and sighted participants, t(19) = 13.3, p < 0.01 had 

TABLE 3 Pre/post accuracy collapsed across diagram and mode.

Visual 
status

Pre-accuracy 
mean (%)

SD Range 95% CI Active-
accuracy 
mean (%)

SD Range 95% CI

BVI 13.7 18.5 0–50 4.5–22.8 96.1 6.6 83.3–100 92.8–99.4

Sighted 31.2 34.9 0–75 20.1–42.4 92.0 10.7 66.7–100 88.5–95.4
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TABLE 4 Pre/post accuracy collapsed across condition mode.

Visual 
status

Diagram Gain 
mean (%)

SD Range 95% CI Pre-
accur 
mean 

(%)

SD Range 95% 
CI

Active 
accur. 
mean 

(%)

SD Range 95% CI Comp 
time 

mean 
(s)

SD Range 95% CI

BVI Atom 95.4 7.0 83.0–100.0 90.1–100.8 23.6 21.1 0.0–50.0 7.4–39.7 95.8 6.3 87.5–100 91.0–100.6 46.0 18.5 16.5–80.5 31.8–60.2

Sky 96.2 7.5 83.0–100.0 90.5–102.0 3.7 7.35 0.0–16.7 −1.9-9.4 96.3 7.4 83.3–100 90.6–101.9 41.6 13.2 27.8–63.4 31.4–51.7

Sighted Atom 79.2 25.2 33.0–100.0 67.4–90.9 62.5 21.1 0.0–75 52.6–72.4 93.1 8.6 75–100 89.1–97.1 65.7 28.8 35.0–158.0 52.2–79.2

Sky 90.8 12.6 67.0–100.0 84.9–96.7 0 0.0 0.0 0.0–0.0 0.0–0.0 90.8 12.7 66.7–100 84.9–96.8 31.9 8.12 20.3–50.8 28.1–35.7

TABLE 5 Pre/post accuracy collapsed across diagram.

Visual 
status

Condition Gain 
mean 

(%)

Pre- 
accur

Active 
accur

Comp 
time

SD Range 95% CI Mean 
(%)

SD Range 95% 
CI

Mean 
(%)

SD Range 95% CI Mean 
(s)

SD Range 95% 
CI

BVI MDS 93.6 7.8 83.0–100.0 87.5–99.6 6.0 9.6 0.0–25.0 −1.3-13.4 94.0 7.3 83.3–100.0 88.4–99.6 38.2 12.0 16.5–52.0 29.0–47.4

Control 98.1 5.7 83.0–100.0 93.8–100.0 21.3 22.4 0.0–50.0 4.1–38.5 98.1 5.6 83.3–100.0 93.9–102.4 49.4 17.7 31.5–80.5 35.8–62.9

Sighted MDS 85.8 17.1 50.0–100.0 77.8–93.8 27.5 34.1 0.0–75.0 11.6–43.4 90.2 11.5 66.7–100.0 84.8–95.6 51.6 30.1 21.7–158.0 37.5–65.6

Control 84.2 23.9 33.0–100.0 73.0–95.3 35.0 36.2 0.0–75.0 18.1–51.9 93.8 9.9 66.7–100.0 89.1–98.4 46.1 24.0 20.3–101.0 34.8–57.3
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better pre-worksheet accuracy for the atom diagram as compared to 
the sky/atmosphere diagram.

5.4.2. Active-worksheet accuracy and information 
gain

For active-worksheet accuracy (Table 8), results suggest that with 
access to the MDS, the active worksheet accuracy for both groups 
were similar. In other words, neither of the main effects of group, 
F(1,27) = 1.7, ηp

2 = 0.1, p = 0.2, nor diagram, F(1,27) = 0.1, ηp
2 = 0.01, 

p = 0.7, nor the interaction, F(1,27) = 0.3, ηp
2 = 0.01, p = 0.6 

reached significance.
For information gain, neither of the main effects of group 

F(1,27) = 3.7, ηp
2 = 0.1, p = 0.1, nor diagram F(1,27) = 2.4, ηp

2 = 0.1, 
p = 0.1, nor the interaction F(1,27) = 1.9, ηp

2 = 0.1, p = 0.2 
reached significance.

5.4.3. Worksheet completion time
There were small differences between groups in completing the 

worksheet tasks, however, the main effect of group on worksheet 
completion time, F(1,27) = 0.7, ηp

2 = 0.02, p = 0.4 did not reach 
significance. The BVI participants Mean time in seconds (46 s) for the 
atom diagram was faster than the sighted participants Mean time 
(66 s) (Table 7) with the main effect of diagram F(1,27) = 14.7, ηp

2 = 0.3, 
p < 0.01 reaching significance. This finding is not surprising given our 
a priori prediction that more geometrically complex diagrams would 
result in slower non-visual diagram access with the MDS.

The interaction between diagram and participant group (see 
Table  4) was also significant, F(1,27) = 8.7, ηp

2 = 0.2, p < 0.01. 
Independent samples t-tests revealed worksheet completion time for 
the sky/atmosphere diagram was significantly longer for BVI (42 s) 
participants than for sighted (32 s) participants (Table 7), t(27) = 2.4, 
p < 0.05; however, there were no differences in worksheet completion 
time between groups for the atom diagram, t(27) = −1.9, p = 0.07. 
Paired-samples t-tests did not reveal a significant difference in 
worksheet completion time for BVI participants, t(8) = 0.6, p = 0.6. 
However, sighted participants took significantly longer for the atom 
(66 s) compared to the atmosphere (32 s) diagram (Table 7), t(19) = 5.8, 
p < 0.01.

The differences in the completion time results may be attributed 
to the lack of familiarity with non-visual learning among the sighted 
participants, as well as the use of inefficient tactile scanning strategies 
by people who are not accustomed to learning through this modality. 
This interpretation is consistent with other studies showing that 
differences in tactile scanning strategies can impact the efficiency and 
accuracy of information acquisition and participant performance on 
spatial search tasks (Ungar et al., 1996).

5.4.4. Visual status
A sub-analysis of the descriptive statistics for the BVI participant 

data was conducted to investigate the potential impact of any residual 
vision on the pre/post worksheet accuracy and completion time 
(Table  9). Looking at the raw data for performance of BVI 
participants, there does not appear to be any noteworthy differences 
based on visual status. Participants 3 and 4 reported having a small 
amount of residual vision, however their performance when 
compared to the other BVI participants does not suggest this 
improved their performance in terms of worksheet accuracy or 
completion time.

6. Discussion

This study began with the question: Can multisensory spatial 
inputs (high contrast visual, spatial language, and haptics) lead to the 
same level of learning for concepts that are conveyed through diagrams? 
To investigate this question, we  designed a multisensory learning 
system to evaluate its ability to deliver functionally equivalent spatial 
information (configuration and relationships) to communicate 
diagrammatic content. The solution addressed two primary 
considerations: (1) the multisensory system is based on a universal 
design approach providing spatial information in diagrams for all 
learners (including BVI learners) to participate in classroom activities 
(e.g., groupwork) with their peers – thus reducing barriers presented 
in the need to create separate, specialized materials for 
accommodations; and (2) a significant body of research has confirmed 
that information presented in complementary sensory modalities can 
enhance the acquisition and retention of information for all learners 
(i.e., benefit of multisensory information). We hypothesized that the 
multisensory interface would provide a highly similar (functionally 
equivalent) spatial information access experience for both sighted and 
BVI participants. The results corroborate this prediction suggesting 
that all participants received a similar level of spatial information 
through multisensory input channels that facilitated functionally 
equivalent communication and interpretation of the diagrams’ content 
and meaning.

6.1. Worksheet accuracy

Our hypothesis that there would be no significant difference in 
worksheet accuracy performance between the MDS interface and 
control stimuli was supported by the null results, as there were no 
statistically significant differences observed in active-test worksheet 
accuracy based on participant groups. While there was a 
significantly lower overall accuracy performance for BVI 
participants as compared to sighted participants, this was only due 
to their significantly lower pre-test accuracy (prior knowledge), not 
active-test accuracy (learning gain). Comparing accuracy results 
across conditions (MDS and control) revealed a numerically small 
and statistically insignificant difference (4%) in active-worksheet 
accuracy between MDS and control conditions, with the mean 
information gain across conditions only differing by 1%. Therefore, 
although each group started with different levels of prior knowledge, 
their final scores (as measured by the active-test worksheet) were 
remarkably similar, supporting our a priori prediction in the ability 
of the MDS interface to provide the necessary spatial information 
using multisensory channels to lead to similar learning gains. A 
possible alternative hypothesis, where gains were only found for the 
control condition, would suggest that learning was possible but with 
differential performance between the experimental MDS condition 
and the standard haptic/visual modes. The absence of this finding, 
based on the highly similar performance on final active worksheets 
between conditions argues against this outcome and suggests the 
MDS was as effective in supporting knowledge gain. There was a 
significant effect of diagram type (atom diagram vs. atmosphere 
diagram), however, this was found across both participant groups, 
further supporting the similarity performance between the MDS 
and control conditions.
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6.2. Worksheet time to completion

We hypothesized there would be  no significant differences 
between participants for worksheet completion when using the MDS 
system and this assertion was also supported by the results. Time 
spent per question to complete the worksheet was not significantly 
different between MDS (45 s) and control (48 s) conditions or between 
groups. We hypothesized that increased geometric complexity of the 
individual diagrams (atmosphere v. atom) would increase worksheet 
completion times for all participants when using the MDS interface 
and that was indeed validated by the observed results, with the more 
complex diagram (atmosphere) taking significantly longer for both 
groups to interpret and answer questions.

The most notable outcomes of this study are the remarkably 
similar data in participant accuracy and completion time between 
modalities (MDS vs. Tactile and MDS vs. Visual Control), which 
provides compelling evidence of the effectiveness of this interface 
compared to the gold standard diagram rendering techniques and 
suggests that there was a high level of similarity in information gain. 
These results are especially promising given sighted users’ lack of 
experience with vibro-audio information access. This outcome 
suggests that the multisensory channels of information can provide a 
functionally equivalent learning experience for students who may 
need different types of information to understand a complex 
diagrammatic register exchange (Dimmel and Herbst, 2015). The 
MDS used multisensory input to provide redundant content 
information about the diagrams’ meaning and interpretation through 
different channels simultaneously. Thus, participants in both groups 
could interpret the diagram’s spatial information (i.e., spatial 
configuration and relationships) using vibro-audio input with similar 
performance as they could using more familiar modalities (tactile or 
visual). The MDS was able to successfully communicate the type of 
information needed to complete the diagrammatic register 
interchange using a combination of information input.

Our findings suggest that given a well-developed multisensory 
system, such as the MDS prototype, most participants were able to 
interpret spatial information within a diagrammatic representation 
well enough to make sense of the graphics using the vibro-audio 
interface. While the findings support this is true for the simple stimuli 
used in this study, we acknowledge that further research is needed to 
investigate if this finding of equivalent performance would hold for 

more complex stimuli. In addition, the MDS system was effective for 
conveying non-visual information for working age adult learners with 
and without vision. This is an important finding as it represents a new 
universal design for learning approach for learners in a variety of 
STEM settings (e.g., college, vocational training, workplace 
professional development) to work cooperatively using the same 
reference materials and content platform, regardless of their visual 
status. The results also suggest this multisensory approach is viable as 
a multipurpose, affordable, mobile diagram display interface and as 
an accurate non-visual STEM graphical content learning tool. In the 
future, this type of MDS application could work in conjunction with 
diagram creation tutorials and an upload interface. As such, this 
multisensory approach addresses the long-standing challenge of 
providing consistent and timely access to accessible educational 
materials. With further development and testing, this type of system 
could have the important benefit of helping many learners with 
diverse learning needs who require additional multisensory supports 
from being left out of future STEM labor market opportunities due to 
a lack of adequate and accessible learning materials. These types of 
accessible STEM materials could help to improve low rates of STEM 
participation and career success by BVI students creating more 
accessible pathways for educational, employment, and lifestyle 
outcomes (Cryer et  al., 2013; American Foundation of the Blind 
(AFB), 2017).

Our results provide further empirical support corroborating the 
growing body of evidence from multisensory learning demonstrating 
functionally equivalent performance. That is, when information is 
matched between inputs during learning, it provides a common level 
of access to key content, and the ensuing spatial image can be acted 
upon in an equivalent manner in the service of action and behavior, 
independent of the input source. Importantly, this study showed 
functional equivalence in two ways, similarity between learning inputs 
(i.e., the MDS vs. haptic and visual controls), and between participant 
groups (i.e., blind and sighted learners).

The finding of functional equivalence between our learning 
modalities is consistent with comparisons of these inputs (see 
Loomis et al., 2013 for review of this literature) but extends the 
theory to similar results in a new domain—interactions with STEM 
diagrams. The finding of equivalent performance between sighted 
and blind participants is also important as it supports the notion 
that when sufficient information is made accessible to these adult 
learners, they can perform at the same level as their sighted peers 
(Giudice, 2018). This outcome, as we observed here, speaks to the 
importance of providing accessible diagrams. However, as 
we discussed in the introduction, this access is not meant to support 
a specific population, providing information through multiple 
sensory modalities benefits all learners and is the cornerstone of 
good inclusive design. Indeed, we are all multisensory learners as 
this is how our brain works, taking in, learning, representing, and 

TABLE 6 Summary of pre/post accuracy collapsed across diagram and 
mode.

Visual status Pre-accuracy Active-accuracy

BVI 13.7 [4.5–22.8] 96.1 [92.8–99.4]

Sighted 31.2 [20.1–42.4] 92.0 [88.5–95.4]

TABLE 7 Summary of pre/post accuracy collapsed across mode.

Visual status Diagram Gain Pre-accuracy Active- accuracy Completion time

BVI Atom 95.4 [90.1–100.8] 23.6 [7.4–39.7] 95.8 [91.0–100.6] 46.0 [31.8–60.2]

Sky 96.2 [90.5–102.0] 3.7 [−1.9–9.4] 96.3 [90.6–101.9] 41.6 [31.4–51.7]

Sighted Atom 79.2 [67.4–90.9] 62.5 [52.6–72.4] 93.1 [89.1–97.1] 65.7 [52.2–79.2]

Sky 90.8 [84.9–96.7] 0 [0–0] 90.8 [84.9–96.8] 31.9 [28.1–35.7]
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acting upon information from multiple inputs in a seamless and 
integrative manner. The key role of multimedia and complementing 
sensory modalities has been shown to enhance the acquisition and 
retention of information in dozens of contexts and situations 
(Mayer, 2002). The current work builds on this literature. Our 
findings not only support the possibility of functional equivalence 
for STEM learning outcomes when an inclusive, universal-designed 
system is available, they also show that such multisensory interfaces 

benefit all learners and have the potential for many applications 
beyond traditional accessibility.

7. Limitations and future work

As this was a prototype designed for this study, there are limitations 
in the design of the current MDS system that could be improved with 

TABLE 8 Summary of pre/post accuracy collapsed across diagram.

Visual status Condition Gain Pre-accuracy Active-accuracy Completion time

BVI MDS 93.6 [87.5–99.6] 6.0 [−1.3–13.4] 94.0 [88.4–99.6] 38.2 [29.0–47.4]

Control 98.1 [93.8–100.0] 21.3 [4.1–38.5] 98.1 [93.9–102.4] 49.4 [35.8–62.9]

Sighted MDS 85.8 [77.8–93.8] 27.5 [11.6–43.4] 90.2 [84.8–95.6] 51.6 [37.5–65.6]

Control 84.2 [73.0–95.3] 35.0 [18.1–51.9] 93.8 [89.1–98.4] 46.1 [34.8–57.3]

TABLE 9 Summary of BVI participant results by diagram and visual status.

ID # Etiology of 
blindness

Residual 
vision

Mode Diagram Gain Pre-
accuracy

Active- 
accuracy

Completion 
time

1 Lebers congenital 

amaurosis

Light/ dark 

perception

MDS Atom 100.0 12.5 100.0 52.0

Control Sky 100.0 0.0 100.0 32.2

2 Lebers congenital 

amaurosis

Light/dark 

perception

MDS Sky 100.0 16.7 100.0 27.8

Control Atom 100.0 37.5 100.0 37.0

3 Pathological 

myopia

Light/dark 

perception in 

right eye, Fuzzy 

colors

MDS Sky 83.3 0.0 83.3 36.7

Control Atom 100.0 50.0 100.0 59.0

4 Retinitis 

pigmentosa, 

atypical, with cone 

dystrophy

Light/dark 

perception, some 

functional 

peripheral

MDS Atom 87.5 0.0 87.5 16.5

Control Sky 100 0.0 100.0 31.5

5 Retinitis 

Pigmentosa

Light/dark 

perception

MDS Atom 83.3 25.0 87.5 51.8

Control Sky 100.0 16.7 100.0 47.2

6 Retinopathy of 

Prematurity

Light/dark 

perception

MDS Sky 100.0 0.0 100.0 39.8

Control Atom 100.0 50.0 100.0 80.5

7 Glaucoma Light/dark 

perception

MDS Sky 100.0 0.0 100.0 33.7

Control Atom 100.0 37.5 100.0 31.6

8 Unknown Light/dark 

perception

MDS Atom 87.5 0.0 87.5 50.6

Control Sky 83.3 0.0 83.3 63.4

9 Congenital 

Cataracts, 

Glaucoma

Light/dark 

perception

MDS Atom 100.0 0.0 100.0 34.8

Control Sky 100.0 0.0 100.0 61.8
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additional technical development. For instance, while the MDS 
application was designed for use with both vibration /haptic feedback, this 
component could be augmented and enhanced in future incarnations. 
New user interface (UI) elements being developed by our group and 
collaborators support new haptic profiles that would allow for a greater 
array of patterns, vibration styles, and haptic interactions with the 
MDS. Incorporating this development into future MDS design would 
allow for improved mapping of different diagram elements to haptic 
feedback. This would provide enhanced stimulus–response pairings that 
would likely both increase the type of information that could be presented 
through this modality and the overall efficiency of information encoding 
and learning strategy when using the MDS. In addition, work by our 
group and others on automating natural language descriptions could 
improve how key visual elements are conveyed through speech 
description when such annotations are created through an automatic vs. 
human-generated process. We also recognize the fact that the MDS may 
not be able to communicate other types of diagrams (e.g., charts, graphs, 
maps, etc) with the same level of effectiveness as the ones used in this 
study. We are in the process of running additional studies with new MDS 
features to explore the multisensory system’s effectiveness with these 
additional types of visual representations. An additional consideration not 
addressed in this study is that while the MDS system was designed to 
support creation of accessible content, it still involves a significant amount 
of human intervention. Automating this process is a long-term goal of this 
project that would greatly streamline the creation of accessible content. In 
addition to the design limitations, our ability to differentiate among the 
groups was limited by the ceiling effect of our measurements. It is 
important to note that there was no reduction in performance across the 
comparison groups, but in future studies we plan to use more sensitive 
measures to investigate how variations in modality affect diagrammatic 
perception. Finally, future studies will need to evaluate the system with 
specific demographics (e.g., school/college aged people for classroom use, 
people in vocational settings for supporting work contexts, etc) to fully 
validate its use across learning settings.

8. Conclusion

The Multimodal Diagram System was designed with both sighted and 
BVI learners in mind. The goal of the MDS design was to create a STEM 
graphical content learning tool that could be used by all students to help 
facilitate communication and discussion between peoples with different 
visual abilities in a classroom. The results of this experiment provide clear 
support for the efficacy of our approach and of the MDS as a new, 
universally designed tool for providing inclusive STEM access for all.
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