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Students’ technology acceptance 
of computer-based applications 
for analyzing animal behavior in 
an out-of-school lab
Marvin Henrich *, Sandra Formella-Zimmermann , 
Jennifer Gübert  and Paul W. Dierkes 

Department of Biology, Bioscience Education and Zoo Biology, Goethe University, Frankfurt, Germany

Behavioral biology is a field that students find fascinating. To get the most out 
of the various benefits of teaching it, a practical approach should be followed. 
One way to do this is to use video recordings of animals which are analyzed 
using various software. However, learners will only benefit from this approach if 
they choose to actually use the provided technology. Therefore, it is critical to 
survey learners’ acceptance towards the use of software in the field of behavioral 
biology. For this purpose, 171 students were questioned at an out-of-school 
student lab called “KILab.” By applying the Technology Acceptance Model (TAM), 
we investigated students’ acceptance of authentic behavior evaluation software 
and possible factors influencing it. In addition, potential effects of the student lab 
on attitudes toward artificial intelligence and technology affinity were examined. 
The results show a high technology acceptance toward the used software and 
a dependence of this on the factors technology affinity and acceptance toward 
artificial intelligence. Furthermore, the use of the software has a positive impact 
on the self-assessed technology affinity and attitude toward artificial intelligence.
The study thus shows that the use of video recordings and software for behavior 
analysis is generally suitable for educational use and can be a possible extension 
of the practical implementation of behavioral science education.
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1. Introduction

Despite being a relatively young field of research, dating back to the work of Konrad Lorenz 
in the 1930s (Mench, 1988), behavioral biology has become a crucial part of the biology 
curriculum at educational institutions. Thus, teaching behavioral theories and methods is an 
integral part of schools and universities biology education. But also in modern zoos and 
aquariums, the teaching of knowledge about animal behavior is an essential task (Kleespies et al., 
2020; Cozens-Keeble et al., 2021).
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1.1. Teaching behavioral biology

Animal behavior is an area that many students find fascinating 
(Littman and Moore, 2016) and learning about the observation of 
animal behavior and its methods has shown to have positive impacts 
in various contexts. For example, educational programs have been 
found to reduce negative behaviors toward animals among zoo visitors 
(Collins et al., 2019). Furthermore, learning about animal behavior 
can foster personal connections to nature, especially for urban 
students who are less familiar with it (Myers et al., 2009; Kleespies 
et al., 2020), which has been shown to motivate people to protect the 
environment and behave accordingly (Nisbet et  al., 2009). Most 
importantly, the study of animal behavior provides a practical research 
experience and offers an excellent opportunity to learn about the 
scientific process and its methods (McCleery et al., 2005; Grove, 2011). 
Other study results indicate that using ethological techniques 
promotes greater content understanding and increases learners’ 
confidence in their scientific skills. It also helps develop skills such as 
attention to detail and pattern recognition, which are essential for 
scientific literacy (Ambrosino and Rivera, 2022). Ethograms, in 
particular, are an effective ethological teaching tool that can be easily 
integrated into students’ observational investigations (Curran 
et al., 2016).

However, some students encounter problems related to animal 
observation and struggle with adequately describing behavior, often 
confusing the distinction between describing and interpreting 
behavior (Margulis et al., 2001; Voss and Cooper, 2010). Additionally, 
students tend to anthropomorphize animals and use emotional terms 
to characterize observed behavior based on their own experiences 
(Voss and Cooper, 2010; Grove, 2011). Furthermore, they are often 
surprised by the number of behaviors that can occur in a short period 
of time, making it difficult to capture behavior holistically (Margulis 
et al., 2001). To overcome those challenges and to benefit from the 
positive effects, learners primarily need to gain experience in 
recognizing and accurately describing behavior. Therefore, the 
teaching of behavioral biology should embrace a practical approach 
that provides students with repeated opportunities to practice 
recognizing and describing behavior, thereby reducing errors when 
creating ethograms.

There are several ways to take a hands-on approach with students 
such as visiting out-of-school learning sites like zoos or working with 
animals in the classroom. In school, commonly used animals are mice, 
fish, crickets, or earth worms (Rop, 2008; Hummel and Randler, 
2012). However, working with live animals directly in the classroom 
has been limited for many years due to housing possibilities, associated 
time and costs, as well as ethical concerns (Reiss and Beaney, 1992; 
Balcombe, 2000; Rault et al., 2013). The use of invertebrate animals, 
which are easier to house, can also lead to problems (Grove, 2011). 
Among other things, a certain disgust on the part of learners can play 
a role (Randler et al., 2013).

The positive effect of visits to out-of-school learning locations is 
explicitly mentioned by some authors and has already been shown to 
have a positive impact on learners’ attitudes (Gillie and Bizub, 2012; 
Miller et al., 2020; Kleespies et al., 2022). However, there are also 
certain limitations regarding out-of-school learning locations. 
Observing animals on site is initially associated with logistical effort 
and costs for potential admission fees. Furthermore, the observation 
itself is very time-consuming and limited to the animals in human 

custody (Littman and Moore, 2016; Hardin and Schlupp, 2022). Last 
but not least, the presence of visitors can influence the behaviors 
exhibited and some animals are only observable in specific situations 
(Rault et al., 2013; Schütz et al., 2022).

1.2. Technology-based teaching 
approaches

Another way to implement a practical approach into the classroom 
is the use of video recordings obtained from cameras installed in 
natural habitats or zoos (Rault et  al., 2013). There are several 
advantages to this approach. First, as a non-invasive and inexpensive 
technology, video recordings provide uninterrupted recordings of 
animal behavior (Skibins and Sharp, 2019; Schütz et al., 2022), making 
it a valuable tool for the classroom and allowing teachers to take their 
students on “digital field trips” (Eichhorst, 2018). According to Wu 
et al. (2016), lessons incorporating camera traps provide an excellent 
opportunity for students to analyze data. In addition, the ability to 
pause the video recordings limits observations to static, non-dynamic 
descriptions of behavior, which is easier for beginners (Voss and 
Cooper, 2010). Furthermore, digital video recordings make it possible 
to conduct both zoo and field studies with animals selected according 
to interest, which would not be possible in a conventional setup (Rault 
et al., 2013). Besides, there is no need to transport the students, as 
would be necessary for an actual field trip. In summary, the use of 
video recordings in biology lessons is based on current research 
methods, is easier for beginners, and is less time and cost-intensive. 
As a result, it is not surprising that a number of educational programs 
already utilize software for video recordings (Margulis et al., 2001; Wu 
et  al., 2016; Ambrosino and Rivera, 2022) and audio recordings 
(Betancourt and McLinn, 2012) in teaching behavioral biology. There 
are also existing databases that offer such recordings (Hughes 
et al., 2021).

1.3. The use of artificial intelligence in 
animal observation

While it is important for learners to start by conducting manual 
behavior observations, another benefit of using digital methods is the 
possibility to use artificial intelligence (AI) to address tasks such as 
classifying species, individuals, vocalizations, or behaviors within 
complex data sets (Valletta et al., 2017). Nowadays, AI is a common 
method to automate the analysis of image and audio data, and is 
increasingly used in current research studies (Kabra et  al., 2013; 
Gübert et al., 2022; Hardin and Schlupp, 2022; Schütz et al., 2022). 
Rault et al. (2013) and Valletta et al. (2017) point out that automated 
evaluation is especially suitable for animals that are hard to observe 
directly, such as nocturnal and aquatic species. In case of classifying 
behavior, AI can be  used for the automated evaluation of image 
material using both, an object detection network as well as an action 
classification network (Gübert et al., 2022). In general, this approach 
is mainly cost- and timesaving as there is a fewer need of live 
observation or manual video analysis by humans (Valletta et al., 2017; 
Schütz et al., 2022).

The implementation of automated behavior analysis of animal 
recordings in education corresponds to the demand to integrate 
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current and authentic research methods from the specialized fields 
into the education sector. While AI in education is often associated 
with intelligent tutoring systems or adaptive learning systems (Douali 
et al., 2022; Ninaus and Sailer, 2022), its use in behavioral biology 
courses may instead involve teaching its basic structure and allowing 
learners to perform certain sub-steps of an AI application 
independently. This approach incorporates the concept of AI literacy, 
which is considered a subgroup of digital literacy and is defined as 
knowing and understanding the basic functions of AI and how to use 
them in specific applications (Rodríguez-García et  al., 2020; Ng 
et al., 2021).

1.4. Technology acceptance model

Using software to observe video recordings of animal behavior 
in a digital learning setup, or even using artificial intelligence to 
automatically observe animal behavior, combines different 
advantages. However, learners will not benefit from the many 
technologies available and their advantages if they do not choose to 
actually use them (Estriégana et al., 2019). This makes it of critical 
importance to assess learners’ acceptance of software in the field of 
behavioral biology and to declare possible factors influencing this 
acceptance. The “Technology Acceptance Model” (TAM) is the 
dominant tool for surveying technology acceptance in research, as 
stated by Taherdoost (2018). This model, originally created by Davis 
(1985), focuses on two core components: Perceived Usefulness (PU) 
and Perceived Ease of Use (PEOU), which are used to predict 
whether technology will be  adopted or rejected. Thereby, PU is 
defined as the degree to which someone believes that using a 
particular system will improve their work performance and PEOU 
is defined as the degree to which someone believes that using a 
particular system is free from physical and mental efforts and 
difficulties (e.g., Davis, 1989; Venkatesh and Bala, 2008). PU and 
PEOU in turn have an impact on the attitude toward using a 
technology (ATT), which in the TAM determines the behavioral 
intention to actually use a technology (Davis, 1987; Davis et al., 
1989). Additionally, many potential explanatory factors that impact 
PU and PEOU have been studied, as noted by Abdullah and Ward 
(2016) and Rosli et al. (2022). One of the most commonly used is 
Perceived Enjoyment (PE), which is the degree to which an activity 
using a technology is perceived as enjoyable or pleasurable to itself, 
making it an intrinsic explanatory factor (Davis et  al., 1992). 
Another potentially influencing external factor is technology 
affinity, which Franke et  al. (2019) define as the way people 
approach technology, i.e., whether they actively seek interaction 
with it or tend to avoid it. Students’ self-reported technology affinity 
can be associated as a form of self-efficacy, which is also stated to 
be  a common external factor by Abdullah and Ward (2016). A 
potential influence of technology affinity on behavioral intention to 
use a technology has been shown previously by Wong et al. (2020). 
While in the TAM the attitude toward the respective technologies 
used serves as an affective response component, there is a scale by 
Sindermann et  al. (2021) that explicitly measures the attitude 
toward artificial intelligence (ATAI). The scale distinguishes 
between a fear factor and an acceptance factor. Sindermann et al. 
(2021) use this scale to investigate the influence of ATAI on the 
willingness to use different technologies that work with AI, such as 

self-driving cars or voice assistants, and can demonstrate a 
correlation. Therefore, ATAI can also be classified as a potential 
influencing factor on technology acceptance in the context of 
AI applications.

1.5. Research purpose

The findings of Granić and Marangunić (2019) show that the 
TAM is the most widely used model for the survey of technology 
acceptance in the education sector. Various acceptance studies in 
this field have investigated the suitability of TAM for different 
learning technologies, such as mobile learning (Almaiah et  al., 
2016), e-learning (Šumak et al., 2011), or learning management 
systems in general (Eraslan Yalcin and Kutlu, 2019). However, the 
overwhelming majority of studies focus on learners in universities 
rather than schools (Granić and Marangunić, 2019). Also, to our 
knowledge, the TAM has not yet been used to study software 
acceptance in the context of behavioral biology and digital animal 
observation. Therefore, this study investigated students’ technology 
acceptance of authentic behavior evaluation software at an out-of-
school student lab and the possible factors influencing this 
technology acceptance. In addition, potential effects of the student 
lab on attitudes toward artificial intelligence and technology affinity 
were examined.

2. Materials and methods

The study was conducted as part of a behavioral biology laboratory 
day for students at the Goethe University Frankfurt am Main. The so 
called “KILab” is an extracurricular student lab where learners can 
experience behavioral biology research methods in a practical 
approach. The contents of the student lab are designed to fit the 
curriculum and can be linked to regular school lessons. The focus of 
the lab is on the analysis of behavioral data and the creation of 
ethograms. In addition, artificial intelligence is introduced as a current 
method for automating data analysis within behavioral biology. Thus, 
for the behavior analysis of the lab day different technologies 
were used.

2.1.1. Behavior analysis with BORIS

Behavioral observation and the filling of ethograms was 
conducted using BORIS software (Friard and Gamba, 2016). Thus, 
learners use software that is suitable for use in educational settings due 
to its short learning curve (van der Marel et al., 2022) and that is 
frequently used in actual studies of behavioral biology (Wing et al., 
2021; Burkhardt et al., 2022; Seyrling et al., 2022). For the lab day 
setting, video recordings of the common eland antelope (Tragelaphus 
oryx) were used. The videos were recorded by scientists as part of 
current research at Opel-Zoo Kronberg (Gübert et al., 2022), which 
should be emphasized in terms of the resulting authenticity of the 
data. The videos show the nocturnal behavior of individual animals 
over a period of 14 h. The behaviors to be described are limited to 
lying, standing, and sleeping. Sample images of the behaviors can 
be found in Supplementary Figure 2.
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2.1.2. Behavioral analysis with artificial 
intelligence

The student-friendly user interface Deep Learning of Behavior 
(DLoB) was specially developed to enable learners with no prior 
knowledge of programming to follow the individual steps of an 
automated data analysis of behavior recordings. DLoB offers the 
possibility to train networks for object recognition as well as to 
evaluate existing networks.

The student’s first work through steps of automated object 
recognition by using the Prepare, Train, and Evaluate function of the 
DLoB software as well as a third-party software called LabelIMG 
(Tzutalin, 2015). The Prepare function extracts image files from the 
video recordings, which are then manually annotated in LabelIMG 
(Figure 1). The image files and the corresponding annotations can 
subsequently be used in the Train step for the generation of object 
detection networks. Afterward, the Evaluate function offers the 
possibility to estimate the quality of the developed networks (Figure 2). 
Finally, the software Behavioral Observations by Videos and Images 
using Deep-Learning Software (BOVIDS) by Gübert et al. (2022) is 
integrated in DLoB. The processes of BOVIDS based on object 
detection and action classification networks are reproduced and 
visualized in DLoB. The learners can use BOVIDS through DLoB to 
automatically evaluate video recordings of an animal and then 
download the corresponding ethogram.

2.1.3. Procedure of the KILab
The lab day starts with a collaborative introduction where the 

students observe a video sequence of giraffes as example animals and 
then describe their behavior. Afterwards, typical errors in the operator 
“describing behavior” are addressed, such as premature interpretations 

of behavior or anthropomorphic description (Margulis et al., 2001; 
Grove, 2011). Basic principles of behavioral biology, scientific 
methods, and the approach of hypothesis formation are also taught. 
For the first part of the day, an introduction to the BORIS software is 
provided. The duration of the video recording from the used research 
animal (eland antelope) is 14 h, which is why the video is divided into 
seven sections of 2 h each and analyzed by groups of two. The results 
of the groups are then consolidated and critically evaluated in terms 
of the total duration of the observation, the number of observed 
individuals and the experience of the observers (students).

The second part of the lab day presents the method of artificial 
intelligence for automated behavior observation. With the help of 
DLoB, the students work out the individual steps of automated data 
evaluation in order to finally be able to evaluate behavioral recordings 
of a common eland antelope with artificial intelligence. Subsequently, 
the advantages and disadvantages of using artificial intelligence are 
discussed and the automated data evaluation process is compared to 
the evaluation with BORIS.

2.2. Participants

For the study, a total of 171 students (36.8% male; 62.6% female; 
0.6% diverse) were surveyed during their visit to the out-of-school 
student lab day at the Goethe-University Frankfurt. The students were 
German high school students with an age distribution from 17 to 21. 
Participation was advertised via the kilabfrankfurt.de website and was 
aimed at interested school classes with biology as a subject. Prior to 
participation, all participants, and additionally their parents in the 
case of minors, were informed in writing about the purpose of the 

FIGURE 1

The graphical user interface (GUI) of LabelIMG (Tzutalin, 2015), which accesses image files of the common eland antelope. The annotation (blue 
square) is manually drawn in and saved including a default label.
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study, the voluntary nature of participation and the anonymity of the 
questionnaire. Students who were already of legal age could fill out the 
consent form themselves. In case of a participation in the evaluations, 
a reduction of the participation fee for the student lab day took place. 
The reduction was applied to all participants, even if individuals did 
not participate in the evaluations. The survey took place from April 
2022 to February 2023.

2.3. Measuring instruments

The Technology Acceptance Model (TAM) was applied to assess 
acceptance of the technologies used immediately after the student lab 
day (T2). In order to examine potential influencing factors on 
technology acceptance, the Attitude toward Artificial Intelligence scale 
(ATAI) and the Inclusion of Technology Affinity in Self scale (ITAS) 
were also collected. With regard to a potential influence of the student 
lab day on the students’ attitude toward AI and the students’ 
technology affinity, the scales were surveyed at two measurement 
points immediately before (T1) and after (T2) the student lab day via 
paper and pencil questionnaire. All scales can be  found 
Supplementary Table 1 and Supplementary Figure 1.

2.3.1. Technology acceptance model
For the survey on acceptance, a questionnaire aligned to the TAM 

was developed. For this purpose, items applicable to the used software 
were selected from four published studies and linguistically modified 
to fit the educational context (Davis, 1989; Venkatesh et al., 2003; 
Venkatesh and Bala, 2008; Sprenger and Schwaninger, 2021). In 
addition to the usual key components Perceived Usefulness (PU), 

Perceived Ease of Use (PEOU), and Attitude (ATT), the commonly 
used component Perceived Enjoyment (PE) was also evaluated 
(Abdullah and Ward, 2016). The overall scale used consists of 14 items 
rated on a five-point Likert scale.

2.3.2. Inclusion of technology affinity in self scale
Inclusion of Technology Affinity in Self scale is a graphical 

one-item measurement instrument to capture technology affinity 
developed by Henrich et al. (2022). Participants have to indicate on a 
scale of 1–7 which two differently overlapping circles best represent 
their technology affinity. In the studies by Hesse et al. (2020), Wong 
et al. (2020), and Yang et al. (2021), technology affinity and technology 
acceptance have already been linked through the interface of 
intended usage.

2.3.3. Attitude toward artificial intelligence
The five-item ATAI scale was developed by Sindermann et al. 

(2021) with the goal to investigate the influence of attitude toward 
artificial intelligence on the willingness to use different technologies 
that work with AI, such as self-driving cars and voice assistants. It 
comprises two factors, labeled fear toward artificial intelligence 
(ATAIF) and acceptance toward artificial intelligence (ATAIA). 
Participants rate each item on a Likert scale, ranging from 1 (strongly 
disagree) to 5 (strongly agree).

2.4. Analysis

IBM SPSS 28 and IBM SPSS AMOS 28 were used for the statistical 
analysis of the collected data. Since the construct of technology 

FIGURE 2

The graphical user interface (GUI) of the evaluation function in DLoB. The GUI includes: (A) a toolbar to select the desired function in of DLoB, 
(B) buttons to upload a video and select an object detection network to be evaluated, (C) a sidebar to select the animal that can be seen in the video, 
(D) an area that displays images of the selected video including the automatically generated annotation (blue square), and (E) buttons to evaluate the 
quality of the annotation and select the next or previous image.
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acceptance has been operationalized as well as evaluated several times 
in the literature and, moreover, well-established items and components 
were used in this work (Davis, 1989; Venkatesh et al., 2003; Venkatesh 
and Bala, 2008; Sprenger and Schwaninger, 2021), a confirmatory 
factor analysis (CFA) was performed to examine the factor structure 
of the TAM. The CFA was conducted using the core model of the 
TAM (Davis, 1985) with the components Perceived Usefulness, 
Perceived Ease of Use, and Attitude Toward Using as well as the 
external factor Perceived Enjoyment.

A CFA was also performed to confirm the factor structure of the 
ATAI data in our sample, using the two-factor solution presented by 
Sindermann et  al. (2021). In both CFA, the maximum likelihood 
method was used as estimation method. In terms of general model fit, 
Kline (2015) as well as Beauducel and Wittmann (2005) recommend 
that at least the following indices should be  reported: the model 
chi-squared, root-mean-squared error of approximation (RMSEA), 
comparative fit index (CFI), and standardized root-mean-residual 
(SRMR). Additionally, Cronbach’s alpha was calculated for the 
separated factors of TAM and ATAI and interpreted according to 
Cripps (2017, p. 109): unacceptable (0.5 > α) and excellent (α ≥ 0.9).

Normal distribution was tested using the Kolmogorov–Smirnov 
test and the Shapiro–Wilk test. Both showed a significant result for all 
data (p < 0.001), leading to the conclusion that a normal distribution 
cannot be assumed. Therefore, the Wilcoxon test was used to examine 
potential differences between survey time points T1 and T2 for ITAS 
and ATAI. For a more detailed examination of the results, the data of 
the learners were subsequently divided into three classifications within 
the respective variable ITAS, ATAIF, and ATAIA based on their 
reported scores for T1 (Table 1).

To investigate potential influences of ITAS and ATAI on the TAM 
components, the Kruskal-Wallis test with post hoc comparison and 
Bonferroni correction was applied. For this purpose, the described 
classification, as shown in Table 1, was also adopted, but based on 
survey time point T2, given that this corresponds to the survey of 
TAM. For all significant results, the effect size was calculated using the 
formula r z

N
=  (Fritz et al., 2012).

3. Results

For the CFA, the TAM and the ATAI were analyzed with respect 
to their model fit. Table 2 shows the fit values of the calculation and 
the defined cut-off values. The fit values are in the mediocre to 
predominantly acceptable range. Thus, the models can be considered 
plausible and the results of the CFA can be analyzed.

The results of the CFA within the SEM for TAM show very good 
loadings of the individual items to the respective component (>0.63) 
and confirm the assumed factor structure. This also applies for the 
items of the ATAI (> 0.58) with the exception of one item (0.49). The 
exact factor loadings, the mean (M), and standard deviation (SD) of 
all items as well as the Cronbach alpha values (α) of the factors can 
be found in Table 3.

Regarding the comparison of the survey time points T1 and T2, 
Figure 3 shows that significant differences could be found for ITAS 
(p = 0.009; r = 0.2) as well as for ATAIF (p < 0.001; r = 0.28) and ATAIA 
(p < 0.001; r = 0.36). On the one hand, for ITAS, there is a decrease 
(∆ = −0.19) from T1 (M = 4.51; SD = 1.08) to T2 (M = 4.32; SD = 1.17). 
On the other hand, there is a decrease (∆ = −0.18) from T1 (M = 2.92; 

SD = 0.76) to T2 (M = 2.74; SD = 0.80) for ATAIF and an increase 
(∆ = 0.25) from T1 (M = 3.17; SD = 0.70) to T2 (M = 3.42; SD = 0.73) 
for ATAIA.

Considering the data classified into three groups based on the T1 
value (Table 1) allows a more differentiated statement. Figure 4 shows 
the groups and their changes in the case of ITAS (Figure 4A), ATAIF 
(Figure 4B), and ATAIA (Figure 4C).

Regarding ITAS, students with low technology affinity at the 
beginning of the student lab day show a significant mean increase of 
∆ = 0.57. The opposite can be observed for students with high self-
assessed technology affinity at the beginning of the lab day, as here a 
decrease of ∆ = −0.59 occurs. Students belonging to the medium 
technology affinity group at baseline show no significant changes 
between the two assessment time points (Figure 4A).

In the case of fear toward artificial intelligence (ATAIF), Figure 4B 
shows that both, students with initial medium fear and high fear show 
a significant decrease of ∆ = −0.28 and ∆ = −0.4. The small observable 
increase within students with low fear of artificial intelligence is 
not significant.

Regarding the changes in acceptance toward AI (ATAIA), it can 
be observed in Figure 4C that students with low acceptance toward 
artificial intelligence (ATAIA) show a significant mean increase of 
∆ = 0.63. The same applies for students with medium acceptance of 
artificial intelligence with an increase of ∆ = 0.32. The small observable 
decrease within students with high acceptance of artificial intelligence 
is not significant. The respective means, standard deviations, and 
effect sizes are included in Supplementary Table 2.

TABLE 1 Classifications within the respective variable ITAS, ATAIF, and 
ATAIA based on the reported scores.

Instrument Classification Score

ITAS

Low technology affinity 1; 2; 3

Medium technology affinity 4

High technology affinity 5; 6; 7

ATAIF

Low fear toward artificial intelligence 1– < 2.5

Medium fear toward artificial 

intelligence
2.5–3.5

High fear toward artificial intelligence > 3.5–5

ATAIA

Low acceptance toward artificial 

intelligence
1– < 2.5

Medium acceptance toward artificial 

intelligence
2.5–3.5

High acceptance toward artificial 

intelligence
> 3.5–5

TABLE 2 Cut-off-values according to (1) Carmines and McIver (1983), (2) 
MacCallum et al. (1996), and (3) Hu and Bentler (1999).

Fit-indices Cutoff-value Model 
value (TAM)

Model 
value (ATAI)

CMIN/DF < 31 2.62 2.55

RMSEA 0.08–0.12 0.098 0.095

CFI > 0.953 0.921 0.963

SRMR < 0.083 0.0718 0.0406
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In the ungrouped expression of the four TAM components PU, 
PEOU, PE, and ATT, all medians are >3.5 and the low quartile is ≥3 
for all components. The ATT component has the highest mean value 
(M = 4.03) and, together with PEOU, the highest median (MD = 4). 
Looking at the grouped distribution, TAM shows significant 
dependencies in all components for ITAS (Figure 5A) as well as ATAIA 
(Figure  5C). Regarding potential dependence on ATAIF, the 
distributions of PU (p = 0.215), PEOU (p = 0.617), PE (p = 0.278), and 
ATT (p = 0.293) are not significantly different in any case (Figure 5B).

The highly technologically affine students show higher values than 
the students with low technology affinity in the case of PU (p = 0.018; 

r = 0.21), PEOU (p < 0.001; r = 0.5), PE (p < 0.001; r = 0.34), and ATT 
(p < 0.001; r = 0.3). Regarding PEOU, there are additional significant 
differences between students with low and medium technology 
affinity (p = 0.003; r = 0.26) and between students with medium and 
high technology affinity (p < 0.001; r = 0.3). The latter can also 
be observed for PE (p = 0.008; r = 0.23). When grouping the students 
according to their attained acceptance toward AI, the differences turn 
out to be somewhat smaller. While within the components PEOU 
(p = 0.029; r = 0.2), PE (p < 0.001; r = 0.3), and ATT (p < 0.001; r = 0.32) 
differences occur between students with medium and high acceptance 
toward AI, within the component PU (p = 0.014; r = 0.22), a significant 

TABLE 3 Results of confirmatory factor analysis of the 14 items of Technology Acceptance Model (TAM) and the five items of the Attitude toward AI 
scale.

Model Component Item Factor 
loading

M SD

Technology acceptance 

model (TAM)

Perceived Usefulness 

(PU) α = 0.837

The use of the software of the student lab day 

would make it easier to learn about behavioral 

biology class content.

0.879 3.67 0.99

The software of the student lab day helps me 

learn and understand behavioral biology.

0.786 3.71 0.94

I would find the software of the student lab day 

useful in school.

0.707 3.47 1.07

Using the software of the student lab day would 

improve my learning performance in 

behavioral biology.

0.659 3.57 0.98

Perceived Ease of Use 

(PEOU) α = 0.892

I would find with the software of the student 

lab day easy to use.

0.923 3.68 1.07

Learning to operate the software of the student 

lab day would be easy for me.

0.792 3.87 1.06

My interaction with the software of the student 

lab day would be clear and understandable.

0.791 3.77 1.01

It would be easy for me to become skillful at 

using the software of the student lab day.

0.774 3.88 0.97

Perceived Enjoyment 

(PE) α = 0.826

I find using the software of the student lab day 

to be enjoyable.

0.893 3.39 1.08

The actual process of using the software of the 

student lab day is pleasant.

0.851 3.56 0.92

I have fun using the software of the student lab 

day.

0.635 3.50 1.03

Attitude (ATT) 

α = 0.826

I like the idea of using the software of the 

student lab day.

0.802 3.70 0.91

Using the software of the student lab day is a 

good idea.

0.790 4.21 0.73

Using the software of the student lab day is a 

wise idea.

0.774 4.18 0.83

Attitude toward AI (ATAI) Fear (ATAIF) α = 0.656 Artificial intelligence will destroy humankind. 0.824 2.38 0.99

I fear artificial intelligence. 0.580 2.38 1.02

Artificial intelligence will cause many job 

losses.

0.494 3.47 1.10

Acceptance (ATAIA) 

α = 0.618

I trust artificial intelligence. 0.753 2.99 0.92

Artificial intelligence will benefit humankind. 0.601 3.84 0.79

Cronbach’s alpha (α), mean (M) and standard deviation (SD) are also provided.
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difference is found when comparing students with low and high 
acceptance toward AI. This is additionally observable for the 
component ATT (p = 0.002; r = 0.27).

4. Discussion

Conducting digital behavioral observations with the help of video 
recordings or webcam observations is a practical approach which is 
able to overcome some of the limitations of direct on-site observation. 
Although some may argue that this method minimizes the authenticity 
of research, there are indeed numerous scientific studies that have 

been conducted using camera observations (Peluso et  al., 2013; 
Caravaggi et al., 2017; Seyrling et al., 2022). However, for example, 
Miller et al. (2020) show that certain positive effects of an in-person 
experience could not be  replicated through video observation. 
Additionally, it is important to avoid giving students the impression 
that exciting behavior can be reproduced at the push of a button, as is 
the case with selected sequences in nature documentaries. Generally, 
the different practical approaches should not be viewed as competing 
with each other, but ideally be combined in a beneficial way (Smith 
and Broad, 2008). For instance, correct observation, description, and 
interpretation can be  practiced in the classroom using video 
recordings, so that time spent at extracurricular learning locations and 

FIGURE 3

Mean comparisons of the survey before (T1, filled bars) and after (T2, shaded bars) the student lab day in relation to (A) ITAS and (B) ATAIF and ATAIA. 
Significance levels: **p  <  0.01; ***p  <  0.001 (Wilcoxon test).

FIGURE 4

Change in (A) technology affinity (ITAS), (B) fear of AI (ATAIF), and (C) acceptance of AI (ATAIA) between survey time T1–T2 depending on the reported 
scores for T1. Significance levels: **p  <  0.01; ***p  <  0.001 (Wilcoxon test). The line thickness of the graphs was normalized for each instrument based on 
the number of participants being represented in the subgroups.
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the engagement with live animals in their natural habitats can 
be utilized more effectively.

However, in order for the digital behavioral monitoring approach 
to work, it is first and foremost important to have acceptance toward 
the digital tools as a basis for actual use (Estriégana et al., 2019). In the 
conducted study, the acceptance for the used software in the context 
of behavioral biology and animal observation was measured after the 
laboratory day. A baseline survey before the laboratory day or the 
implementation of a control group was not possible in this study as 
the TAM requires the first time use of a technology. In response, 
we  therefore also surveyed more general instruments such as 
technology affinity and attitudes toward AI, which were surveyed both 
before and after the student lab, as recommended by Formella-
Zimmermann et al. (2022). Factor analysis, Cronbach’s alpha values, 
and model fits confirm the applicability of the TAM and ATAI scales 
to the data set of this study.

4.1. Inclusion of technology affinity in self 
scale

Looking at the results of the technology affinity survey at T1, it is 
noticeable that the average initial self-assessment of the students is 
already in the positive evaluation range (M = 4.51; SD = 1.08; scale 
1–7). This speaks to a student body that can be  predominantly 
classified as highly affine to technology. This is similar to the results of 

Franke et al. (2019), who surveyed students using a nine-item scale 
(Affinity for technology interaction scale, ATI ranging from 1 to 6) 
and obtained a mean score of 3.78 ± 0.87. People with high technology 
affinity tend to embrace technology and are positive about interacting 
with technology (Jin and Divitini, 2020). Since science classes in 
particular are suitable for incorporating technology (Dani and Koenig, 
2008; Lewis, 2014; Kramer et  al., 2019), high technology affinity 
provides a good starting point for interacting with it.

Our results on the change in technology affinity at T2 show a 
small but significant negative influence of the use of technologies for 
digital behavioral observation in the context of the conducted student 
lab day. However, a more differentiated picture is obtained if students 
with high and low technology affinity are considered separately. Here 
it can be seen that the decrease in technology affinity occurs in the 
students with high initial values and the students with low T1 values 
show a significant increase in their technology affinity, in both cases 
with a high effect size. The increase in technology affinity with low 
affinity as a starting point could be  due to students initially 
underestimating their performance (van de Watering and van der Rijt, 
2006), but noticing an increase in their technology affinity as a result 
of successfully using the software on student lab day. The decrease in 
students with high affinity could be due to the fact that their initial 
assessed affinity for technology is related to the technical systems they 
are familiar with, as existing skills for interacting with similar systems 
directly facilitate coping by reducing adaptation demands (Franke 
et al., 2019). It is possible that the use of software for digital behavior 

FIGURE 5

Evaluation of the TAM components Perceived Usefulness (PU), Perceived Ease of Use (PEOU), Perceived Enjoyment (PE), and Attitude (ATT) depending 
on the reported scores of (A) technology affinity (ITAS), (B) fear toward artificial intelligence (ATAIF), (C) acceptance of artificial intelligence (ATAIA) at 
survey time T2. Significance levels: *p  <  0.05; **p  <  0.01; ***p  <  0.001 (Kruskal-Wallis-test with post-hoc comparison and Bonferroni correction).
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observation and the method of artificial intelligence is so novel that 
adaptation requirements as well as unexpected difficulties arise here 
and thus lead to a revision of the self-assessed affinity for technology.

4.2. Attitude toward artificial intelligence 
scale

Factor analysis, Cronbach’s alpha values, and model fits confirm 
the applicability of the ATAI scale to the data set of this study. The item 
regarding job loss on the ATAI scale has a slightly lower factor loading 
than the remaining. This suggests that the statement regarding artificial 
intelligence and the resulting job loss is not exclusively attributable to 
the fear factor. This phenomenon can also be observed in the study by 
Sindermann et al. (2021). The authors justify the charge with the fact 
that the general threat of a job loss is relatively unlikely for the 
respondents and is thus not associated with artificial intelligence in the 
first place. Additionally, some also argue that artificial intelligence is 
able to create new job opportunities (Wilson et al., 2017).

In general, people differ in their attitudes toward artificial 
intelligence (Sindermann et al., 2021). However, it is striking that for 
our dataset at T1, about the same number of students can be classified 
into the group of high fear values (N = 35) as into the group of high 
acceptance values (N = 34). On average, the values for acceptance 
(M = 3.17; SD = 0.70) are somewhat higher than those for fear 
(M = 2.92; SD = 0.76).

With regard to the influence of the student lab day and the 
associated use of software on the attitude toward artificial intelligence, 
opposite effects are found within the two factors ATAIF and 
ATAIA. Fear of artificial intelligence generally decreases, with this 
effect occurring most strongly among students with high anxiety 
scores at baseline (∆ = −0.4). At the same time, acceptance of artificial 
intelligence generally increases, which is particularly evident among 
students with initially low acceptance scores (∆ = 0.63). The reduction 
of fears as well as the promotion of acceptance can thus be fostered by 
addressing artificial intelligence and its use in a relevant application 
area, as this increases the knowledge about artificial intelligence. 
Similar effects could be found in other studies regarding attitudes of 
students (Zhu and Xie, 2015; Oražem et al., 2021). The tendency of 
KILab to have a positive effect on student’s attitude toward artificial 
intelligence is also supported by the fact that students with already low 
anxiety or high acceptance did not significantly revise their attitudes.

4.3. Technology acceptance model

While the influence of software use on ITAS and ATAI has already 
been discussed, the basic prerequisite for a successful implementation 
of software programs is acceptance on the part of the students. Among 
other things, acceptance is also associated with motivational 
components (Lee et al., 2005; Formella-Zimmermann et al., 2022), 
from which it can be deduced that high acceptance values correspond 
to high motivation regarding the use of a software. Factor analysis, 
Cronbach’s alpha values, and model fits confirm the applicability of 
the TAM to the data set of the present study.

Due to the high median values (> 3.5), which indicate a positive 
evaluation range, the acceptance of the software of the student lab day 
can be regarded as sufficient considering the different components PU, 

PEOU, PE and ATT. The value of the 1st quartile (≥ 3) also indicates 
a high level of technology acceptance, since 75% of the students are in 
the positive range of technology acceptance. The highest average value 
is achieved by the component ATT, which can be considered positive 
for the potential behavioral intention to use the software (Davis, 1987; 
Davis et al., 1989). With regard to the quality of the software, the very 
good PU and PEOU values should be noted in particular, as studies 
have shown that these are directly influenced by the quality of the 
learning content (Khor, 2014; Almaiah et al., 2016).

Implementing new variables to explain technology acceptance is 
frequently performed in the TAM (Cheung and Vogel, 2013; Abdullah 
and Ward, 2016). The relationship between technology affinity and 
technology acceptance has been shown in previous studies (Hesse 
et al., 2020; Wong et al., 2020; Yang et al., 2021). In relation to our 
findings, it appears that technology affinity can act as a predictor of 
subsequent technology acceptance. Students with high technology 
affinity show higher technology acceptance after conducting the 
student lab day than students with low technology affinity. The 
influence on the PEOU component is particularly significant, with 
effect sizes of up to r = 0.5. This is not particularly surprising, as high 
technology affinity and a highly PEOU can both be associated with 
few perceived problems while interacting with technology (Davis, 
1989; Jin and Divitini, 2020). Because of the influence of technology 
affinity on technology acceptance, it is potentially possible to predict 
how acceptance will play out with individual students even before 
software is integrated into educational settings. This allows for staged 
assistance and better preparation in dealing with technology in 
general. It should also be  mentioned at this point that even the 
classification in low technology affinity on average shows technology 
acceptance values in the positive evaluation range (M > 3). 
Accordingly, low technology affinity should not be a fundamental 
obstacle to the introduction of technology into the classroom.

Since the student lab day also addresses artificial intelligence in 
addition to behavioral biology content and this is picked up in the 
software LabelIMG as well as DLoB, the potential influence of ATAI on 
technology acceptance is also of interest. Thereby, it seems to 
be primarily ATAIA that generally influences technology acceptance 
toward the software of the student lab day. Students with higher 
acceptance toward artificial intelligence also show higher acceptance 
toward the technology used. The effect sizes here are in the small to 
medium range (r = 0.2–0.3). The factor ATAIF has no significant 
influence, which is positive, since even students with fear of artificial 
intelligence can develop acceptance toward corresponding software 
solutions in an adequate learning environment. For comparison, the 
influence of related forms of anxiety, such as computer anxiety or 
general anxiety, has been documented differently in recent studies. 
While Abdullah and Ward (2016) and Hu et al. (2022) state a negative 
influence of anxiety on PU or PEOU, NuriAbdallah (2019) could not 
find any impact of anxiety as computer use has become a normal issue 
according to the authors. This makes it all the more remarkable that the 
comparatively less commonly used technology of artificial intelligence 
also shows no significant influence on technology acceptance.

5. Limitations

The software of the student lab day was evaluated in its entirety. 
Thus, we cannot differentiate the statements regarding LabelIMG, 
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BORIS, and DLoB. Future investigations should additionally survey 
the software individually, so that a more detailed evaluation is possible. 
Furthermore, we tested the student lab day primarily in high school. 
Therefore, statements for younger students are not possible. Our 
results show that in the context of teaching behavioral biology there is 
a positive acceptance toward the software used and that it can be used 
accordingly in class. In addition to live observations or, for example, 
zoo visits, the use of the software corresponds to a further possibility 
for the practical teaching of behavioral biology in the classroom. 
However, the mere existence of this possibility does not guarantee that 
teachers will use it. It therefore remains to be seen to what extent 
software for behavior analysis will actually be  introduced into the 
classroom. For further research, it would be interesting to also evaluate 
teachers, as their technology acceptance will determine whether or not 
they incorporate digital tools into their teaching practices (Antonietti 
et al., 2022).

6. Conclusion

To address difficulties in understanding about behavioral biology, 
the teaching of behavioral biology should embrace a practical 
approach that provides students with repeated opportunities to 
practice recognizing and describing behavior. Therefore, this study 
implemented video recordings obtained from cameras installed in 
zoos into the classroom and used different software to analyze those 
recordings. To investigate the perception of the software on the part 
of the students, their technology acceptance toward the use of the 
software was surveyed. Overall, this study shows a generally positive 
perception as students achieved high technology acceptance scores. 
Thereby, a dependency of technology acceptance on the factors 
technology affinity and acceptance toward artificial intelligence was 
shown, whereas the fear of artificial intelligence had no influence. In 
addition, the use of the software on the student lab day had an impact 
on the students’ self-assessment of technology affinity and attitude 
toward artificial intelligence. In summary, our results show that there 
is sufficient technology acceptance on the part of the students toward 
the software used to implement it in the classroom. Thus, the 
mentioned advantages of modern, technically supported methods of 
behavioral biology can take effect and the implementation of a 
practical approach can be extended by another possibility. However, 
although the use of video recordings and software can be seen as 
rewarding in the context of behavioral biology teaching, it should not 
be considered as the only possibility of a practical approach.
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