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Introduction: Evidence-based teaching (EBT) practices benefit students, yet our 
understanding of how frequently these strategies should be utilized in STEM 
courses is less established.

Methods: In this study, students (n = 894) of faculty who learned about how 
to implement EBTs from the Summer Institutes for Scientific Teaching were 
surveyed. The students rated the frequency of implementation of six types 
of EBTs after the course and completed a follow-up survey one year later to 
examine long-term outcomes.

Results: Class and student-level analyses indicated that students who reported 
being exposed to EBTs every couple of classes also reported that they learned 
more and had a higher ability to work in groups when compared to students 
who were exposed to EBTs less frequently.

Discussion: The results will help instructors and faculty development 
professionals understand how frequently EBTs should be incorporated when 
designing and modifying courses.
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1 Introduction

There has been widespread effort over the last decade to improve the quality of teaching in 
undergraduate STEM courses (American Association for the Advancement of Science, 2011; 
President’s Council of Advisors on Science and Technology, 2012). Researchers have identified 
scientific teaching practices that relate to improved student outcomes. Examples of these practices 
include inclusive teaching, active learning, formative assessment, and the modeling of science 
reasoning and metacognitive strategies (Handelsman et al., 2004). Workshops and other faculty 
development opportunities have become increasingly available to teach faculty how to incorporate 
these practices into their instruction (Simonson et al., 2022). To help make the course modification 
process more manageable, faculty are often advised to make small, incremental changes to their 
courses (Stein and Graham, 2020). However, if these changes are too small, the new activities or 
teaching practices might not have a noticeable or immediate impact on student outcomes. Without 
positive feedback from students, faculty may prematurely abandon these teaching strategies and 
resist making subsequent modifications. The current study investigates the frequency with which 
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newly trained faculty were able to implement scientific teaching practices 
into their courses and provides initial guidance about the level of 
implementation needed to impact student outcomes.

2 Literature review

There is interest from teachers, researchers, administrators, and 
policymakers to improve learning outcomes and student retention in 
STEM fields (Handelsman et al., 2004; President’s Council of Advisors on 
Science and Technology, 2012; Freeman et al., 2014; Bradforth et al., 
2015). While there are several factors that can impact retention in STEM 
majors, offering high-quality teaching can have a dramatic, positive effect 
(Sithole et al., 2017). Research on evidence-based teaching practices such 
as active learning, formative assessment, and inclusive teaching has been 
shown to both increase engagement and the likelihood that students will 
remain in a science major (Hanauer et al., 2006; Auchincloss et al., 2014; 
Corwin et al., 2015). Nevertheless, implementing evidence-based teaching 
practices has been an enduring challenge in higher education—with up 
to 90% of STEM students citing concerns about teaching quality in their 
introductory courses (Seymour and Hewitt, 1997; Akiha et al., 2018). 
There is evidence to suggest that student dissatisfaction with teaching is 
at least partially due to incongruence between their expectations and their 
actual experience (Brown et  al., 2017). For example, many first-year 
students are used to smaller high school classes that support active 
engagement with the content, peers, and instructors (Meaders et al., 
2019). On the other hand, many introductory STEM courses in higher 
education still rely on passive lectures where students are more likely to 
report feeling isolated, dissatisfied, and disconnected from the content 
(Seymour and Hewitt, 1997; Cooper and Robinson, 2000).

Fortunately, STEM educators have recognized the importance of 
improving teaching quality in introductory STEM courses (American 
Association for the Advancement of Science, 2011; National Research 
Council, 2012; President’s Council of Advisors on Science and 
Technology, 2012). An increasing number of colleges and universities 
host faculty development workshops to improve the quality of teaching. 
There are also national programs, such as the Summer Institutes for 
Scientific Teaching, that have provided instruction on how to implement 
evidence-based teaching practices. Initial evidence indicates that these 
faculty development efforts have: (a) positively impacted participants’ 
motivation (Meixner et al., 2021); (b) increased pedagogical knowledge; 
(c) heightened the value faculty place on teaching (Palmer et al., 2016); 
(d) improved syllabi (Hershock et al., 2022); and subsequently improved 
their students’ outcomes (Durham et al., 2020).

Despite the increasing prevalence of faculty development 
opportunities and the positive impact of these programs, implementation 
of evidence-based teaching practices still varies considerably across 
courses and instructors (Fairweather and Paulson, 2008; Durham et al., 
2018). Participation in these programs, at most institutions, is voluntary. 
Faculty frequently cite misaligned incentives and time constraints as 
barriers to both attending training and fully implementing learner-
focused instruction (Brownell and Tanner, 2012). Therefore, despite 
widespread efforts, lecture is still the most common instructional method 
used in introductory STEM courses (Stains et al., 2018).

In an effort to obtain faculty buy-in and to make the course (re)
design process more manageable, faculty are often encouraged to make 
small changes over several semesters with the goal of incrementally 
improving their course over time (Stein and Graham, 2020). Nevertheless, 
gradual implementation may not produce immediate results. Without an 

immediate impact on student outcomes or satisfaction, faculty may 
prematurely conclude that the new instructional methods are not 
effective in their specific learning context and revert to their prior 
pedagogical strategies. Therefore, it would be beneficial to understand the 
level of implementation that is necessary to see an impact on student 
outcomes. This would help faculty and faculty development professionals 
determine how to pace their initial modifications and increase the 
likelihood that both faculty and students see benefits.

Research that examines how frequently these teaching principles 
need to be applied within and across courses is still in its early stages. 
In a recent study, Reeves et al. (2023), found that utilizing evidenced-
based teaching across multiple courses and instructors had a 
cumulative benefit to student learning and persistence in STEM. In 
that study, however, the frequency of implementation was not 
examined, as students were just asked to indicate if various evidence-
based teaching practices occurred at all during the course. The 
purpose of this study is to examine how the frequency of 
implementation, as perceived by students, impacts student outcomes. 
Such findings would have the potential to reduce perceived (or real) 
barriers to initial implementation and encourage faculty to persist 
with the implementation of evidence-based teaching practices.

3 Materials and methods

3.1 Context and participants

The National Institute on Scientific Teaching offers a week-long 
professional development curriculum designed to develop college 
instructors’ teaching ability in the following areas of “scientific 
teaching” active learning, formative assessment, and inclusivity and 
diversity. This curriculum is based on the Scientific Teaching 
Handbook by Handelsman et al. (2007). To date over 1,800 college 
faculty and instructors have attended a Summer Institutes workshop. 
A subset of these faculty and their students were recruited to 
participate in the current study. This project was granted exempt status 
from the Yale University IRB Human Subjects Committee.

3,142 students completed a survey the year after their instructor 
attended the summer institute. An additional follow-up survey was 
conducted a year later (2 years after the instructor attended) with 894 
(28% of the original sample) responding. Two students in the follow-up 
survey responded relative to two different faculty members. The students 
rated 52 different instructors from 43 institutions. The number of 
students that responded per faculty member ranged from 2 to 80.

3.2 Procedures

3.2.1 Initial survey—implementation of teaching 
practices

Students reported their instructors’ frequency of implementation for 
26 evidence-based teaching practices (EBTs; see Appendix 1 for a list of 
these practices). The items were developed to assess teaching practices 
that were introduced at the Summer Institutes. Students indicated 
whether they experienced each teaching practice in the targeted course 
that semester. For the EBTs that they reported being exposed, participants 
reported how often they experienced each practice using the following 
scale: 1 (“once or twice”), 2 (“several times a semester”), 3 (“every couple 
of classes”), 4 (“about once a class”), or 5 (“multiple times per class”).
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A Confirmatory Factor Analysis using LISREL 10.20 (Jöreskog 
and Sörbom, 2019) was conducted to evaluate the extent to which the 
predetermined structure (Graham, 2019) was a good fit for the 
observed data. A full description of the factor analyses and the model 
fit indices are provided in Appendix 2. The analysis provides evidence 
to support the use of the six general categories of EBT.

Active learning (6 items, α = 0.71) items considered activities that 
promoted student engagement in learning activities. Assessment (3 items, 
α = 0.52) items included activities that provided formative feedback to 
students during class. Diversity (3 items, α = 0.75) items focused on how 
the instructor communicated that all students could succeed in the class. 
Inclusive teaching (4 items, α = 0.77) items addressed the representation 
of multiple perspectives within the course. Metacognition (4 items, 
α = 0.75) items measured the use and modeling of learning strategies. 
Science reasoning (6 items, α = 0.78) items considered opportunities to 
participate in the scientific process. These EBTs are defined in Table 1.

3.2.2 Follow-up survey—student outcomes
One year later, students were asked to reflect on the impact of the 

targeted course. Students were asked to indicate if 15 outcome items were 
true (scored as 0 = False and 1 = True). The items were drafted after 
commonly reported desired outcomes were identified in the Scientific 
Teaching handbook (on which the instructor participants were trained; 
Handelsman et al., 2007) and the National Research Council (2012). The 
items generally examined students’ interest in learning, awareness of the 
purpose of the course, interest in working in groups, interest in 
continuing in STEM, and understanding research processes.

To categorize the outcomes measured on the 15 checklist items, 
we conducted a series of exploratory factor analyses. An exploratory 
factor analysis was used because the factor structure of these items had 
not previously been examined. Item Response Theory (IRT) was 
utilized because these items are dichotomous rather than continuous. 
After checking the factor loadings of each item, we found that item 4 
(i.e., More aware of how I learn best) had low factor loadings (< 0.30) 

on all potential factors, and item 8 (i.e., More interested in science) 
was cross-loaded on two factors. We decided to eliminate these two 
items from the following analyses and re-ran the factor analysis. 
Model fit indices of all tested models are presented in Appendix 3. The 
resulting structure included four factors.

Course objectives (5 items, α = 0.73) that measured perceived 
achievement of general course objectives. Group work (2 items, 
α = 0.72) that focused on the perceived ability to work in groups. 
Science career (3 items, α = 0.74) that concentrated on the likelihood 
of persisting in a STEM field. Research (3 items, α = 0.68) that centered 
on perceived ability to conduct research.

4 Analyses and results

Two types of analyses were conducted. The first type of analysis 
looked at EBT exposure at the individual level and the second was 
conducted at the classroom level.

4.1 Individual-level

4.1.1 Clustering students based on the 
implementation of EBTs

Due to variance in the students’ perception of EBT utilization 
within classrooms, the data was analyzed at the individual level. 
In other words, we grouped students based on the frequency of 
their perceived exposure regardless of the instructor. A two-step 
cluster analysis in SPSS version 25. Subscale scores were entered 
in the analysis, which identified two groups with a fair silhouette. 
429 students perceived high levels of implementation and 465 
students perceived a low level of implementation. Figure 1 shows 
the mean of each cluster with more detailed descriptives in 
Appendix 4.

TABLE 1 Evidence based teach practices.

Term Definition Examples

Active learning

Providing students with the opportunity to discover and apply concepts on 

their own rather than passively receiving the information in a lecture 

(Prince, 2004).

Discussion, peer collaboration, experimentation, and problem solving.

Formative 

Assessment
Providing feedback while learning is occurring (Bennett, 2011).

Informal oral questioning, think-pair-share, peer assessment, clicker polls, 

quizzes, one-minute essays, homework, and prompts that promote student 

reflection.

Diversity and 

Collaboration

Providing opportunities to participate and learn in diverse groups (Singer 

et al., 2020).

Authentic learning experiences, jigsaw, simulations, case studies, guided 

discussion, and problem-based learning activities.

Inclusive 

Teaching

Creating equitable, accessible, and welcoming environments by 

responding to individual differences (Dewsbury and Brame, 2019).

Incorporating diverse authors, viewpoints, and examples during lessons; 

considering avenues for making course materials more affordable and 

accessible to all students; developing individual education plans; and 

encouraging and providing opportunities for equitable participation in 

class activities.

Metacognitive 

Learning 

Strategies

Providing opportunities for students to plan, monitor, and assess their 

own thinking and learning (Medina et al., 2017).

Journaling, reflective questioning, cognitive modeling, think alouds, peer 

mentoring

Science 

Reasoning

Providing students the opportunity to understand the world through 

hypothesis, experimentation, and evaluation (Osborne, 2013).

Designing experiments, troubleshooting experiments, critiquing research 

studies, generating hypotheses
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FIGURE 2

Student outcomes based on student-level clustering (low frequency of implementation vs. high frequency of implementation).

4.1.2 Confirming individual perceptions of 
implementation frequency

To verify the differences between perceptions of EBT 
implementation a series of independent t-tests were calculated to 
determine if the groups of students differed on the six EBT factors. A 
statistically significant difference was found on all factors [active 
learning (t(801.94) = 24.41, p < 0.001); assessment (t(797.97) = 14.75, 
p < 0.001); diversity (t(676.82) = 28.15, p < 0.001); inclusive teaching 
(t(808.26) = 22.95, p < 0.001); metacognition (t(889.47) = 22.72, 
p < 0.001); and scientific reasoning (t(756.30) = 29.39, p < 0.001)]. This 
suggests that a high level of EBT occurs at least every couple of classes 
(see Figure 1).

4.1.3 Follow up on student outcomes based on 
classroom-level student-level clustering

A logistic regression equation was used to predict 
implementation level (high vs. low) using the subscale scores for 
the four outcomes as independent variables. Means are presented 
in Figure 2 and more detailed descriptive statistics are found in 
Appendix 5. The logistic regression equation was statistically 
significant, X2(4) = 102.39, p = <0.001. The model explained 14.4% 
of variance (Nagelkerke R2). Group work [X2(1) = 44.91, 
p = <0.001, OR = 3.81, CI = 2.58–5.63] and course objectives 
[X2(1) = 12.61, p = <0.001, OR = 2.57, CI = 1.53–4.33] were found 
to be statistically significant predictors.

FIGURE 1

Student outcome items. The way in which [my professor] taught my course made me….

https://doi.org/10.3389/feduc.2024.1337703
https://www.frontiersin.org/journals/education
https://www.frontiersin.org


Reeves et al. 10.3389/feduc.2024.1337703

Frontiers in Education 05 frontiersin.org

4.2 Classroom level

4.2.1 Determining the level of EBT 
implementation

From the analysis of the individual-level descriptive statistics, 
it became apparent that student perceptions of EBT implementation 
varied (sometimes) considerably within the same classroom, 
despite theoretically receiving the same instruction. To account for 
the nested nature of the data, the second method was conducted at 
the whole classroom level. In other words, the entire classroom was 
classified as having received a high, medium, or low level of 
EBT exposure.

To classify instructors as being low or high implementers of EBTs, 
the percentage of students per classroom that perceived their 
instructor to be  a high-frequency implementer (i.e., students 
categorized in the high category in the individual level cluster 
analysis) was calculated. After examining the distribution (Figure 3) 
there was no clear-cut point between high and low-implementing 
instructors. Therefore, in order to categorize the instructors, the 
instructors were divided into three equal categories based on the 
percentage of students that reported high exposure to EBTs (see 
Table 2). The top third of instructors (n = 14) were classified as being 
high-implementing classrooms. These instructors had more than 
58% of students reporting high exposure to EBTs. The bottom third 
of instructors (n = 13) had less than 43% of students reporting high 
exposure to EBTs. The middle third (n = 13) was eliminated from 
subsequent analyses due to potential measurement error around the 
cut scores.

4.2.2 Confirming classroom implementation 
category

To confirm the differences in EBT implementation between the 
classroom categories, we  conducted independent t-tests. Figure  4 
shows the mean scores of the six EBT factors for each classroom 
category. The average from all students in the high implementers’ 
classrooms reported significantly higher scores on all six EBT factors 
than all students in the low implementers’ classrooms [active learning 
(t(25) = 4.50, p < 0 0.001); assessment (t(25) = 2.49, p = 0 0.02); diversity 

(t(25) = 2.83, p = 0 0.001); inclusive teaching t(25) = 2.82, p = 0 0.001); 
metacognition (t(25) = 3.10, p = 0 0.005); and scientific reasoning 
(t(25) = 5.67, p < 0 0.001]. The data suggests that in high-implementing 
classrooms EBTs occurred several times a semester or every couple of 
classes. Students in the low-implementing classrooms only reported 
EBTs occurring once or twice a semester. Descriptive statistics can 
be found in Appendix 6.

4.2.3 Follow up on student outcomes based on 
the classroom-level classification

To understand how students are impacted by the implementation 
level of EBT, we conducted independent t-tests with each of the four 
outcome factors. Figure 5 shows the mean scores of these outcomes 
for each level of classroom implementation level. Students in the high 
implementers’ classrooms reported significantly higher scores on all 
outcome factors than students in the low implementers’ classrooms 
[course objectives (t(25) = 2.48, p = 0.02); group work (t(25) = 4.39, 
p < 0.001); science career (t(25) = 2.29, p = 0 0.03); research 
(t(20.17) = 2.65, p = 0.02)]. Descriptive statistics can be  found in 
Appendix 7.

5 Discussion

The study examined how the level of EBT implementation 
impacts student outcomes. A majority of instructors who completed 
the training at the summer institute utilized each EBT practice (e.g., 

FIGURE 3

Classifying instructors based on the percentage of students that perceived high-frequency implementation.

TABLE 2 Number of classrooms by EBT implementation level.

Instructor 
implementation 
category

Percentage of 
students in the class 
who reported high 
exposure to EBT 
practices

Number of 
Instructors

Low Less than 43% 13

Medium Between 43–58% 13

High More than 58% 14
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active learning) several times a semester. This is consistent with 
advice given by faculty developers to make gradual incremental 
changes to instructional methods (Stein and Graham, 2020). 
Nevertheless, small degrees of implementation may not produce 
noticeable differences in student outcomes. The results from both 
analyses—classroom level and student level – in this study suggest 
that the perceived frequency of EBT implementation is associated 
with student outcomes. Including EBTs every couple of classes relates 
to more positive student outcomes when compared to only including 
these practices several times across the semester. Intuitively, the result 
makes sense as it follows the adage “more is better,” but also implies 
that instructors may need to make more sudden or substantial 
changes to courses that primarily relied on lectures and teacher-
directed learning activities.

The population of instructors in this study were predominantly 
employed at large research institutions, which reflects the participants 
at the Summer Institutes. Faculty at these institutions may have 
different pressures (i.e., rewarded for focusing more on research than 
teaching) and be more likely to teach larger classes, particularly at the 
introductory level when compared to faculty from teaching-focused 
colleges (Brownell and Tanner, 2012). These factors could influence 
the time that faculty can dedicate to instructional design and building 
trust with their students (Wang et al., 2021). However, the results 
suggest that it is important for these faculty to dedicate time to 
including EBTs regularly throughout the course. Including more EBTs 
may help mitigate student dissatisfaction with learning expectations 
that can be common in large classes by making learners feel more 
engaged in the content (Seymour and Hewitt, 1997; Cooper and 

FIGURE 5

A comparison of the average frequency of EBT implementation based on the classroom-level classification (low frequency of implementation vs. high 
frequency of implementation).

FIGURE 4

A comparison of student outcomes based on classroom classification (low frequency of implementation vs. high frequency of implementation) of EBT 
implementation.
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Robinson, 2000). Future studies should examine whether the impact 
of the frequency of EBT implementation varies based on class size or 
institutional teaching practices. It is possible that small class sizes and 
the overall level of an institution’s adoption of EBTs could impact the 
amount of implementation needed to impact student performance 
within a particular course. However, it is also possible that there is a 
level of implementation that has diminishing returns (e.g., students 
get tired of reflecting everyday).

The study had several limitations. First, the implementation of 
EBTs by instructors was reported by students. The students may not 
have been fully aware of when instructors were trying to utilize some 
techniques and could have inaccurately perceived, or remembered, the 
frequency with which they were incorporated into the course. 
Measuring frequency with a Likert scale may have mitigated the 
impact of these inaccurate perceptions, though it also limits the 
precision of the measurement and any subsequent instructional 
recommendations. Future studies would benefit from taking an 
observational approach to measuring implementation. If done in 
conjunction with student surveys, this would also help researchers 
investigate the variability in student reporting of EBTs 
within classrooms.

Second, the outcome data was also self-reported by students. The 
factor analyses provided evidence that the subscales are measuring 
unique concepts. However, this result could be strengthened with the 
inclusion of knowledge tests or other indicators of student 
achievement in future studies. Finally, the faculty who were recruited 
for this study attended the Summer Institutes for Scientific Teaching, 
which may signify a higher level of interest in pedagogy and 
instructional design, when compared to other faculty. Successful 
implementation of EBTs likely varies based on the motivation of 
faculty (Richardson et al., 2014). Future studies would benefit from 
examining how a gradual course design process interacts with faculty 
motivation for teaching. Some of the faculty in this study also may 
have included EBTs in their instruction before their training, so 
we cannot be sure of how many modifications were made to courses 
because of the summer workshop. This information would be useful 
for making more specific recommendations on how many changes to 
instruction should be made at any given time.

Despite the limitations, these findings present initial evidence to 
suggest that more frequent utilization will lead to larger benefits, and 
incorporating EBTs every couple of classes will likely lead to a more 
noticeable impact. Prior to this study, the impact of the frequency of 
EBT had not been examined. Future studies should evaluate faculty 
perceptions of their implementation to determine if the frequency of 
EBT use impacts their perception of student performance, teaching 
self-efficacy, job satisfaction, and intention to continue modifying 
their instruction to include more EBTs. A range of optimal 
implementation likely exists for each teaching practice. This study 
provides evidence that infrequent implementation does not lead to 
maximum benefits. Additional insight into these variables would 
allow researchers and faculty developers to provide better guidance on 
how to pace and scale course modification in a manner that benefits 
both faculty and students.
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