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Introduction: The purpose of this empirical research was to map the capabilities

and perceptions of undergraduate business administration students about

artificial intelligence (AI) and its potential to answer questions related to

sustainable transition in society, and to obtain information about the suitable

pedagogical solution to increase the knowledge and understanding related to

these themes.

Methods: The data was gathered among higher education (HE) students

in a workshop that consisted of introductory lecture, answering surveys,

questionnaire, group discussions, and reflective narratives on the relationship

and possibilities of AI and sustainable development. In data analysis an abductive

qualitative research methodology was adopted.

Results: Through abduction new insights were obtained and new knowledge

was created new knowledge regarding AI literacy in the context of sustainable

development. This brought new knowledge in the context of HE studies. The

taxonomy of AI literacy in sustainable development created a new reference

framework for learning tasks, and course planning in HE. The findings showed

that the students had difficulties solving the actual problem because they lacked

knowledge and understanding of the basics of AI and sustainable development.

However, in groups where one person had a deeper understanding of the

concepts, the whole group began to understand the task and work on both

meta-level ethical questions and practical examples.

Discussion: The assistance of AI potentially creates opportunities for developing

solutions supporting sustainable development. However, utilizing this potential

requires AI literacy. In this task HE plays a significant role. This study contributes

to the pedagogical approach where AI and sustainable development are

integrated in HE curricula.

KEYWORDS

artificial intelligence literacy, sustainable development, higher education, pedagogics,
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1 Introduction

The escalating global crises have created a remarkable threats
to civilization. Human-induced climate change, all the depletion
of natural resources, and declining biodiversity call for actions.
Effective solutions are needed at all levels of society and the global
community. The versatile utilization of Artificial Intelligence (AI)
and fast development of AI literacy have raised both hope and fear.
This study is motivated by the question we have asked ourselves:
what pedagogical solutions should be developed within Higher
Education (HE) to incorporate the needs of the 21st century whilst
embracing AI literacy?

The definition of AI literacy is still evolving and there is no
generally accepted definition thereof (Laupichler et al., 2022). One
definition suggests it could be “a set of competencies that enables
individuals to critically evaluate AI technologies; communicate and
collaborate effectively with AI; and use AI as a tool online, at
home, and in the workplace” (Long and Magerko, 2020). Thus, AI
literacy refers to capability that enables people to deal with artificial
intelligence, enhanced solutions or products, thus enabling them to
use basic AI-powered software and evaluate its impact on humans,
societies and the planet.

It is difficult to recognize the operation of artificial intelligence
in everyday life. The development of artificial intelligence has
been fast, and it brought about consequences, not yet understood.
Following AI uncritically may lead to dichotomous thinking and
one-dimensional solutions. Awareness and knowledge of AI helps
to guide its use for ethically weighed purposes. For example, privacy
concerns while using digital services can present dangers while AI
is used (Alamäki et al., 2023). On the other hand, awareness and
knowledge of AI may help to guide its use for ethically weighed
purposes. The task of education is to correct biases and increase
inclusion in utilizing AI. The use, awareness and development of
AI is still the activity of a small group, although the use is extensive.
The application of AI is also globally very unevenly distributed.

This study focuses on challenges from the viewpoint of AI
literacy in sustainable development in the context of HE. Prior
research on AI literacy is scarce, and there is little or any study
about the characteristics of AI literacy in the context of sustainable
development. Therefore, in this study we focus on the state of AI
literacy in the context of HE institutions with the aim of obtaining
not only a situational picture but also with the aim of creating
pedagogical models that will help promoting artificial intelligence
literacy in teaching and learning. The purpose of the study is to map
the current capabilities and perceptions of the HE students about
artificial intelligence and its potential to answer questions related to
sustainability transition in society. The study also aims at obtaining
information about the suitable pedagogical solutions for increasing
the knowledge and understanding related to these themes.

2 Theoretical framework

2.1 Sustainable development

Sustainable development is an imperative of our time. Humans’
pursuit of good life permanently changes the socio-ecological
system on which our everyday life depends (Steffen et al., 2015;

Figueres et al., 2017; Ripple et al., 2017). This is a reason the
period between 2005 and 2014 marked a decade of “Education
for Sustainable Development” (UNDESD), which emphasized the
role of education in global sustainable development. After that
period, in September 2015, the United Nations (UN) formulated
and adopted the 17 Sustainable Development Goals (SDGs).
Whereas the former promoted implementation of overall quality of
education that would ensure a sustainable future, the latter (SDG
4) called for quality education for all, rooted in the Universal
Declaration of Human Rights.

SDG 4 calls for ensuring “inclusive and equitable quality
education” and promoting “lifelong learning opportunities for
all.” It also calls for ensuring that the acquisition of skills
and knowledge, vital to leading sustainable lives, is available to
all. Therefore, the role of education, especially in promoting
communication, research and innovations, access to information
and networking opportunities are critical strategies for achieving
the SDGs. HE faces fundamental questions about re-skilling and
updating people’s competencies and ways of pursuing a good life
without compromising future generations’ ability to meet their
needs (Redecker et al., 2011). In practical terms, this means
ensuring the pedagogical solutions for acquiring key competencies
of 21st century, such as sustainable lifestyles, work, and habitat (Van
den Branden, 2015) whilst utilizing fossil-free renewable resources.

Research on the integration of AI and sustainable development
has rapidly increased during the last few years (Leal Filho
et al., 2023). The advancements of AI provide several significant
technological opportunities to sustainable development and its
initiatives (Goralski and Tan, 2020; Vinuesa et al., 2020), and their
integration is also a main priority of policymakers (e.g., Gailhofer
et al., 2021).

2.2 Artificial intelligence literacy

Gašević et al. (2023) raise key questions regarding AI literacy:
(1) the knowledge of AI among students, teachers, faculties, and
general public, (2) the potential of AI, (3) AI’s implications on
individuals and societies. Most definitions of AI literacy focus on
diverse types of “literacies” and those definitions have skill sets in
varied disciplines (Ng et al., 2021a). Ng et al. (2021b) classified AI
literacy into four aspects which are: to know and understand, to
use and apply, to evaluate and create, and to be aware of ethical
issues. Those four aspects represent also the level of capabilities that
individuals have whilst dealing with AI applications. A challenge in
the current conceptualization of AI literacy is its application and
usage-orientation and their lack of pedagogical guidance. However,
individuals should also have capabilities to critically evaluate the
impacts and effects of AI as a part of social, economic, and
environmental context, not only from ethical viewpoint but also a
broad perspective, as AI will be an integral part of our everyday
life in any sector. AI is often referred to as a computational agent
(Alamäki et al., 2019), thus it is not just a technological application,
but a significant actor of communities, environments, and societies.
Yi (2021) connects metacognition as a primacy competence to AI
literacy, whose aim is to assist individuals in anticipation of the
future of AI by adopting functional, social, and technology literacies
in this process.
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Educators and teachers should have awareness and
understanding of the AI literacy skills, essential abilities for
AI-human interaction in developing and integrating curriculum
into educational practices (Nguyen et al., 2022). AI literacy is seen
as a generic learning skill in education (Laupichler et al., 2022;
Su and Ng, 2023). In addition to educators and teachers, students
should develop awareness and understanding related to AI from
various viewpoints. For example, AI literacy improves students’
abilities to evaluate fairness, accountability, transparency, ethics,
and safety of AI (Ng et al., 2021b). Yi (2021) defines AI literacy
as the basic ability that helps individuals to become independent
citizens in the AI era. Hornberger et al. (2023), in a study in
Germany, found that students with prior experience in AI or
studies in computer science or STEM studies had a higher level
of AI literacy than students with other backgrounds. They also
revealed that most students were interested in learning more about
AI and they had a positive attitude toward AI.

The capability of AI literacy should be seen as the end of
education which aims to increase students’ capability to evaluate
AI’s various features and consequences. Students already have an
opportunity to adopt AI solutions in their studies (e.g., Mononen
et al., 2023) which requires technological capabilities to use AI
in their studies and daily life. AI literacy requires technological
capability which is the combination of ability and motivation (c.f.
Kimbell et al., 1996) that promotes understanding and enables use
of AI in responsible and sustainable ways.

Technological capability, as a concept, is embedded in many
areas from equipment to human skills (Archibugi and Coco, 2005).
It is also seen as the potential for efficient, practical, and quality
work in designing technological solutions (Petrina, 1998). Further,
it is also associated with knowledge-based competencies at the
firm level (Bustinza et al., 2019). Technological capability combines
technological knowledge and understanding about concepts and
principles, and personal qualities and technological skills (Alamäki,
2018). Thus, a technologically capable student is a technologically
literate one. Similarly, a student capable of understanding basic
concepts and principles related to AI, and responsible for using or
adapting AI can be considered as an AI literate person.

In this empirical study we were interested in the level
of awareness and knowledge of the role of AI among young
undergraduate HE students. Secondly, we were interested in
gauging the participants’ awareness of the future of AI and its
role in their future professional life. We also wanted to identify
how the participants valued the ethical impact of AI in the future
professional life. As there are no established learning goals for
AI literacy yet, we utilised the already defined learning goals of
technology literacy ITEA (2007). ITEA has defined the standards
of technological literacy for K12 education in the United States
and they are widely used taxonomies across western countries.
ITEA’s definition contains 20 standards for technological literacy
that are the main learning objectives for students’ skill acquisition.
These standards are formulated in five generic learning goals:
(1) understanding of the nature of technology, (2) understanding
of technology and society, (3) understanding of design, (4)
having abilities for technological world, (5) understanding of
designed world in selecting and using various technologies. These
learning goals are adapted to our AI literacy model. In addition
to utilizing ITEA’s (2007) model of technological literacy, we
adapted the revised Bloom’s taxonomy (Krathwohl, 2002) in

our conceptualization of AI and sustainable development in
education taxonomy. The Bloom’s taxonomy provides cumulative
hierarchy of learning objects where students proceed from basic
knowledge and understanding to higher level of capabilities
such as analyzing, synthetizing, creation, and evaluation. This
revised Bloom taxonomy emphasizes the meta that is essential in
ensuring continuous learning and self-directed critical thinking
and reflection.

Our specific research questions were: Q1: What do
undergraduate students understand of AI? Q2: How did
the workshop promote understanding of the potential of
artificial intelligence in solving challenges related to sustainable
development? Q3: What are the greatest challenges in enhancing
AI literacy in higher education context, and what pedagogical
solutions could be useful?

3 Methodology

3.1 Data gathering

The participants of our study were 22 first semester
undergraduate business administration students following a BBA
English language program. The group was multicultural and
multigender. We assured the students of the data’s confidentiality
and obtained permission to use it for the study’s purpose.

The research data was gathered in a workshop that consisted
of several parts. At the beginning of the workshop, the students
were asked to fill in a questionnaire where they answered several
questions concerning their current knowledge, understanding
and perceptions of artificial intelligence and its use in solving
challenges related to sustainable development. The students were
also asked to assess the visibility of these themes in their studies,
as well as their expectations for their future employers regarding
sustainability issues.

After that, the students were introduced to the basics of
AI and the concept of AI literacy. We described the concept
of AI to students by presenting it as the capability of a
digital computer or computer-controlled robot that performs
tasks commonly associated with intelligent beings (Copeland,
2023). We also extended this definition by presenting three other
practical short definitions of AI which described AI as intelligent
entity, independent executor and rational actor. In addition, we
presented the following abilities of AI: it performing human-like
tasks, enables creation of real-time controlling and monitoring
systems, ability enables building automatic guidance and support
for humans and making predictions and recommendations for
decision-making (Table 1).

The goal of presenting the practical definitions and abilities of
AI was to make sure that the students have similar understanding
of AI and its abilities. Then, in groups of 4–5 students were asked
to share and discuss their answers related to various levels of
understanding and application of artificial intelligence.

In defining “definition in sustainable development context” (see
column 3 Table 2) we suggested the students get familiar with UN
Sustainable Development Goals 1–17 and ideate a definition for it
in small groups. The students were able to create concrete examples
of how AI could provide value for sustainable development. We
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TABLE 1 The generic illustrative examples that we presented to
students to assist them to accomplish the group work assignment.

How can AI help people
in general?

Example outcomes of AI
for sustainability:

1. Performs human-like tasks
(physical and virtual robots, chatbots,
machine-vision, AI-apps, etc.)
2. Enables creation of real-time
controlling and monitoring systems
(warnings, alarms, security checks,
etc.)
3. Enables building automatic
guidance and support for humans
(instructions, question-answer
machines, etc.)
4. Makes predictions and
recommendations for
decision-making (analytics,
modelling, statistics, etc.)
5. Other

1. Energy savings and optimization
2. Minimizing waste of resources
3. Optimization of resource use
4. Improved efficiency
5. Predictive maintenance
6. Robots and machine-vision
7. Guidance and monitoring
8. Support and training applications

used the levels of AI literacy and their definitions according to the
study of Ng et al. (2021b).

In the final part of the workshop the students filled out
another questionnaire inquiring into their learning experiences.
The questions asked for the students’ reflections and evaluations
on their current experiences, knowledge, skills and expectations
regarding artificial intelligence and sustainability. They were also
asked to reflect on their learning experiences, in short narratives.
Their answers gave us insights and allowed us to assess their
knowledge of the role of AI in everyday situations.

3.2 Data analysis

We adopted an abductive qualitative research methodology
approach while analyzing data (Dubois and Gadde, 2002). The
characteristics of abduction in research are logical and scientific
inferences that extend into the realm of profound insight which
generates new knowledge (Reichertz, 2004). In practical terms,
through the perspectival approaches of explanatory abduction
(Alvesson and Sköldberg, 2009) we simultaneously processed the
theoretical framework and analyzed empirical data in an iterative
manner. Thus, through abduction, we created insights regarding
AI literacy in the context of sustainable development, and such
knowledge has not before associated with each other in educational
studies.

The reflective learning narratives were analyzed using thematic
analysis, and following method suggested by Gioia et al. (2013). The
themes were first identified, coded (Saldana, 2009), and categorized
into first level categories. Thus, analyzing open-ended responses
of the pre- and post-questionnaires, open coding was applied
without pre-defined coding categories for the literature review.
This facilitated an understanding of AI literacy in the sustainable
development context (Strauss and Corbin, 1998).

In practice, we carried out the data analysis in such a way
that first, we carefully read through all the writings to understand
them as complete narratives. After this, we identified thoughts,
sentences, or parts of sentences related to the same themes from
the respondents’ writings. We combined these thoughts, sentences,

or parts of sentences into categories. After that, we continued by
breaking down the categories identified from the material into
subcategories, generic categories, and further into main categories,
which form the answers to our research questions (Elo and Kyngäs,
2008). We did not quantify the material while analyzing it. We did
not count the number of expressed thoughts, sentences, or parts
of sentences. Still, we identified the differences and similarities of
the expressions used by the respondents when comparing them to
others (Silverman, 1993).

In the beginning of the first data analysis round, we had
an initial conceptual understanding of the AI literacy and
sustainable development literacy. From this perspective, we
started the data analysis by analyzing the pre-questionnaire
and the workshop results. The current understanding and
capabilities of the students’ AI knowledge and understanding in
sustainable development redirected our study both theoretically
and empirically. Based on our empirical observations from the
workshop and students’ material produced in the workshop, our
interests turned to the designing of the AI literacy taxonomy in
the sustainable development context. First, we used the results of
empirical workshop where the students applied their current AI
understanding to sustainable development cases. In the second
phase of the analysis, we focused on specific educational goals,
learning objectives and perspectives of sustainable development of
AI literacy whilst forming the new taxonomy in this field. Based
on the created AI literacy in sustainable development taxonomy
(Table 3), we developed pedagogical model that identified distinct
types of teaching practices that relate to education of AI literacy in
sustainable development.

4 Results

4.1 What do undergraduate students
understand about AI?

The thematic analysis of the learning narratives
completed at the beginning of the workshop revealed the
following categories.

Limited knowledge of an important subject. The students’
assessments of their own skills in relation to artificial intelligence
were realistically critical. The importance of the matter was
recognized, but the limitations of one’s own skills were also
acknowledged. The skills identified by the students were limited
to awareness of the role of artificial intelligence, and the usage of
the skills in some contexts. The lack of deeper understanding was
clearly recognized. The students who followed additional courses in
AI evaluated their skills to be better.

“Occasionally we use tools that utilize AI to handle information.”
I like to think about philosophical way of it but not any
competence whatsoever.” “I don’t think I’ve really consciously
done anything AI related.” “I have no expertise related to AI
whatsoever.” “I have done a course on AI.”

Acknowledgments of both the value of AI and human agency.
The students’ reflections conveyed an enlightened understanding
of the effectiveness of AI, but also its dependence on human
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TABLE 2 Artificial Intelligence (AI) literacy (Ng et al., 2021b) for sustainable development with the example ideas of student groups.

The levels of
AI literacy

Definition in sustainable
development context

Requirements (examples) for
private life

Requirements (examples) for
work life

Know and
understand AI

“know how to use resources efficiently”
“collect data about how and where the climate
action is necessary”
“SDG4. Quality education”
“use of AI to solve the problems to related to SD”

“chatGPT – chatbot”
“seeing the condition of public parks.”
“personalized Learning with AI- Duolingo
or Coursera”
“use ChatBot for studies”

“know how AI helps with city transport”
“identify the need of solar panels in a proper
area.”
“AI tools can be used to analyze student
performance data in universities and schools”
“use of AI to solve work problems”

Apply AI “evaluate sustainable cities and environments”
“guidance and monitoring”
“identify the areas of improvement and how
should it be threated.”
“Language Translation AI- to overcome language
barriers”
“CO2 and Energy optimization to minimize
waste”

“efficiency”
“noticing the areas that need maintained or
renovated.”
“speech recognition software can be used to
make education more accessible to
individuals with disabilities.”
“use AI to plan your optimal day”

“unbiased application review”
“support and training”
“making the infrastructure.”
“AI- training to deliver training to employees,
improve their skills and knowledge.”
“use AI to solve repetitive tasks, and
automization”

Evaluate and create
AI

“predict city traffic in the evening”
“AI can speed up the building and the changing
the tools for climate action.”
“check if the AI is fair, predicting what will happen
if we use AI”
“risk evaluation”

“design an efficient caloric intake”
“get in touch with people nearby and taking
action in the necessary place.”
“evaluate AI educational apps to make sure
they are accessible for all learners,
regardless of their background or abilities.”
“predict sustainability of a machinery”
“use AI to solve menial tasks”

“evaluate and manage a better design work
schedule for teams”
“choose the right design and using and
optimizing the right resources.”
“evaluate AI grading systems to ensure that
they are not biased against certain students and
that they are providing accurate assessments.”
“predict solutions based on customer data”
“optimize existing products or services”

AI ethics “ethics regarding the location of individuals
(privacy)”
“helping people to take action for climate more
efficiently and providing guidance.”
“AI should be designed a way that aligns with
ethical principles and values, respect for human
privacy.”
“evaluate pros and cons”

“transparency in how data is used and
evaluated”
“informing the situation and taking care of
the public parks.”
“social media -misinformation on their
platforms.”
“AI solutions should be fair and ethical for
all”

“predict the outcome of a project’s impact on
individuals/groups”
“make the energy more renewable.”
“keep the information of users safe in
recruitment applications like Linked In”
“work done by AI should be transparent”

thinking. Although the students believed in the usefulness of
artificial intelligence, they also emphasized the importance of
human decision-making.

” I would not consider AI to be the absolute solver of world
problems. AI is only a tool for professionals to help them solve
problems.” “AI is a tool to execute the plan.” “AI is programmed
intelligence.” “Yes, partially AI can help solving these problems,
but I think we need also human creativity.”

Absence of AI in the curriculum. The reflections clearly
conveyed the view that AI has not been discussed in the studies.
A few students mentioned elements of AI in their studies, but
their learning took place outside of the regular studies included
in the curriculum.

“We do not have any classes or studies on AI. All I know is coming
from individual research.” “I started to need AI more, so I got
better. “I have learned a lot from my classmates during these
three months.” “Schools could do a much better job at teaching
and increasing our knowledge of AI.” “Nobody talked about AI
until today.”

Varied levels of presence of sustainability in the curriculum.
The reflections showed strong disagreements about the impact
of the studies on the understanding of promotion of sustainable

TABLE 3 Identified themes and pedagogical implications.

Identified themes Pedagogical implication

Critical and realistic
assessment of understanding
AI.

Joint discussion needed regarding the zone of
proximal development.

Prior knowledge turned out
to be decisive.

Need for definitions and practical examples.

Varied levels of presence of
sustainability in the
curriculum was
acknowledged.

Curricula need to be developed from the point
of view of sustainability literacy.

Importance of sustainability
promoted by future
employers was recognized.

Sustainability issues need to be highlighted in
HEI and working life co-operation.

Theory vs. practice gap was a
challenge.

Exploratory learning is crucial in the context of
AI and sustainability.

Brainstorming in groups was
found useful.

Well prepared workshops may be extremely
useful in constructing understanding on new
concepts and bridging theory – practice gap.

development. Some students gained a lot of understanding of
sustainable development from their studies, some none at all. The
explanations suggested that those students who were interested
in the issue both recognized the related themes in their studies
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and applied for courses that focused specifically on the themes
of sustainability.

“I have learned about methods much.” “Since I started my studies
I learnt a lot about sustainable development.” “It is always
appreciated but my studies are not related to the matter.” “Most
projects are based on sustainability.” “Maybe a little bit.” “In
every subject, teachers always emphasize on the importance
of developing sustainability and how to make it effectively.”
“Sustainable development hasn’t been a hot topic during my
studies.”

Importance of sustainability promoted by future employers.
Some reflective narratives showed strong positions for and
some against the impact the future employers should exert on
sustainability. In general, the employer’s actions were considered
especially important. On the other hand, the students were ready to
compromise their ideals when faced with the realities of life. They
stressed the importance of the opportunities to choose potential
employers, whilst applying for work. If they need work urgently, the
students are more ready to compromise on the demands regarding
the employer’s actions to promote sustainable development.

“It would be a decisive feature for me because it shows the value
of the company.” “It is a hard decision that I can make based
on the situation.” “As a jobless student the main motivation is to
find work no matter what the company is.” “It would be a positive
metric but not something I consider a priority.” “It will certainly
be a plus.”
Our analysis also revealed the students considered their future

employer’s actions to promote sustainable development to be
important. The importance of the issue was also emphasized when
the ratings were lower, but the lower rating was based on scepticism
about companies’ desire to promote sustainability or emphasizing
the issue as a positive addition, but not necessary.

“. . .I do not know much about such topic. But it is important
for my future employer to discuss sd for me.” “Of course, I
hope they take those things seriously, but it is not mandatory.”
“It is definitely important, But not the biggest factor for me.”
“Employers actions do have direct influence on earth.” “I want
to. . . promote sustainability by the best of my ability.”

4.2 How did the workshop promote
understanding of the possibilities of
artificial intelligence to solve challenges
related to sustainable development?

During the part of the workshop where the students worked
in groups the students were asked to elaborate on the connections
between AI and sustainable development. They were able to
create concrete examples of how AI could provide value for
sustainable development. However, they did not link them to
the SDGs except for two of the groups. The students also
had difficulties ideating definitions based on the hierarchical

levels of AI literacy, namely knowing, and understanding AI,
applying AI, evaluating, and creating AI and AI ethics. This
showed that we should put special focus on the hierarchical
levels of AI literacy if we use the same template in the same
way. The ideas for the requirements for private and work life
provided concrete suggestions (columns 4–5 in Table 2). This
indicated that the students can create innovative ideas for AI-
based value creation opportunities in sustainable development.
Although the connection to the hierarchical levels of AI literacy
was missing in most outcomes, the examples showed that the
students were able to define how AI will create value for different
SDGs.

4.3 What are the greatest challenges in
enhancing AI literacy in higher education
context, and what kind of pedagogical
solutions could be useful?

When asked about the value of the workshop in knowledge
creation and understanding of the potential of AI to enhance
sustainable development twelve students (out of 22) acknowledged
gaining more knowledge about AI. The examples below illustrate
the students learning.

“I came to know the different abilities of AI that we can
use to prevent climate change and to enhance sustainable
development”. “I did some research about AI and see it extremely
fascinating.” “Yes, I learned about it through my discussion with
my teammate.”

On the other hand, ten students described their learning as
follows:

“I did not really (learn). I would need to learn about the whole
concept first before I can combine sustainability to it.” “The
workshop confused me.”

When asked about their assessment of their learning on a scale
1–5, on average the students rated their learning as 2, 1. When
asked for suggestions for workshop improvement from the learning
perspective, the students pointed out a lack of prior introduction
to the subject. They assessed the introductory lecture as general
and expressed the need for more in-depth lecture on AI and
sustainability in general. They also mentioned confusion due to the
lack of clarity of the instructions and questions in the assignments.
The following excerpts illustrate the students’ suggestions:

“Give us more examples on how AI is used in real life. Define AI
better for the ones of us who have no knowledge of it, so working
on the issues would be easier.” “I think it is a clever idea to have
a lecture about AI before this workshop.”

When asked about the most useful parts of the workshop
they mentioned the possibility of opening the topic, learning
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about it, as well as brainstorming, researching, and discussing it
with their peers.

“The evaluation part because it helped me to reflect on ways AI
could help with sustainable development.” “The part where we
had to invent ideas, because it made us think more.”

The students evaluated the importance of future employer’s
relationship to sustainability and responsibility on average as 3, 2
on a scale 1–5. Some students expressed the importance of caring
about the future generations, some expressed the need for earning
money as their primary focus.

“I think it’s really important because the issue otherwise is going
to be there forever.” “It shows their (employer’s) values when
they care about sustainable development.” “I need the work, so
sustainability isn’t that important.”

As can be seen from the examples above the students’
learning about AI and sustainability was somehow compromised
because of a combination of two factors: students’ various
initial knowledge of the concept, and the unclarity of the
knowledge and the instructions implemented during the workshop.
It can be therefore concluded that when introducing a new
concept, a more in-depth, and illustrated by examples lecture
should be delivered prior to the workshop. Moreover, the
results of the post-evaluation questionnaire showed that the
concept of sustainability and its connection to AI was new
to the students. However, it must be considered that artificial
intelligence and sustainable development are exceptionally difficult
topics, for which it can be difficult to assess the depth of
the introduction.

Based on identified themes we formed the following
pedagogical implications (See Table 3)

The main problem from the pedagogical point of view
to be the great variation in students’ prior knowledge.
This was a presupposition regarding artificial intelligence,
but the weak knowledge of the concept of sustainable
development came as a surprise. This was visible in the
students’ additional questions and need for help during
the workshop. This finding is a result of public debate
focusing on the concept of climate change instead of
sustainable development.

5 Discussion and concluding
remarks

5.1 Conceptual model for AI literacy for
sustainable development

The opportunities of artificial intelligence and the goals of
sustainable development are not mutually exclusive but rather
complementary. AI is a significant technological advancement
in information and communication technologies. AI will also
significantly change work, education and health care in the
near future. From the perspective of sustainable development,

many expectations are placed on the opportunities of AI. It
can produce new necessary information that otherwise could
not be found or analyzed in the environmentally oriented
processes. Thus, it will be an important method and tool
in sustainable development. This sets new requirements
for HE as it is essential to provide skills, such as how
AI and sustainable development could be combined in
innovative ways. In this study, we have conceptualized
this phenomenon through the concept of AI literacy in
sustainable development.

Since there is no widely accepted consensus or guidelines for
defining learning goals of AI literacy, we adapted the relevant
learning goals of technological literacy to our conceptualization.
Whilst defining the taxonomy of AI literacy for sustainable
development, we adapted the ITEA’s (2007) standards that were
widely accepted taxonomies across western countries. ITEA (2007)
defined the standards of technological literacy for K12 education
in the United States, which implemented them across the states
in the USA. They defined 20 standards for technological literacy
that are the main learning objectives that students will know or
master to fulfill their main goal. The standards are crystalized
to five generic learning goals: (1) understanding of the nature
of technology, (2) understanding of technology and society, (3)
understanding of design, (4) abilities for technological world, and
(5) understanding of designed world in selecting and using various
technologies.

We adapted those learning goals to our AI literacy model
(Table 4). Interestingly, ITEAs (2007) standards fit well to
our model but they did not contribute much to the higher
level of goals and objectives in our model. Unlike ITEA’s
(2007) standards that are for K12 education, our model
is primarily designed for higher education. In addition to
ITEA’s (2007) conceptualization of technological literacy, we
adapted the revised Bloom’s taxonomy (Krathwohl, 2002) in
our AI literacy in education and sustainable development
taxonomy. The Bloom’s taxonomy is a widely used taxonomy
that provides levels to conceptualize the learning objects into
the cumulative hierarchy where students first need to learn basic
knowledge and understanding in order, they can learn higher
level of capabilities such as analyzing, synthetizing, creation,
and evaluation. The revised Bloom’s taxonomy emphasizes the
ability to metacognition that is the highest-level capability that
ensures continuous learning and self-directed critical thinking and
reflection.

5.2 Pedagogical model for teaching AI
literacy for sustainable development

We adopted the problem-based learning approach in the
experiment. Successful problem solving requires basic knowledge
and understanding of the phenomenon to be solved. The results
of this study showed that the students had difficulties solving the
actual problem because they lacked knowledge and understanding
of the basics of artificial intelligence and sustainable development.
As the revised Bloom’s taxonomy (Krathwohl, 2002) shows, a basic
knowledge and understanding of the topic are needed before a
solution can be found. Those basic elements of AI literacy help
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TABLE 4 The taxonomy of AI literacy in education and sustainable development.

Educational goals of AI
literacy

Learning objects Perspective of sustainable
development

Examples

Students will develop the basic
understanding of AI

Characteristics of AI
Basic concepts and terms of AI
Role of AI in digital world

Knowledge about key of concepts,
opportunities and use cases of AI in
developing more sustainable world

Knows that AI can be used for energy
savings and minimizing waste. AI enables
real-time analytics, monitoring, and
recommendation

Students will learn about the
relationship between AI, nature and
environment

The effects of AI on nature, built
environment, society and economy

Understanding of how AI creates value for
sustainable development processes and
what kinds of effects it has on sustainable
development processes

Understands key principles in using AI for
energy savings, such as optimizing heating
costs based on the weather forecasts

Students will develop abilities to work
with AI for gaining value from its
usage

Usage and application of AI
solutions to support the
accomplishment of work tasks

Ability to select a proper AI-based
solution and using it to solve an end-user
need related to a sustainable development
goal

Uses AI-based energy optimizer for one-
family house by selecting, registering, and
applying it for a selected case

Students will develop critical thinking
skills for AI-enabled world

Analyzing, synthetizing, and
evaluating the ethics and impact of
AI from different perspectives

Ability to analyze AI-based sustainable
development solutions for evaluating their
ethical impacts, and environmental and
social responsibility

Authors a report about the adoption of an
AI-based solution saves environment and
impacts on the life of humans in an area

Students will develop abilities to
innovate new AI-enabled solution and
value propositions

Co-creating new innovative,
ethical, and sustainable AI-enabled
solution and value proposition for
selected sectors

Ability to create innovative ideas how AI
could improve sustainable development in
a specific area, and ability to predict
ethical, economic, and social
consequences

Creates a concept plan about the ways
AI will create value for a specific
environmental problem in developing
its sustainability

Students will develop their
metacognitive skills to be able to
manage AI-enabled world in the
future

Developing learning to learn and
reflective thinking skills for
life-long learning that is needed in
rapidly developing AI-based
environment

Personal staff will to develop their one’s
own thinking and learning to learn skills
in order to be able to that they will be able
to follow the development trends of AI in
the field of sustainable development

Follows critically influencers and
professionals of AI in sustainable
development, and is interested in
applications and publications that enables
continuous learning in this field

students to further analyze and evaluate the phenomenon, and
question its current situation critically. This is also a prerequisite
for creating a new solution which was also a learning goal in the
workshop. In fact, the students were able to create new use cases
and thus solve problems, but they still felt that they should have had
better basic technological capabilities regarding the opportunities
of artificial intelligence.

Our findings also pointed out to the students’ need of more time
to solve similar learning assignments, which would make it possible
to find out needed knowledge base through self-directed learning
and instructor-led teaching. The difference between the groups
was noticeable when the understanding of artificial intelligence
was clearer. This was reflected in the ability to answer meta-
level questions and in finding practical examples. When the basic
concepts were unclear, the groups could not move forward and
became frustrated. This was reflected in the answers. Instead,
in groups where one person had a deeper understanding of the
concepts, the whole group began to understand the task and work
on both meta-level ethical questions and practical examples.

In higher education pedagogy, it is essential to teach students
higher-level thinking. The findings show that students can
evaluate their competences and shortcomings in relation to the
workshop’s assignment. Such metacognitive skills are important
learning objectives. The assignment in the workshop made
the students reflect on their own knowledge in relation to a
very current social and environmental topic, namely AI-related
problem solving in the sustainable development context. This
study revealed that similar problem-solving-oriented methods
could work elsewhere. The taxonomy of AI literacy in sustainable

development brings a new reference framework for learning task
and course planning in higher education, which also helps to
prepare scaffolding-type learning methods where students solve
problems in this context.

AI literacy is a fascinating concept in the context of sustainable
development. For example, the relationship of technology to,
for example, the themes of climate change and social justice
is contradictory. On the one hand, it has been the accelerator
of many unfavorable developments, but also a savior in the
field of medicine, for example. The possibilities and dangers
of artificial intelligence are an emerging field, and therefore a
particularly important and fascinating subject of research and
pedagogical development.

An essential starting point of our study was to get an overview
on the capabilities university students have regarding the operation
and role of AI in society, as well as AI’s possibilities to solve the
great challenges of our time. Complex social-ecological challenges
such as climate change, biodiversity loss and global social inequality
require in-depth sustainability transformations, across all sectors,
scales and actors. It was expected that the skills would vary, but
the uncertainty about the concepts and the variation in the skills
were surprising. This is a strong signal that there is an urgent need
for further research and new pedagogical ideas. More research is
needed on how to develop learning to learn and critical thinking
skills for life-long learning that is needed in rapidly developing AI-
based environment. We also encourage educational researchers to
study how students could develop their metacognitive skills to be
able to manage AI-enabled world in the future.
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