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Introduction: The increasing reliance on technology within higher education necessitates a thorough examination of artificial intelligence’s (AI) application in academic research. This analysis aims to elucidate both the advantages and challenges associated with AI utilization, thereby paving the way for future inquiries. Such studies will be instrumental in delineating strategies for the effective integration of AI tools in scholarly research, ensuring their optimal use in advancing the field.

Objective: The purpose of this research is to identify the benefits and challenges of the use of AI in the field of scientific research by analyzing experiences that have implemented AI in scientific research carried out at the university level through a systematic literature review.

Method: The research questions that guided the systematic literature review were as follows: (1) What are the benefits of using AI in research? (2) What are the challenges of using AI in research? (3) What are the use and benefits of AI in scientific writing including limitations? (4) What are the main lines of research identified in studies that address scientific practice with artificial intelligence in the university context? The articles analyzed were published in 2023. After applying the inclusion and exclusion criteria, 85 articles were analyzed.

Results: The analysis allowed findings such as the usefulness of ChatGPT in different disciplinary areas, challenges such as being able to identify artificial intelligence resources limitations and benefits such as being able to make processes of different kinds more efficient.

Discussion: It was possible to establish that although the studies analyzed identified advantages in the application of AI in scientific research, it was also detected that it is necessary to have a critical and creative look to make use of AI resources, such as ChatGPT, in order to use them only as support tools and thus be able to take care of the rigor and quality in the elaboration of scientific texts.
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1 Introduction

While the origin of artificial intelligence as a scientific discipline date back to 1956 (Hamet and Tremblay, 2017), the launch of ChatGPT in November 2022, as an advanced model of generative artificial intelligence, represented a significant milestone in the field. Although the full potential of generative AI remains partially unexplored in pedagogical applications (Zawacki-Richter et al., 2019), its influence is increasingly recognized in improving adaptive learning, scientific research, and knowledge management (Razia et al., 2023; Rind et al., 2024).

This paper explores the impact of AI on scientific research in higher education through a systematic literature review of databases such as Scopus and Web of Science. These platforms were selected for their rigorous peer review processes, ensuring the quality of the information analyzed. The study not only outlines emerging research trajectories, but also discusses the benefits and challenges associated with AI, with a particular focus on ethical considerations. In addition, the paper reviews the identified advantages of using this technology at different stages of the research process.

The rapid adoption of artificial intelligence technologies, such as ChatGPT, has revolutionized the field of natural language processing and enabled more efficient data analysis, hypothesis generation and research manuscript writing (Dergaa et al., 2023; Gao et al., 2023; Vaishya et al., 2023). In the academic domain, the application of AI has catalyzed a paradigm shift, markedly altering methodologies, improving data processing capabilities, and expanding the horizons of research and scientific writing, across disciplines (Macdonald et al., 2023; Salvagno et al., 2023). For example, in the field of finance, AI supports the generation of research ideas and facilitates data analysis, as highlighted by Dowling and Lucey (2023). In other disciplinary areas such as health sciences, it is also used for data processing, predictive analytics, and experimental design, presenting transformative opportunities as well as ethical challenges, as demonstrated by the work of Crawford et al. (2023) and Lund et al. (2023).

As the academic community continues to grapple with these opportunities and challenges, the need for continued research becomes apparent. Unanswered questions about the scalability of AI applications, the maintenance of ethical standards, and the balance between AI-driven efficiency and human creativity in scientific research underscore the need for a nuanced understanding of AI’s potential to transform university research. In this regard, this review critically assesses the positive and negative impacts of AI, such as those provided by Kooli (2023) and Májovský et al. (2023), who underline the imperative need to monitor the processes where AI is employed, to avoid a fraud factory.

To this end, this study begins with a comprehensive literature review, with the aim of identifying nascent research trajectories or emerging clusters around this topic, cataloging key findings, and elucidating the advantages of integrating AI within research methodologies. In addition, it scrutinizes the challenges previously identified in this area. By conducting this comprehensive analysis, it lays the groundwork for uncovering knowledge gaps and research problems that demand attention in future research efforts. The importance of this study lies in its contribution to the ongoing dialogue on the role of AI in the scientific research landscape.

The structure of this study is developed as follows:

Initially, the introduction outlines the context and objectives of the research, establishing a basis for understanding its significance within the educational field of scientific research in the AI era. Subsequently, the methodology section details the process of generating the search equation and describes the inclusion and exclusion criteria, adhering to PRISMA standards, thus ensuring methodological rigor. The subsequent segment presents the findings in response to the research questions: What are the main research trajectories identified in studies investigating the application of artificial intelligence in the context of scientific practice at the university level; what discoveries have been made; what advantages does the use of AI offer within the field of academic research; and what challenges are encountered when employing AI in academic research? Furthermore, what challenges are encountered when employing AI in this field? The discussion integrates these findings, leading to the articulation of conclusions and the original contributions of the study on the role of AI in scientific research in higher education settings. This approach not only contextualizes the study within the broader academic dialogue, but also highlights its potential to inform future research.



2 Methods

The research method followed was a systematic literature review (SLR), based on the method proposed by Kitchenham and Charters (2007). This method involves specifying the research question in a protocol before starting the review.

An SLR is a methodical and comprehensive approach to identifying, selecting, and critically evaluating all relevant research studies on a specific topic to answer a well-defined research question (Manterola et al., 2013; Gonçalves and David, 2022). SLRs are conducted objectively, rigorously, and meticulously from both a qualitative and quantitative standpoint, and they aim to synthesize the available evidence from primary studies to summarize the existing information on a particular topic. SLRs are considered “studies of studies,” meaning that they compile the information generated by investigations about a specific topic, which is sometimes assessed mathematically with a meta-analysis. SLR utilizes a clear, established, and repeatable methodology to reduce bias and enhance trustworthiness (Manterola et al., 2009, 2013). In contrast to typical literature reviews, systematic reviews adhere to rigorous standards, encompassing the formulation of search strategies, criteria for inclusion, data gathering, and analytical methods. They frequently include several researchers to guarantee impartiality and reliability. Systematic reviews are appreciated for offering dependable evidence to aid in decision-making across different sectors, including healthcare, policy formulation, and research strategy.

SLRs should be assessed critically before deciding whether the conclusions are based on appropriate evidence. This study began with the articles that emerged from a previous systematic literature mapping. Subsequently, quality criteria were defined to refine the selection of articles for the SLR, inclusion and exclusion criteria were also determined, and six research questions were established for the analysis of the articles. There are several guidelines for writing systematic reviews correctly, such as the PRISMA declaration. The PRISMA declaration, or Preferred Reporting Items for Systematic Reviews and Meta-Analyses, is a set of guidelines for researchers to follow when writing reports of systematic reviews and meta-analyses. It aims to improve the transparency, completeness, and comprehensiveness of these reports, which ultimately helps readers better understand the review’s methods, results, and conclusions (Moher et al., 2009; Page et al., 2021). The PRISMA statement includes a checklist of 27 items and a flow diagram divided into four phases. This checklist outlines the essential elements to be reported in systematic reviews and meta-analyses, such as the strategy for searching, criteria for selecting studies, methods for extracting data, and ways of combining findings. The flow diagram visually represents the progression of information through the various stages of a systematic review, starting from the initial search to the ultimate inclusion of studies. The purpose of the PRISMA guidelines is to promote clear and thorough documentation of reviews, thereby improving the trustworthiness and replicability of research outcomes (Moher et al., 2009).

Four specific questions were established to conduct the systematic literature review (Figure 1). The process outlined by the PRISMA statement for conducting a systematic literature review entails the following phases:
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FIGURE 1
 PRISMA declaration for the process of searching and filtering.



2.1 Research questions

The general research question was: What are the experiences based on artificial intelligence used in the practice of scientific research carried out in the university context?

Four specific questions were established to conduct the systematic literature review: RQ1-What are the benefits of using AI in research?, RQ2-What are the challenges of using AI in research?, RQ3-What are the use and benefits of AI in scientific writing including limitations?, and RQ4-What are the main lines of research identified in studies that address scientific practice with artificial intelligence in the university context?



2.2 Search strategy

From the 256 articles that emerged from the search process conducted for the previous LMS (CITA) in the Web of Science (97) and Scopus (159) databases, it was decided to use the following filters for the selection of the articles to be handled in the systematic literature review in both databases: artificial intelligence, AI, ChatGPT, research, academic research, scientific research.



2.3 Inclusion, exclusion, and quality criteria

The inclusion and exclusion criteria must capture and incorporate the questions that the SLR seeks to answer, and the criteria must also be practical to apply. The following inclusion criteria were considered: (a) Studies on the use of AI or ChatGPT in tasks related to scientific research in higher education in the WoS and Scopus databases,

(b) Articles published in the period 2020 to 2024, (c) Is the research carried out in educational institutions (HEIs). The following exclusion criteria were considered: (a) Studies that are not related to the use of AI in tasks related to scientific research (b) Documents that come from book chapters or in the press and that consist of reports, series, books, (c) Articles where artificial intelligence is treated as an object of study and not as a resource for scientific research.

In conducting a systematic literature review, crucial elements of quality standards involve evaluating the pertinence, dependability, validity, and utility of the studies considered (Coeytaux et al., 2014). Tools for assessing quality are employed to appraise the methodological integrity of various research designs. These instruments facilitate the rating of each paper according to particular benchmarks, including the design of the study, evaluation of bias, techniques for data gathering, and amalgamation of findings. Selecting an appropriate quality assessment tool that aligns with the anticipated study types in the review is vital for an exhaustive assessment. Finally, after applying the quality criteria, there were 85 articles left to be analyzed in the SLR.

The criteria used in the quality assessment of Systematic Literature Review was the following:

1. Is a focused research question clearly stated?

2. Are the search methods used to identify relevant studies clearly described?

3. Was a comprehensive literature search performed?

4. Was selection bias avoided?

5. Was there duplicate study selection and data extraction?

6. Were the characteristics of the included studies provided?

7. Was the scientific quality of the included studies assessed and documented?

8. Were the methods used to combine the findings of studies appropriate?

9. Was the scientific quality of the included studies used appropriately in formulating conclusions?

10. Was publication bias assessed?

11. Was the conflict of interest stated?

12. Are the stated conclusions supported by the data presented?




3 Results

In this study we focused on four research questions, namely, RQ1-What are the benefits of using AI in research?; RQ2-What are the challenges of using AI in research?; RQ3-What are the use and benefits of AI in scientific writing including limitations?; and finally, RQ4-What are the main lines of research identified in studies that address scientific practice with artificial intelligence in the university context?

In total 35 scientific articles from Scopus database and 50 empirical articles from Web of Science (WoS) have been taken for the purpose of analysis in this study. The articles represent a broad variety of disciplines, such as health, electrical engineering, social sciences, tourism, and alike. In all these articles the common factor was AI with different uses, benefits and challenges.

Regarding RQ1-What are the benefits of using AI in research? The analysis (see Figure 2) shows that 26 articles refer to time saving as the most common advantage of AI in the disciplines consulted, followed by 16 articles that link the benefits to strategies for teaching and learning. Likewise, 12 articles mentioned academic achievement as the main gain, while 7 indicated larger productivity as an important benefit.
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FIGURE 2
 Overview findings of the benefits of using AI in research.


Potential for research on new technologies, to streamline tourism processes, benefits in financial research, transformation, to foster academic productivity, content development and automatic monitoring are the least mentioned benefits when it comes to using AI in research. In terms of analyzing the challenges of using AI in research (RQ2) (see Figure 3), the most common challenge (N = 21) is the need to address ethics, the risks for plagiarism, and the lack of transparency when using AI. Furthermore, awareness of possible risks and limitations of the use of these technologies is mentioned N = 18 times as it is relevant to draw attention to AI possibilities as a not fully known tool in research. In addition, providing valuable information has been found 11 times in the articles consulted. Valuable information in the context of these articles is mainly addressed in the context of health care to help make decisions as an instance. Advantages in idea generation and possibilities for further research have been both mentioned 9 times. Advantages in idea generation are mainly included in articles related to education, teaching and learning, research in writing and alike; while possibilities for further research refers to a broader range of disciplines. Finally, efficiency, decrease workload and facilitates research, and objectivity and repeatability in research processes, are the least referred to in the articles.
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FIGURE 3
 Overview of the challenges of using AI in research.


With regards to the RQ3-What are the use and benefits of AI in scientific writing and limitations? The study shows (see Figure 4) that 22 articles refer to the limitations address the challenges and the need for human supervision, the same number as Impact and challenges of Generative AI in Scientific Communication; followed by the Use and benefits of AI in scientific writing (N = 20), are the most frequent topics mentioned, together with Ethical considerations (N = 16). In a lower number of mentions in the scientific articles investigated, a few limitations are found, namely, AI content detection; and impact of stress and mental health on students.

[image: Figure 4]

FIGURE 4
 Overview of uses and benefits of AI in scientific writing and limitations.


Finally, regarding RQ4-What are the findings of the categories of research articles? In this study it is also attention paid to the different research lines (see Figure 5). Some of the disciplines and research lines are Specific AI applications in disciplines and thematic areas (N = 18); education and personalized support through AI (N = 9); Ethics, impact and normative considerations of AI (N = 7). In small numbers the following themes are found. Research and scientific publications with AI, Evaluation and validation of content generated by AI; and, Tools and applications in research and scientific education. There are also N = 40 articles that do not mention a research line.
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FIGURE 5
 Overview of the categories of research lines.




4 Discussion

Being able to make efficient use of time to perform different tasks corresponding to different disciplinary areas has been one of the notable benefits of using AI such as ChatGPT. Figure 1 shows that the benefit of using AI with the highest number of mentions is time savings. The review showed that, especially in the medical area, considerable time savings can be achieved with respect to aspects such as diagnoses or follow-up of patient treatment. For example, Macdonald et al. (2023) state that AI can support accelerating research processes through simulated data to create predictive models, aiding in decision-making processes, such as vaccination strategies. In this way, physicians can have more time to perform other tasks, as they rely on the use of AI to simplify certain tasks. It is worth mentioning that health and medical care are the most frequent themes addressed when it comes to AI in state-of-the-art literature. The advantages to use AI in health that may contribute to the well-being of the society may be among the reasons for this overwhelming literature in the articles consulted. The use of artificial AI has brought benefits, but it has also raised the need to study possible strategies to avoid risks related to ethical misconduct. Regarding the risks of using AI, Figure 2 shows that the most frequently mentioned are: the need to address ethics, the risks for plagiarism, and the lack of transparency when using AI. Because of these risks, research such as Crawford et al. (2023) and Lund et al. (2023) have emerged that examine the ethical considerations and transformative potential of AI, not only in enhancing academic productivity but also in addressing the challenge of plagiarism in academic assignments. The use of artificial intelligence must bring with it a responsible attitude to be clear that it must be used as a support and not to replace human work.

The writing of scientific articles has benefited from AI, but strategies must be put in place to avoid fraud. In relation to RQ3-What are the use and benefits of AI in scientific writing and limitations? What is most mentioned is the need for human supervision. The study by Ariyaratne et al. (2023) establishes a comparison between articles produced by humans and articles produced by AI. The authors reflect on the need to validate or oversee the processes where AI is employed, because AI can be very persuasive in its presentation, but can convey false information that affects the content and accuracy of citations. Human supervision is still necessary to be able to establish with a critical eye and a thorough analysis when items have been produced with artificial intelligence in their entirety and therefore, constitute fraud.

AI has come to revolutionize in several areas, bringing benefits such as process efficiencies, but also leading to reflection on how to maintain integrity. In this study the lines of research that stand out are: Specific applications of AI in disciplines and subject areas (N = 18); Education and personalized support through AI (N = 9); Ethics, impact and regulatory considerations of AI (N = 7) (Figure 4). Areas such as tourism, scientific writing, financial research have benefited from the use of AI, however, several studies have established the importance of ensuring ethics and integrity, such as the one by Kooli (2023) and Májovský et al. (2023), that have delved into the challenges of ensuring data integrity in AI-driven research. Adapting to technological evolution is important, as it can be a great support to help us reduce time and thus make the performance of various activities more efficient, but the responsible use of technology must be present to avoid committing ethical faults.



5 Limitations

Another limitation of this study is that the methods used to investigate the use and challenges of AI are mainly qualitative methods. This may respond to the fact that AI is a relatively new tool which is still used to conduct experiments. Therefore, the data contained in the articles included in this study are in an incipient phase of experimentation. Studying AI with quantitative methods to prove effectiveness takes longer periods of time.



6 Conclusion

This study, through a systematic literature review, reports the benefits of the use of AI in various disciplinary areas, ranging from education, finance, technology, science, medicine and tourism. The study reveals interesting insights of recent experiments with AI that shed light on the use and challenges in different fields. It also identifies challenges such as avoiding plagiarism, lack of transparency or lack of ethics, as well as the great support it can be to streamline scientific writing, but also the great responsibility to continue with careful monitoring to prevent fraud. The research is, therefore, a basis for further research on the integration of AI in the scientific and academic ecosystem and in multiple areas, which will surely be expanded. This study acknowledges the possibility of using artificial intelligence in academic writing and other research areas, but unanimously points out the need for human supervision in these tasks.

Despite the interesting results provided in this study, there is a need to conduct experimental quantitative research to understand deeper the use and benefits of AI, as well as its effectiveness.
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