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The influence of metaverse
environment design on the
quality of experience in virtual
reality classes: a comparative
study

Valentina Uribe, Pablo Figueroa* and Vivian Gomez

Systems and Computing Engineering Department, Universidad de los Andes, Bogotá, Colombia

We are interested in how metaverse technologies can provide an environment

for future virtual education beyond traditional videoconferencing technologies.

This study investigates learning and the quality of the classroom experience by

conducting classes in four metaverse environments: Meta Horizon Workrooms,

Spatial, Mozilla Hubs, and Arthur. Through the analysis of questionnaires,

we assess the influence of factors such as avatars, spatial arrangement,

mobility, and extra functionalities on concentration, usability, presence, and

learning. While we did not observe significant di�erences in learning outcomes,

our analysis reveals substantial variations in the quality of the classroom

experience. Specifically, higher immersion, concentration, and presence levels

were observed in metaverses with limited movement and functionalities. Also,

our findings emphasize the positive impact of avatars with realistic facial

expressions on enhancing the overall experience. Finally, we present lessons

learned and o�er recommendations for class configurations in the metaverse

based on our questionnaire analysis.
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1 Introduction

Currently, we are witnessing a growing interest in virtual reality and the metaverse,
technologies that are transforming the way we interact with the digital and physical
world around us. In the wake of the COVID-19 pandemic, interest in virtual classes
has grown rapidly, increasing the interest in new technologies and remote learning
methods to facilitate distance education effectively. Tools that enable connections in both
virtual reality and on mobile devices and computers have been explored for educational
purposes (Eriksson, 2021). In this regard, virtual and augmented reality can significantly
impact distance education, offering a multitude of possibilities to enhance the learning
experience (Eriksson, 2021). These tools demonstrate outstanding potential for quickly
connecting people in different parts of the world whileminimizing the costs associated with
physical presence. Additionally, they provide innovative environments and reduce external
distractions by offering a fully immersive experience (Netland and Hines, 2021). Among
the identified benefits are increased student motivation, improved spatial representation
of knowledge, and the promotion of empirical learning (Hasenbein et al., 2022). These
platforms have been effectively used to create virtual learning spaces replicating and
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improving the traditional educational setting (Yoshimura and
Borst, 2020; Schier et al., 2022). Therefore, it is crucial to examine
how the design of these environments can influence learning and
the quality of the experience to determine the characteristics that
can benefit learning experiences and educational use.

Our research focuses on analyzing the quality of the experience
and learning in four metaverse environments: Meta Workrooms
(WKRM), Spatial (SPAT), Mozilla Hubs (MHUB), and Arthur
(ARTH). To achieve this, we conducted four different classes
on the topic of “uses of extended reality” in these metaverses,
targeting a university audience. This approach allows us to
gather valuable information regarding favorable and unfavorable
characteristics when designing a learning environment in the
metaverse. Such insights are instrumental in decision-making when
implementing these technologies in the field of education. Our
primary motivation is to address the following question: How does
the design of a metaverse environment influence learning and the
quality of the experience when taking a virtual reality class?

Given the promising potential of virtual reality to enhance
connectivity and presence among individuals, even when they are
physically separated, our research gains significant relevance. We
analyze the various design elements that constitute the virtual
reality learning experience, aiming to identify those that most
positively impact learning and the quality of the educational
experience. As interest in virtual reality and metaverse technologies
continues to grow, it becomes imperative to understand their
capabilities and limitations to optimize their application in
educational contexts. Our study contributes valuable insights into
how the thoughtful design of metaverse environments can support
effective teaching and learning, guiding future implementations of
these innovative tools in the field of education.

The rest of this article is organized into several key areas. We
begin by examining related works to frame our research within the
current academic landscape. Following this, we detail the materials
and methods employed in our study, leading to a presentation of
our results. The discussion section then interprets these findings,
and we conclude with an overview of the study’s limitations and
potential avenues for future research.

2 Related work

The use of Virtual Reality (VR) as an educational tool has
been studied in academic literature, with several works exploring
various factors that can influence learning in virtual environments.
First, there are several literature reviews with different approaches.
Won et al. (2023) studied 219 immersive VR tools for learning.
They classify learning experiences in passive immersion, interactive
observation of 3D objects, immersive role-playing, learning with
haptics and extra modalities, and learning with personalized
feedback. Most of these learning experiences are feasible in current
metaverses, and our experimental design includes elements of all
these categories except haptics. Mystakidis et al. (2021) Studied
learning experiences in social virtual reality environments between
2004 and 2019, predecessor environments to current metaverses.
They studied the learning outcomes, instructional design methods,
learning effectiveness, and influencing factors. Childs et al. (2024)
studied several cases of VR and AR technologies as enablers for

distance education, and they found advantages in social interaction,
student engagement, and focus. In contrast, they mentioned open
issues related to the creation of content and widespread acceptance
by teachers, among others. Of all the factors in this paper, our study
concentrates on the technological aspects of currentmetaverses that
could influence learning. In contrast to these literature reviews, our
focus is on understanding, through experimentation, how current
commercial metaverses influence learning experiences since these
metaverses express the state of the art in immersive environments.

Factors that have been studied in particular VR learning
experiences include avatar appearance, student positioning in the
classroom, and peer behavior (Castilla et al., 2023). Overall, it
has been found that a position close to the teacher, either in the
front or center of the classroom, can be advantageous for learning
and attention (Hasenbein et al., 2022; Bailenson et al., 2008;
Blume et al., 2019). Additionally, studies have revealed that greater
engagement and concentration are observed when peers show signs
of focus (Hasenbein et al., 2022; Bailenson et al., 2008). These
findings underscore the importance of carefully considering the
design of virtual environments in education to optimize students’
learning experiences.

Research in educational virtual reality environments has
positively impacted student interest. The viability of VR
classrooms as a replacement for asynchronous video-based
learning environments has been positively evaluated (White
et al., 2024). Similarly, the integration of virtual reality into
three Coursera courses also showed positive results, resulting in
high levels of student satisfaction and engagement with virtual
reality activities (Urban et al., 2023). In contrast, the acceptance
and willingness of teachers to use emerging technologies, such
as augmented reality (AR) and VR, in teaching have also been
investigated (Jang et al., 2021). Factors such as pedagogical and
technological knowledge, social norms, and motivational support
were found to influence teachers’ perceptions of the usefulness and
ease of use of these technologies. However, there are technical and
user acceptance challenges, such as the low resolution of recorded
videos and difficulties in note-taking in the virtual space (Date
et al., 2020).

Similarly, spatial factors that play a role in the educational
experience in traditional learning environments have been
examined. Previous research has investigated how seating
arrangements impact teaching-learning, corroborating the findings
in virtual reality studies (Smith, 2017). These studies have shown
that spatial proximity to the teacher is beneficial for student
performance (LaCroix and LaCroix, 2017). Other classroom
configurations, such as the Gallery Walk, which allows students
to interact with different learning stations in space, have been
explored. Although this setup motivates student interest, it has
not necessarily proven to be more effective in terms of learning
outcomes (Hooi et al., 2015). In summary, both in virtual
reality environments and in traditional settings, the arrangement
of spaces and classroom configurations play a crucial role in
students’ learning experiences. Proximity in location and a focus
on effectiveness remain relevant research topics in the quest to
optimize the educational process. In our current research, we do
not have total control of the spatial layout in each metaverse. Still,
we do study how the differences in predefined spatial layouts affect
the required affordances and the overall experience.
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Due to the COVID-19 pandemic, various forms of distance
learning have been explored, including virtual reality classes and
3D virtual worlds such as Minecraft and MHUB. The purpose
of this research has been to evaluate the effectiveness of virtual
reality learning features in enhancing interaction and student
engagement in online classes. It has been shown that 3D virtual
classrooms can provide a more immersive and effective learning
experience compared to traditional classrooms (Wardani et al.,
2021). Additionally, platforms like MHUB have been found
particularly useful for small groups with fewer than 25 people.
Furthermore, the ability to express oneself through body language,
such as hand gestures, has been found to be particularly useful
from the teacher’s perspective (Eriksson, 2021). Similarly, a study
examined the effectiveness of VR classrooms as a replacement for
video-based remote learning environments (White et al., 2024).
Although the study’s results show that there is no significant
difference in performance between VR and Augmented Virtuality
(AV) environments, students perceive VR classrooms to be less
distracting and more interesting. In conclusion, the pandemic
has driven the exploration of innovative approaches to distance
learning, revealing the potential of virtual reality and 3D virtual
environments to enrich the online educational experience.

The appearance of avatars plays a crucial role in virtual
interaction, and several studies have investigated their influence
both in specific tasks and in virtual reality learning environments.
First, in non-immersive studies, it has been observed that avatars
based on human faces create a stronger sense of presence (Suk
and Laine, 2023). These findings align with research on team
collaboration via chat, where better results were obtained when
avatars resembled the people they represented. Additionally, teams
whose members were more similar to each other were found to
have greater trust in their peers and sharedmore information (Land
et al., 2015). Second, research in virtual reality (VR) and augmented
reality (AR) environments has explored the influence of avatars on
students’ perception of teaching effectiveness. One study (Baffour
and Oyekoya, 2023) examined three avatar representations: one
resembling the instructor, another stick-figure type, and a video
recording of the instructor, while another study (Woodworth et al.,
2019) evaluated four types of avatars: a depth-based mesh video
model, a human-like video game style model, a robot model,
and a hybrid model with the teacher’s head replaced by a video
of their face. Both studies highlight the importance of avatar
appearance in students’ perception and suggest that realism and
familiarity with the instructor are critical factors for teaching
effectiveness in virtual environments. Similarly, other research has
revealed that students show more significant engagement with
their peers when avatars take on a more cartoonish appearance
(Hasenbein et al., 2022). Finally, Yee and Bailenson (2007) showed
how avatars’ appearance influences human behavior in general.
Although our study leaves subjects free to choose the avatar they
like, our hypothesis reflects to a certain degree this study, since the
appearance and affordances of avatars in each platform affect the
classroom experience. Avatar appearance in virtual environments
plays a pivotal role in influencing user interaction and performance.
This underscores the importance of studying avatar appearance
choices in virtual learning and collaboration contexts, as it can
significantly impact the learning experience.

A traditionally researched topic regarding concentration and
learning is the impact of interruptions. Frequent interruptions
have been observed to have a slightly negative effect on the
learning process, as well as increasing stress levels and leading
to errors (Conard and Marsh, 2014; Eyrolle and Cellier, 2000).
These findings align with studies in the field of virtual reality,
which have explored how distractions or distracted behavior
from other students can hinder performance (Hasenbein et al.,
2022; Bailenson et al., 2008). In summary, both in traditional
and virtual environments, interruptions can significantly influence
concentration and learning, underscoring the importance of
considering this factor when designing educational settings.

An objective way to measure attention is through eye tracking.
Eye tracking analysis in virtual classroom environments can
be crucial to improving the quality of education, as recent
studies suggest (Shengkai et al., 2023). This approach allows for
collecting and analyzing learning data, identifying areas where
students struggle, and providing real-time feedback to teachers.
Furthermore, understanding students’ visual attention in virtual
environments through the exploitation of information on objects
of interest and eye tracking is essential for designing adequate
learning spaces (Bozki et al., 2021). By studying virtual classroom
manipulations, such as seating positions and avatar display styles,
student attention to content and virtual interactions can be
enhanced. These research efforts highlight the potential of VR
technology and eye tracking to transform education and improve
student learning experiences.

Eye tracking analysis in virtual classroom environments can
be crucial in understanding how different manipulations impact
students’ visual attention (Bozki et al., 2021). This approach
investigates how seating positions, avatar display styles, and hand-
raising behaviors influence attention toward peers, instructors,
and lecture content. The results suggest that manipulations
in the virtual classroom significantly impact student attention,
underscoring the importance of carefully considering these aspects
to maximize attention to educational content. Additionally, the
design of virtual classrooms also plays a crucial role in student
concentration and engagement (Maruko et al., 2023). Using Kansei
engineering, elements such as colors and objects are explored
to create an environment that facilitates concentration in class
and reduces the feeling of isolation in online lessons. Designs
that evoke a warm impression tend to improve concentration
and reduce feelings of isolation, highlighting the importance of
customizing the environment according to sensory preferences
to enhance the learning experience. Both approaches emphasize
the need to consider both technological and design aspects to
create compelling virtual environments that enhance students’
educational experiences.

Therefore, it is crucial to continue exploring factors that can
enhance experiences in the virtual classroom and the use of current
metaverses for this purpose. In this article, we present an approach
aimed at understanding how the design of the current metaverse
environment can influence learning and the overall quality of the
experience. Our research focuses on evaluating key factors, from
avatar design to spatial organization and interaction techniques,
within four metaverse applications used in an educational context.
This approach allows us to identify design features that are most
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advantageous for optimizing the use of these technologies in
education. Thus, we contribute to the growing body of knowledge
about virtual reality in teaching, providing valuable insights for
decision-making in the implementation of these tools.

3 Materials and methods

3.1 Study description

In this study, we design a comparative analysis of four
metaverse applications within an educational context to gather
insights into participants’ learning outcomes and the quality of
their experiences. The examined factors encompass perceived
realism, presence, usability, interest, and the learning outcomes
achieved in each metaverse during instructional sessions. Our
evaluation of design aspects extends from avatar design to spatial
organization, movement control, and modes of interaction within
the virtual environment and among users. Consequently, the
primary objective of this research is to assess how metaverse
environment design can impact the learning process and the overall
quality of the virtual reality class experience. Our goal is to identify
the design characteristics that prove advantageous for optimizing
the utilization of these technologies in educational settings.

Concerning previous research, while the design of avatars has
been extensively studied, this study compares the effects of avatars
in different metaverses. It takes into consideration non-human
avatars that are available in current metaverses. Furthermore, we
investigate the impact of emerging facial tracking technologies,
such as the Meta Quest Pro, within the WKRM application, a
topic that has remained unexplored in prior investigations. While
research abounds on the organization of learning spaces in physical
and virtual environments, previous investigations predominantly
concentrate on student placement within conventional classroom
settings. In contrast, our study encompasses a broader examination,
encompassing various learning space configurations, including
the gallery walk, conventional classrooms with predefined
seating, and open exploration classrooms. Finally, there is
limited research on how interaction techniques influence virtual
classroom experiences. Considering the unique interaction
paradigms presented by each metaverse, this investigation holds
particular significance for designing and optimizing these virtual
learning environments.

3.2 Selected metaverses

The metaverse applications selected for this study—WKRM,
MHUB, SPAT, and ARTH—were chosen for their alignment with
beneficial characteristics identified in prior research on virtual
learning environments. At the moment of this research, these
applications were popular and distinct, each facilitating remote
interaction via avatars in a customizable metaverse space, and all
were supported in immersive technologies. This selection strategy is
rooted in evidence suggesting that features such as advanced facial
tracking in WKRM and flexible spatial arrangements in SPAT and
ARTH enhance student engagement and information retention.

The selection was further guided by the desire to explore a
range of environments—from traditional setups to exploratory
spaces—to investigate how different design elements impact the
learning experience. Each application’s unique features and their
influence on realism, presence, and interaction play a crucial role
in evaluating their effectiveness in educational settings, as outlined
in Table 1. This approach ensures a comprehensive assessment of
how virtual environments can optimize learning outcomes.

Finally, although we wanted to study as many distinct
commercial metaverses as possible, we limited the number of
experiences to a reasonable number for a within-subjects study. As
we will mention in Section 3.4, each subject tried all experiences,
and the overall experiment time was about two hours. Since our
subjects were committed to us for four days and the first day and
last day were committed to introductory and conclusion sessions,
we designed two sessions on two consecutive days of one hour each
in order to avoid fatigue.

3.3 Hypotheses

H1: Metaverses with avatars featuring more natural (or faithful)

facial expressions will allow students to perceive less discomfort and

more immersion. An example of how avatars look in eachmetaverse
is shown in Figure 1. With discomfort, we mean negative results
from the experience, such as less immersion, dizziness, or headache.
With immersion, we suggest the feeling of being in the classroom
presented in the experiment, listening to the lecturers, and being
aware of the surroundings and other avatars around. We gave
these definitions in similar words to subjects in questionnaires
about their experience. In this regard, WKRM stands out as the
application with the highest expressiveness, thanks to the possibility
of face and eye tracking. Also, ARTH looks promising as it has the
most photorealistic avatars from the selection since their avatars
are created based on a facial photo. SPAT’s avatars exhibit limited
facial expression and lack photorealism, likely causing neither
discomfort nor a sense of naturalness. Finally, MHUB, being the
least realistic of the applications, features blinking and mouth
movement synchronized with the avatars, potentially fostering
greater affinity.

H2: Applications that provide the option to sit or remain in a

fixed location are less distracting and allow for greater concentration,

resulting in improved learning outcomes. By distraction we mean
stimuli different from the one proposed by instructors in each
session. In the same way, concentration is achieved when students
can pay all their attention to the stimuli proposed by instructors.
Thus, it is assumed that applications like WKRM or ARTH,
where the organizational structure consists of a single classroom
or conference room, can enhance concentration and learning. In
contrast, movement between roomsmay diminish the quality of the
learning experience.

H3: Applications with more interactions (walking, dancing,

sending emojis, etc.) will be more distracting and negatively

impact students’ attention and learning. There are differences in
the interaction capabilities present in the selected applications.
Some of these applications enable users to perform a wide
range of actions, such as walking, dancing, applauding, sending
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TABLE 1 Description of metaverse features: maximum number of participants, photorealism, facial expression, proximity, and spatial organization.

Features WKRM SPAT MHUB ARTH

Max VR
participants

16 (Meta, 2023) 50 (Spatial, 2023) 26 (Mozilla, 2023) There is no defined limit of
people.

Avatar
photorealism

Non-photorealistic human avatars
(upper body)

Non-photorealistic full-body
human avatars

Non-photorealistic
non-human avatars

Photorealistic human avatars
(Full-body and upper body).

Avatar
customization

Multiple facial features can be
edited, including skin color, eyes,
and hair. Hairstyles and the general
body shape can also be customized.
Additionally, accessories can be
added, and clothing can be
changed.

Multiple facial features can be
edited, including skin color, eyes,
and hair. Hairstyles and the general
body shape can also be customized.
Additionally, accessories can be
added, and clothing can be
changed. SPAT allows the use of
Ready Player Me avatars; these are
the ones that were used.

Although MHUBS also allows
the use of Ready Player Me
avatars, the avatars used were
the default ones from the
platform, which in this case
are not editable.

The ARTH avatars are created
from a face image that is used
as a texture. For this reason,
facial features are not editable,
but the avatars’ clothing can
be changed.

Facial expressions Light automatic facial expressions
and facial tracking with Meta
Quest Pro is available

Mouth movement while talking Mouth movement while
talking

Mouth movement while
talking

Proximity and
movement
capabilities

Short distance between students
and instructor. Movement
restricted to preset positions and
seats.

Variable distance. Free movement. Variable distance. Free
movement.

Variable distance. Free
movement.

Interaction and
reactions

Writing on the table or blackboard
and high-fiving between avatars are
possible.

Predefined actions like dancing,
jumping, and greeting are possible.
Using emoticons for
communication is also possible.

Emoticons can be used.
Drawing in 3D.

Interaction with some objects
by moving and resizing them
is possible.

Organization Traditional classroom setup. Gallery Walk Gallery Walk Single room with free
exploration.

FIGURE 1

Examples of the avatars used in each metaverse. (A) ARTH Avatar. (B) SPAT Avatar. (C) WKRM Avatar. (D) MHUB Avatar.

emojis and reactions, and interacting with virtual objects like
writing on tables or boards. Consequently, it is expected that
applications with a greater variety of functionalities may prove
to be distracting and detrimental to attention and the learning
process. Additionally, the need to learn how to use these
functionalities could be distracting itself. WKRM is characterized
by its limited interaction capacity, suggesting it may be the
least distracting of the evaluated applications. In contrast, SPAT

and MHUB offer predefined reactions, such as dancing or
using emojis in SPAT, or drawing in MHUB. These additional
interaction options could increase the risk of distraction and
reduce attention during class. On the other hand, ARTH
presents relatively limited interaction options, although it is
possible to interact with some objects to resize and move
them, placing it in an intermediate position in terms of
potential distraction.
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TABLE 2 Class topics and metaverse configurations.

Metaverse Class topic Configuration

WKRM Video games Instructors used a whiteboard and
decorative elements related to
video games, including images of
game logos on the walls.

SPAT Art and design The space featured different rooms
with slides on the walls and 3D
models supporting the class
content.

MHUB Education Similar to SPAT, with slides and
images on the walls and illustrative
3D models distributed across
various rooms.

ARTH Simulators Utilized functionalities to add
images and 3D objects, including
images and slides about VR
applications for education and a
3D model of a car.

3.4 Experimental methodology

To effectively compare experiences across different metaverses,
a within-subjects design was employed. This approach ensured
that each participant experienced all metaverses, thus allowing
a thorough evaluation of the variations between them. Different
topics were addressed in each session tomaintain interest and avoid
monotony. Four different class configurations were conducted,
each in a different metaverse and focused on a specific topic related
to virtual reality applications. This design aimed to minimize the
impact of topic repetition on the quality of the experience and
provided a structured environment to evaluate the effectiveness of
each metaverse configuration.

The topics covered in each metaverse were related to
applications of virtual reality in different fields. The possibilities
of virtual reality for these fields were demonstrated during each
session or class, along with examples of commercial applications.
The topics of each class are described in Table 2. Although the
topics may have seemed very different, each session had the same
format with differences in the field of application. In this way,
we reduced the potential influence of repetitions on the quality
of the experience. Additionally, the decision was made to vary the
class topics to avoid adverse effects from the repetition of the same
topic in multiple classes, as this could negatively influence the last
sessions taken by each group.

The modality of all classes was lecture-based, where two
instructors explained the topic, and the students listened. All classes
had visual support with slides, and all except WKRM included 3D
models. WKRM did not have this because the application did not
support this functionality. Additionally, classes were recorded for
later analysis.

The 26 students were divided into four groups to perform
sessions with a small number of attendees, taking into account
limitations in all metaverses. Therefore, four sessions were
conducted in each metaverse, one for each group.

Each session for each group consisted of six or seven
participants assuming the role of learners and two instructors. The
classes had a duration of ∼10 min, and surveys were employed to

assess both learning outcomes and the quality of the experience.
As a final step, students completed a comparative survey after
attending the four sessions of the classes. The data from the first
session was excluded as it was considered an introduction to this
experiment. It can be argued that the duration of each session
is too short for a significant comparison to current practices in
online classes. However, since the hypotheses are mostly related
to the experience of the sessions, 10 min per session is considered
enough. Moreover, each subject takes about 25 min to have the
entire experience in one metaverse, including preparation and final
survey times. Making a session longer would mean taking more
than 2 h per subject, which could become exhausting and negatively
affect the study.

To assess students’ learning, the Pre-Learning Questionnaire
(PRELQ) and Post-Learning Questionnaire (POSTLQ) were
administered. These assessments consisted of 5 questions related to
the class topic. Although the PRELQ and POSTLQ had questions
on the same topic, they differed from each other to avoid
influencing the learning process during the session. The questions
for the PRELQ and POSTLQ are listed in Table 3. We consider that
although learning itself is not evaluated in any hypothesis, it could
provide us with information about the differences in the quality of
the experience and, therefore, contribute to our study of the factors
that influence the dynamics and experience of the class.

Additionally, the Post-Experience Questionnaire (PEQ) was
conducted to evaluate the quality of the experience when
interacting with each virtual reality environment, considering
aspects such as perceived realism, presence, usability, and interest.
As a final step, the Comparative Final Questionnaire (FCQ) was
administered, addressing the quality of the experience from a
comparative perspective between applications.

The questionnaire items were selected and adapted from three
sources: “SUS: A ‘Quick’ and ‘Dirty’ Usability Scale,” “Measuring
Presence in Virtual Environments: A Presence Questionnaire,” and
the questionnaire used in the study “Learning with simulated
virtual classmates: Effects of social-related configurations on
students’ visual attention and learning experiences in an immersive
virtual reality classroom” (Hasenbein et al., 2022; Witmer and
Singer, 1998; Brooke, 1996). We did not use the full questionnaires
to reduce the total number of questions, as they contained
numerous items, and we wanted to avoid participants becoming
fatigued and not answering the final questions attentively. The
specific details of these questionnaires are detailed in Table 4,
the individual questions are in Tables 5, 6, and the order of
administration is illustrated in Figure 2.

Allowing students to experience different classes in various
metaverses facilitated the comparison of results obtained. Both
instructors and participant groups were organized randomly.
Two instructors were responsible for preparing the content and
the tailored support material for each metaverse, as well as
creating or adjusting the corresponding learning environments.
The experiment took place over two days; the first day was a
trial session, and the three remaining learning experiences were
conducted on the second day over a period of two hours. Although
the same class was taught in each metaverse, meaning that all four
groups of students received the same class in the same metaverse,
with the same instructors and identical lecture content, the topics
covered in the classes for each metaverse were distinct from one
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TABLE 3 Questions from PreLQ, PostLQ, and correct answers.

Application Questionnaire Question Answer

MHUB PRELQ What is the main function of Nanome? Visualization and manipulation of molecules

MHUB PRELQ What differentiating tools does Nanome offer? Simultaneous editing and advanced molecular design tools

MHUB PRELQ What advantage does the use of virtual reality offer in
learning human anatomy?

Greater accessibility to learning materials, Lower cost compared
to traditional learning materials

MHUB PRELQ For whom is the Language Lab application designed? For people interested in a new language

MHUB PRELQ What types of sensory stimuli does the Language Lab
application offer?

Visual, auditory, and sensory stimuli

MHUB POSTLQ What advantage does Nanome offer compared to traditional
learning environments?

Offers a more immersive and detailed experience, Works on web,
mobile, and virtual reality headsets

MHUB POSTLQ What are the main applications of Nanome? Research and development of drugs, biochemistry, and
computational chemistry

MHUB POSTLQ What function does the DICOMmode offer in the Human
Anatomy tool?

Analyzing tomographies and resonances

MHUB POSTLQ What advantage does the use of virtual reality offer in
learning human anatomy?

Greater accessibility to learning materials, Lower cost compared
to traditional learning materials

MHUB POSTLQ How many different languages does the Language Lab tool
offer?

20 languages

SPAT PRELQ What kind of tools are available in Open Brush for 3D
painting?

A wide variety of brush tools like stars and fire

SPAT PRELQ What is Gravity Sketch used for? Modeling and designing in 3D

SPAT PRELQ What is the main purpose of Arkio? Creating models in virtual and augmented reality

SPAT PRELQ Which of the following are virtual reality applications with
an art and design theme?

Open Brush, Arkio

SPAT PRELQ What type of projects can be carried out in Arkio? Interior design

SPAT POSTLQ What advantages does Gravity Sketch have when used in VR
compared to its use on screens?

Greater immersion, real-time collaboration, and greater precision

SPAT POSTLQ What type of design can be done with Arkio? Architectural and urban design

SPAT POSTLQ In which of the following tools can real-time collaborative
work be done?

Arkio

SPAT POSTLQ What types of objects can be used in Arkio? A wide variety of predefined objects

SPAT POSTLQ Which of the following materials can you use from Open
Brush to paint?

All of the above

ARTH PRELQ What does the simulation consist of? Recreating hypothetical or real environments for investigative,
educational, or entertainment purposes

ARTH PRELQ Which functions of the Oculus Quest 2 enhance immersion
with the simulated environment?

Hand tracking

ARTH PRELQ What is the goal of Mission ISS? Simulating the experience of living and working on the
International Space Station (ISS)

ARTH PRELQ What can be done in VRtuos? Playing musical instruments

ARTH PRELQ Which emerging technologies are being developed with the
help of simulation applications?

Remote presence, Remote operation

ARTH POSTLQ What type of tasks can be performed in the Mission ISS
simulator?

Scientific, repair, and maintenance tasks on the ISS

ARTH POSTLQ What type of virtual environment does Car Parking VR
provide?

A multi-level parking environment

ARTH POSTLQ Which of the following applications presents the greatest
risk of collision with the environment?

Mission ISS, Car Parking VR

ARTH POSTLQ What instruments can be played in VRtous? Piano

ARTH POSTLQ What is the main goal of the Car Parking VR game? Learning to park a car virtually

WKRM PRELQ In what type of environment does the game Super Hot VR
take place?

A virtual space

WKRM PRELQ What is the main goal of the game Super Hot VR? Defeating enemies
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TABLE 3 (Continued)

Application Questionnaire Question Answer

WKRM PRELQ What happens when the player moves in SuperhotVR? The enemies also move

WKRM PRELQ What is the goal of the game Beat Saber? Cutting cubes with laser swords in rhythm with the music

WKRM PRELQ How is Beat Saber played? Cutting blocks with laser swords

WKRM POSTLQ From the following options, select the feature that does not
correspond to the Quest 2.

Meta’s only device for virtual reality

WKRM POSTLQ Which of the following characteristics does NOT identify
“Super Hot VR”?

Music-based video game

WKRM POSTLQ What is the color of the blocks that can be destroyed with the
red saber in Beat Saber?

Red

WKRM POSTLQ What happens in the game Super Hot VR if the player moves
too quickly?

The game speeds up

WKRM POSTLQ Which objects do NOT appear in the game Beat Saber? Fruits

The questionnaire is multiple choice, but only the correct answers are listed in the table.

another. While this approach may not be ideal for a complete
comparison among metaverses and topics, it is at least a valid
strategy to counterbalance potential learning effects that could
occur when the same learner encounters the same topic in various
learning environments while at the same time reducing the total
number of sessions.

3.5 Participant characteristics

3.5.1 Participants with learner role
There were 26 participants in the learner role, including

10 undergraduate students, three graduate students, six
professors, three teacher-researchers, and three individuals
from other occupations. Of the group, 13% worked in the
field of visual computing, while the remaining participants
worked in areas related to computer science and programming.
It is important to note that only 36% of the participants had
tried a virtual reality headset before the XR event, and none
had used virtual reality devices for more than two years.
Although this audience is quite diverse, having a diverse
audience gives us confidence that the factors influencing
learning have been studied with a broad population. Although
more studies could be conducted in the future with specific
types of participants, we believe that our study demonstrates
that metaverses could be helpful with a wide variety of
learners.

The participants in the learner role were part of an introductory
event focused on extended reality and the metaverse aimed at
university students and professors. This event comprised a week
of workshops, classes, and activities focused on extended reality
technologies and the metaverse. During these activities, learners
were introduced to virtual reality applications, games, educational
and artistic applications, among others. By the time of the
experiment, learners had already used these technologies for at
least three hours over the preceding two days. Additionally, the day
before themain sessions, students performed a setup session in each
metaverse, where they created their avatars and learned the basic
controls for each metaverse.

TABLE 4 Description of the questionnaires: PRELQ, POSTLQ, PEQ, and

FCQ.

Questionnaire Description

PRELQ and
POSTLQ

Each questionnaire consists of five different
multiple-choice questions. These questions are related to
the topic of each class. Each individual completed the
PRELQ and the POSTLQ once for each experienced
metaverse and topic.

PEQ The questionnaire consists of 25 Likert-scale questions
related to avatars, usability, immersion, spatial
organization, and interaction. These questions are
formulated in the first person, and participants must
indicate how much they agree with each statement by
selecting one of the following options: “strongly agree,”
“agree,” “neither agree nor disagree,” “disagree,” and
“strongly disagree.” This questionnaire also included a
multiple-choice question with multiple answers regarding
VR sickness. Each participant completed this
questionnaire four times, once for each application. Each
individual completed the PEQ once for each experienced
metaverse.

FCQ The participant must rank the four metaverse applications
according to a statement, with 1 being the one that best
aligns with the statement and 4 being the one that aligns
with it the least. Each individual completed the FCQ only
once after experiencing all the metaverses.

The questions can be seen in Tables 3, 5, 6.

3.5.2 Participants with instructor role
Eight individuals, in addition to the students, assumed the

role of instructors. Six were undergraduate students, and two
were graduate students. Seven of these instructors were from the
Computer Science department, and one was from the Design
department. The instructors were responsible for the design and
execution of the classes, including the setup of the corresponding
metaverses. They received academic credit in a course on extended
technologies for their contributions.

3.6 Ethical considerations

This study was approved by our university’s ethics committee,
ensuring that all procedures adhered to the highest ethical
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TABLE 5 Description of metaverse features related to hypotheses, question numbers, and questions for PEQ.

Topic Hypothesis Question number Questions

Avatars H1 1 PEQ Did the avatar design in the virtual reality experience positively
contribute to my experience?

Avatars H1 2 PEQ Did eye contact between avatars in the virtual reality experience
positively contribute to my experience?

Avatars H1 3 PEQ Did the avatars’ appearance seem natural to me and help me feel
immersed?

Avatars/visual contact H1 12 PEQ Did I feel that virtual students and teachers I could see in the virtual
classroom could also see me? (Hasenbein et al., 2022)

Avatars/realism H1 18 PEQ Did I feel the teacher and virtual peers could be real people?
(Hasenbein et al., 2022)

Realism H 16 PEQ What I experienced in the virtual classroom could also happen in a real
classroom (Hasenbein et al., 2022).

Realism H 17 PEQ Did virtual students and teachers in the virtual classroom behave
similarly to real classmates? (Hasenbein et al., 2022)

Immersion H1 11 PEQ It was as if I were part of the class in the virtual classroom (Hasenbein
et al., 2022).

Immersion H1 13 PEQ I felt present in the virtual classroom (Hasenbein et al., 2022).

Immersion H1 14 PEQ When I was in the virtual classroom, I barely paid attention to the
real-world environment (Hasenbein et al., 2022).

Immersion H1 15 PEQ During class, I almost forgot I was wearing a virtual reality headset
(Hasenbein et al., 2022).

Discomfort H2 26 PEQ Did you experience any discomfort during the experience?

Natural movement H2 6 PEQ The mechanism that controlled movement through the environment
felt natural.

Usability H3 7 PEQ I could anticipate what would happen next in response to the actions I
took (Witmer and Singer, 1998).

Usability H3 4 PEQ The environment was responsive to the actions I took (Witmer and
Singer, 1998).

Usability H3 8 PEQ There was no delay between my actions and the expected results
(Witmer and Singer, 1998).

Usability H3 22 PEQ The application’s functions were well-integrated (Brooke, 1996).

Usability H3 21 PEQ I found this application unnecessarily complex (Brooke, 1996).

Usability H3 23 PEQ I imagine most people would learn to use this technology quickly
(Brooke, 1996).

Usability H3 25 PEQ I needed to learn many new things before I could use this application
(Brooke, 1996).

Usability H3 24 PEQ I found the technology very cumbersome to use (Brooke, 1996).

Concentration H3 10 PEQ I concentrated on watching the class more than the mechanisms used
for it (Witmer and Singer, 1998).

Concentration H2 and H3 9 PEQ The screen quality interfered with or distracted me from the class
(Witmer and Singer, 1998).

Preference H2 and H3 20 PEQ I think I would like to use this application frequently (Brooke, 1996).

standards. Before taking part in the study, each participant
provided written informed consent. The consent form detailed
the study’s procedures, including the use of head-mounted
devices, and explained potential discomforts and side effects.
Participants were made fully aware of their rights, including
the option to withdraw from the study at any point without
any consequences.

3.7 Data analysis methodology

3.7.1 Statistical tests
For the PRELQ and the POSTLQ, a statistical analysis is

performed using SPSS. The Levene, Kolmogorov-Smirnov, and
Shapiro-Wilk tests were conducted on the PRELQ and POSTLQ
data to evaluate data normality and variance homogeneity.
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TABLE 6 Description of metaverse features related to hypotheses, question numbers, and questions for FCQ.

Topic Hypothesis Question
number

Questions

Avatars H1 1 FCQ Which avatars do you think work best for a class in the metaverse? (Organize the list, with 1
being the best and 4 being the worst)

Immersion H1 5 FCQ Which virtual reality environment provided the greatest sense of immersion? (With 1 being the
one that provided the greatest sense of immersion and 4 being the least)

Discomfort H2 7 FCQ Which tool caused you the most discomfort (dizziness, headache, etc.)? (With 1 being the most
and 4 being the least) (Witmer and Singer, 1998)

Spatial organization H2 8 FCQ Which spatial arrangement did you find most useful for a virtual reality class? (With 1 being the
most useful and 4 being the least)

Natural interaction H3 2 FCQ In which class tool do you think interactions were more natural? (With 1 being the application
with the most natural interactions and 4 being the application with the least natural interactions)

Usability H3 4 FCQ Which virtual reality class experience was the easiest to use? (With 1 being the easiest and 4
being the most difficult) (Brooke, 1996)

Concentration H2 and H3 3 FCQ In which class tool did you concentrate the most? (With 1 being the one in which you
concentrated the most and 4 being the one in which you concentrated the least)

Preference H2 and H3 6 FCQ Which virtual reality environment did you find most suitable for a virtual class? (With 1 being
the most suitable and 4 being the least suitable)

FIGURE 2

Flowchart of the experimental methodology. Distribution and sequence of tests, classes, and groups.

These test selections were based on their ability to provide
dependable insights into data distribution characteristics, even in
the presence of potential deviations from ideal conditions, ensuring
the reliability and interpretability of our analyses. In both cases,
there was insufficient evidence to assume homogeneity of variances.
Additionally, the normality checks indicated that the data did not
follow a normal distribution. Therefore, conducting an ANOVA
directly on this data is not appropriate.

The difference between PRELQ and POSTLQ results
is compared using a Friedman test. This test does not
require the assumptions of homogeneity of variances
or normality and is suitable for comparing medians in
related groups.

Additionally, to assess the differences between the Learning
Delta (LD), which is the POSTLQ result minus the PRELQ
result, we conducted a repeated measures ANOVA using SPSS.
To determine overall differences between the applications,
we performed multivariate tests, including Pillai’s Trace,
Wilks’ Lambda, Hotelling’s Trace, and Roy’s Largest Root.
We also checked the assumption of sphericity and applied
corrections using Greenhouse-Geisser and Huynh-Feldt to
adjust the degrees of freedom if sphericity was violated. To

identify specific pairwise differences between the applications.
Finally, we conducted between-subjects effects tests to
identify significant variations in the overall means across
different subjects.

The results of the Final Comparative Questionnare (FCQ)
undergo quantitative analysis through the application of an index.
To calculate the FCQ index, the results of the FCQ questions are
scored as follows: if the metaverse was ranked in the first place, it
receives 4 points, in the second place 3 points, in the third place
2 points, and in the fourth place 1 point. These scores are then
divided by the number of questions and the number of people who
completed the test, and normalized with the highest possible score,
which is 4.

3.7.2 Analysis per hypothesis
An analysis is conducted based on the responses

gathered from the PEQ and FCQ. Responses addressing
similar topics are grouped and analyzed in relation to
the formulated hypotheses. This analysis is grounded in
percentages and the number of participants who provided
specific responses.
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4 Results

4.1 Results from statistical tests

The results of the Friedman Test indicate that the asymptotic
significance values for all metaverses are greater than the
standard significance level (0.05). Therefore, no significant
differences were found in the scores for learning before
and after using WKRM. However, there was a slight (non-
significant) increase in post-test scores for all metaverses,
except MHUB.

4.1.1 Learning delta by metaverse
The deltas are calculated by subtracting the

average value of PRELQ from POSTLQ. Normality
and homogeneity of variance checks are conducted
for the average deltas per metaverse. Here, we find
that both homogeneity of variance and normality can
be assumed.

4.1.2 Results of the learning by metaverse
Table 7 shows the descriptive statistics for the PRELQ and

POSTLQ questionnaires. The general trend across all metaverses
showed an improvement in average scores from before (PRELQ) to
after (POSTLQ) the classes. The largest increase was observed in the
SPAT metaverse, where the average score rose from 3.474 to 3.895.
The smallest increase occurred in the MHUB metaverse, with the
average score changing from 3.529 to 3.588.

4.1.3 Results of the learning deltas by metaverse
The repeated measures ANOVA results indicate that there

are no significant differences between the metaverses based on
the multivariate tests (Pillai’s Trace, Wilks’ Lambda, Hotelling’s
Trace, and Roy’s Largest Root), all showing p-values >0.05. The
Mauchly’s Test of Sphericity was not significant (p = 0.183),
suggesting that the assumption of sphericity is met. The within-
subjects effects tests, including corrections for Greenhouse-Geisser
and Huynh-Feldt, also show no significant differences (p >

0.05). The contrasts for linear, quadratic, and cubic trends
were not significant either (p > 0.05). However, the between-
subjects effects test revealed a significant difference (p = 0.038),
indicating that there are significant variations in the overall means
across different subjects. This suggests that individual differences
between subjects may be influencing the measures, as shown
in Table 8.

4.1.4 Final comparative questionnaire index
The results of the FCQ index can be seen in Table 9. It

is evident that WKRM obtained the highest score, very close
to the maximum value. Following WKRM is SPAT. In the last
positions are ARTH and MHUB, with values very close to
each other. T
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TABLE 8 Tests of between-subjects e�ects.

Source Type III sum
of squares

df Mean
square

F Sig.

Intercept 11.837 1 11.837 4.875 0.038

Error 53.413 22 2.428

TABLE 9 Final comparative questionnaire index.

Metaverse Index

WKRM 0.96

SPAT 0.59

ARTH 0.48

MHUB 0.46

4.2 Results grouped by hypothesis

4.2.1 H1: Metaverses with avatars featuring more
natural (or faithful) facial expressions will allow
students to perceive less discomfort and more
immersion

Questions 1, 2, 3, 12, and 18 of the PEQ (Figure 3) relate
to avatars and eye contact. Avatars in WKRM had over 60% of
participants to respond “strongly agree” in these questions. This
was also found in the FCQ (Figure 4), where 96% of participants
indicated that WKRM has the best avatars for a metaverse class.
SPAT takes second place in questions 3, 12, and 18 of the PEQ
and question 1 of the FCQ. In most cases, MHUB and ARTH rank
lowest. However, ARTH’s results are more evenly distributed across
all response options. When analyzing the results of questions 1 in
the PEQ and 1 in the FCQ, it can be seen that MHUB has the
worst overall results in terms of whether avatars contribute to the
classroom experience.

The realism of the experience wasmeasured in questions 16 and
17 of the PEQ (Figure 3). Here, it was found that the experience
most closely resembling a real classroom was in WKRM, where
over 50% of participants “strongly agree.” Second was MHUB,
with 40 and 55.6% “strongly agree” responses regarding the overall
experience and the behavior of teachers and students being possible
in a real scenario. SPAT and ARTH were in third and fourth
place, respectively. However, when analyzing questions 11 and 13
of the PEQ, which assessed the feeling of belonging to the class
and presence, ARTH rose to third place, and MHUB dropped
to fourth. Finally, questions 14 and 15 of the PEQ revealed that
users disconnected from the real world to varying degrees, with
more positive results for SPAT and WKRM and less for ARTH and
MHUB, depending on the question.

4.2.2 H2: Applications that provide the option to
sit or remain in a fixed location are less distracting
and allow for greater concentration, resulting in
improved learning outcomes

Question 6 of the PEQ, which assessed motion (see Table 10),
revealed that the most natural mechanisms were those of WKRM,

MHUB, and SPAT, with 79%, 90%, and 68.4% of users responding
“Strongly agree” and “Agree,” respectively. Although WKRM was
not the platform that received the most combined “strongly agree”
and “agree” responses, it was the platform with the most “strongly
agree” responses (57.9%). In contrast, ARTH was perceived as
less natural, with only 23.5% of users answering “strongly agree”
and having the highest percentage of “strongly disagree” (23.5%)
answers among the four metaverses.

Similarly, in question 7 of the FCQ, which asked about the tool
that caused the most discomfort, WKRM and SPAT had the best
results (generated the least discomfort), while ARTH and MHUB
had the worst (generated the most discomfort). At this point,
there is a discrepancy with question 26 since when asked if any
discomfort was experienced during the test, 75% of people reported
at least one symptom of VR sickness in SPAT.

Regarding concentration during the experience, it was found
that participants were able to concentrate much more in WKRM
and SPAT and less in ARTH andMHUB (Figures 3, 4). In questions
10 PEQ and 3 FCQ, it was found that participants were most able
to concentrate in WKRM, with 44.4% of participants responding
“strongly agree” and 96% of participants ranking WKRM in the
first place.

4.2.3 H3: Applications with more interactions
(walking, dancing, sending emojis, etc.) will be
more distracting and negatively impact students’
attention and learning

When examining the results of “strongly agree” in questions 4,
5, 7, 8, and 22 PEQ and question 2 FCQ (Figures 3, 4), which inquire
about the naturalness, intuitiveness, and integration of interactions
with the environment, it can be seen thatWKRM is in the first place.
On the other hand, although the results for the other metaverses
vary, looking at the combined percentages of “strongly agree”
and “agree,” the results are generally better for SPAT, followed by
MHUB, and ARTH. However, precisely according to question 7,
the applications with the least intuitiveness were SPAT and ARTH,
obtaining the highest percentages of “strongly disagree.”

Questions 21, 24, and 25 of the PEQ, and question 4 of the
FCQ pertain to usability and difficulty of use of the metaverses. The
results show that WKRM and SPAT were easier for participants,
while MHUB and ARTH were more complicated, in that particular
order. However, in question 23 of the PEQ, “I imagine most
people would learn to use this technology quickly,” MHUB ranked
second after WKRM, with 50% of people responding that they
strongly agreed.

Finally, questions 6 FCQ and 20 PEQ (Figures 3, 4) ask, “Which
virtual reality environment did you find most suitable for a virtual
class?” and, “I think I would like to use this application frequently,”
respectively. These questions show thatWKRMhas the best results,
with 88% of people ranking it in first place in question 6 FCQ and
more than 50% of “strongly agree” responses in question 20 PEQ.
On the other hand, the results for the other metaverses do not seem
conclusive, as the percentages and rankings are close, but in general,
SPAT is in second place. In addition, although ARTH and MHUB
rank lowest, the results suggest that ARTH may be more suitable
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FIGURE 3

Post experience questionnaire (PEQ) results: these are divergent bar charts, with each chart representing the results of the 25 questions per

application. The first chart is for WKRM, the second for ARTH, the third for MHUB, and the fourth for SPAT. The colors represent: “strongly agree,”

“agree,” “neutral,” “disagree,” and “strongly disagree,” where “strongly agree” is red and “strongly disagree” is dark blue. On the x-axis, the count of

individuals who selected a specific response option is shown. On the y-axis, the corresponding question number is displayed. Above the chart, the

percentage of people who responded with each specific option is shown (only results above 20% are included for better visualization). The questions

marked with an asterisk have a negative connotation.

for a class in the metaverse, while people would like to use MHUB
more frequently.

4.3 Discussion

We begin the discussion by evaluating whether metaverses with
avatars displayingmore natural (or faithful) facial expressions allow
students to perceive less discomfort and greater immersion, as
stated in Hypothesis 1.

WKRM stood out in terms of avatar perception, especially
regarding naturalness, eye contact, and immersion, as indicated
by questions 1, 2, 3, 12, and 18 of the PEQ (Figure 3). This
supports hypothesis 1, as WKRM features avatars with more
facial expressiveness. In addition, instructors used the Meta Quest
Pro, allowing students to observe the facial expressions and gaze
tracking of WKRM’s avatars. This factor may have played a crucial

role in the greater acceptance ofWKRM’s avatars, possibly fostering
a closer and more realistic connection. This is particularly relevant
as eye contact between teachers and students is an essential form
of non-verbal communication that helps teachers capture students’
attention (Haataja et al., 2021).

The combination of eye and mouth movement positively
influences social presence in virtual reality, as combining verbal
explanations with eye movements induces a greater sense of co-
presence (Kimmel et al., 2023). This could be one of the reasons
why SPAT, despite having avatars with a similar appearance
to WKRM, did not achieve the same results. SPAT’s avatars
have an anthropomorphic appearance that does not attempt to
be overly realistic. Still, unlike WKRM, they have less facial
expressiveness and limited eye movement, often looking straight
ahead with minimal variation. Additionally, the avatars in SPAT
had a predetermined walking style that did not appear natural.
This type of unvaried expression and unnatural movement could
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FIGURE 4

Divergent bar charts are used to display the results of the Final Comparative Questionnaire (FCQ). On the x-axis, the scale of application rankings is

shown, and on the y-axis, the number of individuals who placed each application in each option is displayed. The legend indicates which color

corresponds to each application.

have contributed to SPAT’s results not being closer to WKRM.
However, SPAT’s second-place ranking supports hypothesis 1, as
it features avatars with caricature-like appearances but not highly
expressive faces.

The results for ARTH in several questions related to avatars
are consistently low, which could be explained by the phenomenon
known as the “uncanny valley.” This concept refers to the adverse
emotional reaction people experience when encountering an avatar
that closely resembles a human but exhibits subtle differences
(Mori et al., 2012). ARTH stands out among the four evaluated
metaverses for using users’ photos as facial textures for avatars,
attempting to achieve a realistic appearance, which possibly led
to the perception of subtle strangeness mentioned by users. It is
essential to note that these results are in line with hypothesis 1,
which posits that avatars with less facial expressiveness and a non-
caricature-like appearance will generate a less positive response
from users.

Although non-human avatars show promise in entertainment
areas in virtual reality (Krekhov et al., 2019b,a), our research
suggests that they may not be equally promising for metaverse
classes. This is evident with MHUB users, who, using object-
based or animal-based avatars, considered them unsuitable for a
metaverse class. These results indicate that although caricature-like
avatars may cause less discomfort, they risk becoming distractions.
Therefore, it may be time to consider an intermediate zone between
realistic and caricature-like for an avatar to be most effective for
metaverse classes.

The results for ARTH did not show a clear trend on the Likert
scale on the PEQ, as each response option received a similar
number of evaluations, especially in terms of immersion. These
results may be due to issues with ARTH’s avatars. During testing,
discrepancies in avatars, such as representing male bodies for
some females, were observed. Additionally, avatar heights seemed
inconsistent, with some people having very short avatars while

others had significantly taller ones. Variability in avatar form, with
sudden changes in the presence or absence of legs, was also noted.
These irregularities could have significantly contributed to an
inconsistent immersion experience, explaining the obtained results.

We continue by evaluating whether metaverses that
offer the option to sit or remain in a fixed location
are less distracting and allow for greater concentration,
resulting in improved learning outcomes, as proposed in
hypothesis 2.

Based on observational information obtained from class
recordings, we found that in applications that allowed students
to move freely, they tended to explore the virtual environment
more and pay less attention to the instructor and the class itself.
Furthermore, the results showed that WKRM, with the most
significant movement restrictions, is the platform that provides
the most natural sense of movement for a classroom, which
contributes to students focusing more easily on the lesson. On the
other hand, metaverses like MHUB, SPAT, and ARTH, which offer
more freedom of movement, were perceived as less natural and
presented obstacles to concentration. These findings are consistent
with hypothesis 2.

Among these three applications, MHUB is the least affected by
the lack of natural movement, as its avatars lack legs. In contrast,
in SPAT and ARTH, all avatars perform the same type of walking
cycle because leg movement is automatically generated based on
the user’s head position. This type of virtual reality locomotion,
with pre-recordedmovements or static legs, can induce VR sickness
(Lee et al., 2020). This is consistent with the results shown in
the Figure 5.

In summary, we can conclude that to promote a natural,
immersive experience and facilitate concentration, it is essential
to prioritize the naturalness of movement in the classroom.
This naturalness can be achieved by restricting the freedom of
movement and showing amore natural legmovement. If the former
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TABLE 10 Mean and standard deviation for each question of the PEQ in the metaverse (questions marked with ∗ have negative connotations).

ARTH MHUB SPAT WKRM

Question Mean Standard
deviation

Mean Standard
deviation

Mean Standard
deviation

Mean Standard
deviation

Q1 3.500 1.689 3.556 1.667 4.053 1.079 4.167 1.505

Q2 3.722 1.406 3.667 1.732 3.737 1.368 4.111 1.491

Q3 3.333 1.572 3.000 1.414 3.474 1.611 4.111 1.491

Q4 3.722 1.487 3.667 1.581 3.316 1.734 4.167 1.505

Q5 3.167 1.425 3.444 1.509 3.579 1.216 4.111 1.491

Q6 2.833 1.654 3.667 1.658 3.368 1.674 4.000 1.495

Q7 2.833 1.654 3.556 1.509 3.211 1.548 3.722 1.602

Q8 3.000 1.847 3.333 1.871 3.684 1.376 3.778 1.629

Q9 2.444 1.464 2.889 1.764 2.158 1.167 2.611 1.501

Q10 2.944 1.434 3.333 1.581 3.316 1.734 3.500 1.757

Q11 3.278 1.602 2.778 1.716 3.526 1.645 4.111 1.530

Q12 3.556 1.617 3.667 1.871 3.947 1.615 4.278 1.526

Q13 3.556 1.653 3.000 1.803 3.789 1.813 4.222 1.517

Q14 3.778 1.555 3.333 1.803 3.474 1.611 3.667 1.879

Q15 2.833 1.581 2.625 1.768 3.158 1.573 3.111 1.641

Q16 3.000 1.645 3.222 1.986 3.474 1.504 3.667 1.749

Q17 3.222 1.517 3.556 1.878 3.632 1.342 3.833 1.654

Q18 3.722 1.526 3.111 1.764 4.316 0.946 3.833 1.757

Q19 3.588 1.417 3.667 1.871 3.579 1.742 3.944 1.798

Q20 3.000 1.455 3.778 0.667 3.105 1.560 4.111 1.323

Q21∗ 2.667 1.138 2.222 0.833 2.105 1.049 2.056 1.349

Q22 2.944 1.626 3.444 1.130 3.737 1.147 3.889 1.605

Q23 3.611 1.501 3.444 1.667 4.053 1.026 4.000 1.645

Q24∗ 2.722 1.074 1.778 0.833 1.737 1.147 1.611 0.850

Q25∗ 2.444 1.199 1.778 0.667 2.000 1.000 1.833 1.295

The scale ranges from 1 to 5, where the values correspond to the following responses: “strongly agree” = 5, “agree” = 4, “neutral” = 3, “disagree” = 2, “strongly disagree” = 1.

FIGURE 5

Percent of people who reported at least one virtual reality sickness symptom. Results of question 26 of the Post Experience Questionnaire (PEQ).
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is not possible, it is better to opt for scenarios where avatars’ legs
are not visible. Therefore, although hypothesis 2 is partially fulfilled,
findings suggest that ensuring the naturalness of movement is more
important than limiting mobility.

We continue the analysis by evaluating whether metaverses
with more interactions (walking, dancing, sending emojis, etc.)
were more distracting and affected students’ attention and learning,
as proposed in hypothesis 3.

The classes delivered were traditional lectures, with two
instructors providing information and expecting students to pay
attention. In terms of program functionalities, only virtual presence
in the classroom was required. With this premise, the results
showed that WKRM was the tool that best suited the requirements
and achieved the best interaction results. On the other hand,
ARTH had interaction functionalities that needed to be considered
when designing the lesson, resulting in several students becoming
distracted by manipulating decorative elements (3D models) in the
classroom instead of paying attention to the class. This could have
been a possible cause of the negative concentration results.

Returning to hypothesis 3, contrasting WKRM and ARTH
shows that if a program’s functionalities align with the class’s
objectives, the exercise will be highly effective. However, if the
class dynamics do not consider all the program’s interaction
possibilities, the functionalities left out of the pedagogical
exercise may become a distraction factor. In other words, the
hypothesis is partially correct because it is not about having
many interaction functions but about using them to achieve the
class’s objectives.

This was true not only for ARTH but also for SPAT and
MHUB, two programs that had more interaction functionalities
than WKRM. In SPAT, the functionality that should have been
considered was the degree of avatar movement, which resulted
in students becoming distracted by exploring the space and its
movement possibilities. In MHUB, the interaction functionalities
among avatars through emojis were not considered, resulting in
several people using emojis, which diverted students’ attention.

Although not statistically significant, the learning Delta results
show better results in WKRM than in the other applications. This
supports the previous conclusion, as the permitted functionalities
were few and more oriented toward the class dynamics.
Additionally, we believe that the novelty factor may have been
counterproductive for learning in this experiment.

Although metaverse technologies continuously evolve and
improve, the conclusions drawn from the four metaverses studied
in this research also apply to future metaverses. For instance, while
MHUB was operational at the time of our experiment, it has
since ceased to exist. The insights gained from WKRM, Spatial,
MHUB, and ARTH provide a comprehensive understanding of the
current state of the practice and remain relevant for analyzing and
designing future metaverse environments.

5 Study limitations

Our within-subject design influences many variables in the
study. Future work could use an experimental design based on
a between-subject design, although extra considerations related
to comparison between subjects, such as the number of subjects

and effective ways to compare results of different subjects, will
have to be taken into account. Four main limiting factors that
could have influenced the results were identified while conducting
the tests. The first and most significant factor was the novelty
factor from participants. On the day before the tests, participants
underwent a setup session for each metaverse and a trial session
with one of the tools; however, these sessions did not mitigate
the novelty factor, as they only tried one of the metaverses, and
in the evaluated sessions, they did not experience the metaverse
they had tested the day before. The novelty factor led to many
cases where participants did not concentrate on the class due to the
multitude of new functions they had access to. For future research,
it is recommended to include more trial sessions for each metaverse
to familiarize participants with the tools and reduce the impact of
the learning curve.

The second factor was fatigue at the time of conducting the
tests. On one hand, the time required to set up and prepare
the applications varied among the metaverses, being faster in
WKRM and SPAT and slower in ARTH and MHUB. Although this
was not an evaluated factor, this time and ease of configuration
should be considered as they can increase pre-class fatigue and
affect users’ attention. On the other hand, the sessions were
conducted throughout a single day, so the accumulated fatigue
during the day could have influenced the decrease in attention,
affected the perceived quality of the platforms, and reduced overall
performance in learning tests.

The third factor was the manner in which classes were
conducted in different applications. For each metaverse, a class on
a specific topic was held. Still, as not all topics were tested in each
metaverse, it is impossible to determine whether the class’s subject
influenced the perception of the metaverses.

The last factor was the focus on the selected metaverses.
Currently, numerous platforms allow people to meet and
attend virtual classes. This study considered four specific
metaverses, two of which are designed for collaboration in
educational and professional aspects (WKRM and ARTH), and
the other two are designed for socialization and entertainment
purposes (MHUB and SPAT). Future work could consider other
metaverses or newer versions with more functionality. We believe,
however, that these four metaverses display a vast array of
functionalities and a broad spectrum of potential within existing
metaverse environments, thereby epitomizing the current state
of practice.

6 Conclusions and future work

This study has conducted a comprehensive analysis of different
metaverses and respective experiences for teaching in a virtual
reality environment. Our main objective was to assess how these
applications’ avatars, organization, and functionalities influence the
perception ofmetaverses, immersion, and concentration in a virtual
reality class.

Our findings support Hypothesis 1, which posited that avatars
withmore natural facial expressions would generate less discomfort
and greater immersion. WKRM, in particular, featuring highly
expressive avatars, achieved outstanding results in terms of
naturalness, eye contact, and immersion. The use of the Meta
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Quest Pro by instructors to track the facial expressions and
gaze of avatars in WKRM likely played a crucial role in this
increased acceptance.

Likewise, our research supports Hypothesis 2, which suggests
that applications offering the option to sit or remain in a fixed
location are less distracting and allow for greater concentration.
WKRM, with movement restrictions, achieved a more natural
sense of movement for classes, facilitating student concentration.
On the other hand, metaverses like MHUB, SPAT, and ARTH,
offering more freedom of movement, were perceived as less natural
and presented obstacles to concentration. However, we also found
evidence that the naturalness of movement is equally important. If
this is not guaranteed, one possible option to avoid affecting the
experience is to limit movement to some extent.

Hypothesis 3 proposed that applications withmore interactions
could be more distracting. However, our results show that the
effectiveness of an application depends on how its functionalities
align with the class’s objectives. WKRM, which best matched the
lesson requirements, achieved the best interaction results. On the
other hand, ARTH, which had functionalities not considered in the
class dynamics, resulted in student distraction.

This study has illuminated the importance of designing
metaverse applications in educational contexts. Nevertheless,
significant limitations have been identified. Participant
inexperience with virtual reality technology and the absence
of prior learning sessions may have influenced their concentration
and perception. Additionally, key limitations include differences in
class themes and potential participant fatigue due to configuration
procedures and conducting sessions in a single day. Furthermore,
focusing on four specific metaverses restricts the generalization of
results to other virtual reality platforms.

In the future, it is suggested to includemore learning sessions to
familiarize participants with the technology and reduce the learning
curve. Additionally, further research could address how to adapt
application functionalities to avoid unnecessary distractions in
educational environments, helping in the preselection of platforms
for use.
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