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Background: Generative artificial intelligence (Gen-AI) has emerged as a transformative tool in research and education. However, there is a mixed perception about its use. This study assessed the use, perception, prospect, and challenges of Gen-AI use in higher education.

Methods: This is a prospective, cross-sectional survey of university students in the United Kingdom (UK) distributed online between January and April 2024. Demography of participants and their perception of Gen-AI and other AI tools were collected and statistically analyzed to assess the difference in perception between various subgroups.

Results: A total of 136 students responded to the survey of which 59% (80) were male. The majority were aware of Gen-AI and other AI use in academia (61%) with 52% having personal experience of the tools. Grammar correction and idea generation were the two most common tasks of use, with 37% being regular users. Fifty-six percent of respondents agreed that AI gives an academic edge with 40% holding a positive overall perception about the use in academia. Comparatively, there was a statistically significant difference in overall perception between different age ranges (I2 = 27.39; p = 0.002) and levels of education (I2 = 20.07; p < 0.001). Also, 83% of students believe AI use will increase in academia with over half agreeing it should be integrated into learning. Plagiarism (33%), privacy issues (14%), and lack of clarity by the university (13%) remain the top concerns regarding the use of Gen-AI and other AI tools in academia.

Conclusion: Gen-AI and other AI tools are being used and their use will continue to grow in higher education. While current use is challenging due mainly to plagiarism fear and lack of clarity by the university, most users believe AI should be integrated into the university curriculum.
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1 Introduction

Generative artificial intelligence (Gen-AI) has emerged as a transformative force in higher education, with its adoption steadily rising, including in the United Kingdom (Education, 2024). This trend has sparked a range of perceptions and opinions, ranging from optimism regarding its potential to revolutionize the teaching and learning process to concerns about its implications for academic integrity and the traditional roles of educators (Farrelly and Baker, 2023). The integration of Gen-AI into higher education settings has ignited debates surrounding issues such as authorship and the impact on academic standards (Lim et al., 2023).

While some view Gen-AI as a promising tool capable of improving educational experiences through the creation of high-quality learning materials, others express concerns about its impact on the autonomy and pedagogical expertise of educators (Jain and Raghuram, 2024). The rapid advancement of Gen-AI technologies has heightened these discussions, prompting educators, policymakers, and scholars to grapple with its implications for the future of education (İpek et al., 2023; Yusuf et al., 2024).

Lim et al. define Generative Artificial Intelligence as a technology that uses deep learning models to generate human-like content in response to complex and various prompts (Lim et al., 2023). This capability has rendered Gen-AI ubiquitous across various domains, including education, law, policymaking, and content creation (Yusuf and Tambuwal, 2018). Its ability to emulate human-like responses has facilitated its integration into educational practices, offering unique opportunities for personalized learning experiences, content generation, and management (Guan, 2022; Liu et al., 2022; Mao et al., 2024).

Understanding the perception of Gen-AI use in UK higher education is crucial for identifying potential challenges and opportunities in the integration of AI technology in educational settings. As Gen-AI continues to evolve at a rapid pace, it holds the promise of driving innovation and enhancing educational outcomes (Jain and Raghuram, 2024). However, alongside its potential benefits, the widespread adoption of Gen-AI presents a host of challenges that must be addressed through effective policies and measures (Farrelly and Baker, 2023). Failure to navigate these challenges could undermine the integrity of academic practices and exacerbate existing disparities within higher education (Farrelly and Baker, 2023; Mao et al., 2024).

In the coming years, the trajectory of Gen-AI in higher education will be shaped by ongoing debates and efforts to harness its potential while mitigating associated risks (Banh and Strobel, 2023). Understanding the multifaceted nature of perceptions surrounding Gen-AI is essential for informing strategic decisions and ensuring its responsible integration into educational settings (Wu et al., 2020).

Previous studies have delved into the application of artificial intelligence (AI) within educational contexts; however, there remains a notable gap in the literature concerning the specific perception and adoption of Gen-AI within the landscape of UK higher education. While some research has explored perceptions of Gen-AI in education settings, such investigations have primarily been conducted in various global contexts such as Hong Kong and India (Chan and Hu, 2023), leaving a significant gap in understanding the complex dynamics within the UK higher education system.

To bridge this gap in knowledge, the present study aims to investigate the perception of Gen-AI use among students within a UK higher education institution (University of Bolton, Greater Manchester; UK Northwest region). By concentrating on a specific institution within the UK and its unique academic environment, this study aims to provide insights that are both contextually relevant and generalizable which can inform the development of policies and strategies for the effective integration of AI technology in UK higher education. Thus, this study aims to answer the question about whether higher education students in the UK have a positive or negative perception of the use of gen-AI and AI for academic purpose and their expectation regarding integration into learning curriculum.



2 Literature review


2.1 Brief history and trend of AI

AI describes the ability of computer systems to acquire, synthesize data to adapt, self-correct, and perform complex tasks in a human-like mode (Popenici and Kerr, 2017). Indeed, AI has metamorphosed from the early idea of Turing about the integration of intelligent thinking and reasoning into machines (Turing, 1936; Turing, 2009) along with the advancement of technologies with which it can be accessed.

In terms of research output on the use of AI, a recent study showed that AI-related publications rose significantly (>7 times) from the early part of the millennium to over half a million as of 2018. Indeed, this is accompanied by increasing global investment in various field of AI use with increasing demand and potential for usage in all aspect of human life. Further, AI-related research continues to be one of the most funded in academia especially related to the field of computer vision and general machine learning and artificial intelligence (Gardner et al., 2022; Rahkovsky et al., 2021). According to the Artificial Intelligence Index Report 2019, specialization in AI continues to be the most popular among computer science students especially in north America (Perrault et al., 2019). Put together, the trend in the development and integration of AI tools may continue to grow in line with the increasing demand across various fields (Shoham et al., 2018).

Indeed, in recent years, the use of AI has spread across all aspect of the human life including in farming, engineering, healthcare, and most importantly in education (Chen et al., 2022; Chui et al., 2018; Esmaeilzadeh, 2020; Harry and Sayudin, 2023). The use of AI in higher education has gained traction in the past decades, peaking in some countries during the COVID-19 pandemic with the need for digital remote education to reduce the impact of lockdowns around the world (Haris and Al-Maadeed, 2021; Nawaz et al., 2020; Pantelimon et al., 2021).



2.2 How AI is used in education

AI use in higher education have seen overall increase in various aspects including in the improvement of students experience through

i. Targeted and personalized learning: this involves the use of AI-generated contents to modify teaching activities tailored to individual student’s psychological requirements and contextual factors with the possibility of improving knowledge retention, engagement, and boosting creativity (Pataranutaporn et al., 2021). For instance, using virtual instructors (such as anime characters), an increase in students enthusiasm and engagement was observed by a tutor (Edwards, 2020). Aside creating virtual tutor as avatar, other studies have shown that using virtual characters and avatars as a virtual embodiment of students themselves can help personalize learning experience and improve learning outcomes, motivation, and creativity among others (Falloon, 2010; Fitton et al., 2023; Guegan et al., 2016; Hong et al., 2019; Hudson and Hurter, 2016; Ratan et al., 2022).

ii. Supporting students’ wellbeing: Other ways AI have been used in education is as virtual wellbeing counselor. Indeed, mental health apps using AI have received significant attention recently and have been shown to be effective in the treatment of various mental health problems including depression and anxiety (Crosby and Bonnington, 2020; Wu et al., 2021), post-traumatic stress disorder (Goreis et al., 2020), Attention deficit hyperactivity disorder (Moëll et al., 2015), Obsessive-compulsive disorder (Van Ameringen et al., 2017) among others. However, several limitations persist regarding conformation to clinical guideline and lack of government and standard oversight (Radovic et al., 2016; Torous et al., 2019; Torous and Roberts, 2017).

Also, AI have been used by faculty staffs in various forms including for

i. Grading and assessment: traditional grading system for the assessment of students’ knowledge retention serves as the benchmark in higher education. Although, useful it suffers the limitation of efficiency and scalability especially in nuanced modern assessment mode such as open-book assessment (Dimari et al., 2024). This is further complicated in situations of high students, number which may result in tutors going for easier to assess but inappropriate assessment mode (Fagbohun et al., 2024). In this situation, AI-based grading system provides a viable alternative which may ensure quality, accuracy, efficiency and fairness (Dimari et al., 2024). Indeed, various studies have reported both the feasibility and promises of AI-integration for automated grading system in higher education (Gao et al., 2024; Hao et al., 2024; Vittorini et al., 2021).

ii. Predictive analytics: for targeted approach to improve students’ engagement and dropout and underperformance. Predictive analysis algorithms are very well applied in higher education institutions using student-related data (past or real-time) to predict academic outcomes and as early warning systems for potential risks of students’ course failure or dropout (Gandomi and Haider, 2015). Generally, insights generated through predictive analytics are useful in the potential design of timely targeted remedial interventions to increase positive learning outcomes (Liz-Domínguez et al., 2019). Various predictive analytical AI or machine learning models are often used including support vector machine, decision tree, K-Nearest Neighbor linear or logistic regression among other usually with the best model chosen based on relative performance (Kumar et al., 2018; Livieris et al., 2016; Oppong, 2023; Sghir et al., 2022; Walia et al., 2020).

iii. For general administration: administrative responsibility is a substantial part of academic responsibilities which in many cases have been reported to have detrimental effect on research output as well as teaching efficiency and consequently students experience (Davidovitch and Cohen, 2024; García-Gallego et al., 2015; Kim, 2019; Martin Iii, 2021; Martin, 2022). Thus, the integration of AI for automated administrative processes could and have been shown to reduce the workload of higher education staffs, freeing up more time for improved teaching, students’ engagement while boosting research output and saving time and resources (Ahmad et al., 2022; Aldosari, 2020; Crompton and Song, 2021; Saaida, 2023). Specific areas where AI has been used in administrative responsibilities include in managing student admissions, financial aid processing, library service, budgeting, and counseling (Dennis, 2018; Zawacki-Richter et al., 2019). Also, studies have shown the potential of Ai in other tedious administrative tasks including human resources (staff recruitment) (Balcioğlu and Artar, 2024; Budhwar et al., 2023; Gong et al., 2022).




3 Methods


3.1 Study design, and ethics

This is a cross-sectional prospective survey aimed to assess the prevalence and perception of gen-AI use among higher education (university) students in the UK. This study was registered, and ethics approval was acquired from the University of Bolton Ethics Committee (AUTOYEHP00207). Data was collected between January and April 2024. The survey was designed electronically using Microsoft Forms and consent was asked following a detailed description of the aim of the survey. Thus, only participants who consented to participate in the survey did so. The response was collected completely anonymously in respect of the GDPR (The General Data Protection Regulation) (Addis and Kutar, 2018). The study was conducted strictly following the Declaration of Helsinki regarding human participants (Shrestha and Dunn, 2020).



3.2 Data collection

All current students at the University of Bolton with active student email addresses were eligible for this study. Generally, this includes adults of 18 years and above irrespective of country of origin. Generative AI use was defined as the utilization of any form of artificial intelligence tool including large language modeling tools (e.g., ChatGPT), grammar correction tools (e.g., Grammarly), and other AI-based tools in any part of academic activities. The survey question included a brief introduction describing the modes of AI included in the definition specifically with reference to those tools used to augment or assist academic activities and learning including ChatGPT, Grammarly, Plagiarisms detection tools. The survey was sent to the central administrative office at the University of Bolton and sent out to all active students’ emails. The survey was resent were sent later and links were also shared during classes to increase engagement with the survey. All active students at the university have a working email which is the primary contact and employed in this study to ensure it reaches the students.



3.3 Survey design and distribution

The survey design involves a thorough literature review on how previous studies assessing perception of students in higher education and includes 7 different sections. Section 1 provides general information and consent to participate while section 2 collects demographic information about the participants. Sections 3 and 4, respectively, measured the general understanding and perceived impact of gen-AI and AI in an academic context. The perception and challenges faced in the use of AI are covered in section 5, while section 6 surveys participants’ expectations and projections of AI use in academia. In general, parts of section 3, 4, 5, and 6 measuring the understanding, impact, perception, expectation, and prospect of AI involves the use of 5-point Likert scale with highest score attributed higher factors visa vice. Sections 7 provides participants with the opportunity to give general thoughts and feedback on the subject. A copy of the survey question is provided as Supplementary Table S1. The survey was distributed to the students via various platforms including email, and social platforms.



3.4 Power calculation

We performed a power calculation to estimate the number of participants needed to draw a significant conclusion with a confidence interval of 95% and a margin of error of 8%. Giving the population of students at the University of Bolton is about 11,000 in 2024 and considering that the survey link was opened by approximately 10% of students, the minimum sample size required for this study to be generalizable was calculated to be 137.



3.5 Statistical analysis

Respondents’ characteristics were summarized using descriptive statistics and presented as counts and percentages. To assess the difference in overall perception of Gen-AI across gender, age, and education level, Pearson Chi-square analysis was performed on the coded 5-point Likert scales of participants’ responses. Statistical analysis was performed using SPSS Statistics 26 (IBM Corp., Armonk, NY). A 2-tailed p-value of < 0.05 was defined as significant in all statistical analyses.




4 Results


4.1 Characteristics of participants

A total of 136 participants consented and responded to this survey out of a total of 140 that confirmed receipt. This is equivalent to a response rate of 97%. Of the 136 responders, 59% (80) identified as male. Further, most responders were between the ages of 18 and 34 (~77%) and studying an undergraduate at the undergraduate level (57%). In general, students in the fields of Engineering and Technology as well as Arts and Design were the most represented (42 and 25% respectively; Table 1).



TABLE 1 Demographic information.
[image: Table1]



4.2 Awareness and use of gen-AI

The awareness of participants about the use of gen-AI for academic purposes was measured in this survey. In general, 61% (83/136) of the participants were either highly or moderately familiar with the use of gen-AI for general purposes, with 22% (30/136) and 14% (19/136) being somewhat or slightly familiar with the tools. Also, around 94% (128/136) of the participants were aware of the use of gen-AI for academic purposes, while 52% (71/136) have personally used gen-AI for academic tasks. Specifically, the four most popular tasks for which AI tools have been generally used among respondents who declared using these tools (71/136), were grammar corrections (56%; 40/71), idea generation (55%; 39/71), answering questions (41%; 29/71), paraphrasing and summarizing (37%; 26/71; Figure 1). Indeed, 37% (26/71) of the respondents who answered yes to the usage of Gen-AI and other AI tools (71 participants) reported regular (always or often) use of AI tools, while 61% (43/71) sometimes or rarely use the tools (Table 2).

[image: Figure 1]

FIGURE 1
 Academic tasks for which Gen-AI (Generative Artificial Intelligence) and AI (Artificial Intelligence) have been used by participants.




TABLE 2 Awareness and use of Gen-AI.
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4.3 Perception of gen-AI and other AI use for academic purposes

Table 2 shows the respondents’ perception and expectations (prospect) regarding the use of Gen-AI. Overall, 56% (76/136) of the respondents perceived that Gen-AI offers an edge when used for academic purposes with only 15% (20/136) disagreeing with this belief. Also, most respondents (40%) have positive perceptions about the use of Gen-AI and other AI tools in academia with 21% having a negative overall perception of these tools. In terms of overall perception, there was no significant between participants based on gender (I2 = 4.84; p = 0.304). However, there was a significant difference in perceptions of the Gen-AI and other AI tools across different age ranges (I2 = 27.39; p = 0.002; Figure 2) and education level (I2 = 20.07; p < 0.001; Figure 3). Finally, when asked to describe AI in a single word, the overall association was positive (Supplementary Figure S1) with majority of participants using words such as “Innovative,” “Helpful,” “Artificial Intelligence,” and “Good,” while students also used words like “Concerning.”

[image: Figure 2]

FIGURE 2
 Overall perception of Gen-AI and other AI tools across different age ranges. Gen-AI, Generative Artificial Intelligence.


[image: Figure 3]

FIGURE 3
 Overall perception of Gen-AI and other AI tools across different education levels. Gen-AI, Generative Artificial Intelligence.




4.4 Prospect and limitation of gen-AI and other AI use for academic purposes

Regarding the use of Gen-AI and other AI tools, most respondents (83%; 112/136) agreed that these tools will be used increasingly for academic purposes in the future. Also, 47% (65/136) of respondents agreed that the use of Gen-AI and other AI tools should be integrated into the university curriculum with 19% disagreeing. In terms of challenges encountered while using AI tools, the most common limitations are linked with plagiarism concerns (33%), followed by data regulatory/privacy issues (14%) and lack of clarity from the university (13%) (Table 3).



TABLE 3 Perception of Gen-AI and other AI use for academic purposes.
[image: Table3]




5 Discussion

In this cross-sectional prospective survey of higher education students in the UK, we have assessed the perception, expectations, challenges, and prospects of AI use for academic purposes. Our result shows an overall high awareness of Gen-AI and other AI tools for both general and academic use with over half of the participants having a first-hand experience of the tools for their academic works including mostly grammar correction, idea generation, and answering questions. Of the participants who declared using Gen-AI or other AI tools for academic purposes, a third of them regularly use these tools. Further, our results show that more than half of the respondents believed AI use offers academic advantages with 40% having an overall positive perception of the tools (Table 4).



TABLE 4 The prospect of Gen-AI and other AI tools for academic use.
[image: Table4]

In terms of determinants of perception type, we compared the overall perception of AI and Gen-AI across different genders, age ranges, and levels of study. Results show that while there was no difference in perception across genders, perception regarding the use of AI significantly differed across age and study levels. Specifically, this study shows that participants between the ages of 18 and 24 have the highest proportion of negative perceptions while those between the ages of 25 and 34 years have relatively more positive outlooks regarding the use of Gen-AI or any AI tool for academic purposes. Also, students studying postgraduate degrees (Master’s or Doctoral) have relatively more positive perceptions of AI use compared with those studying a first Bachelor degree. Further, over 80% of respondents believe that AI will grow in popularity as a useful tool in academia with approximately half of participants suggesting the integration into learning curriculum.

These results are similar to previous studies assessing the awareness of AI use in schools (colleges and higher education institutions). For instance, in a survey of 116 educators from a university in the United States, authors reported that “most” of the participants were aware of AI use in higher education (heard of or used) although the proportion of participants that responded being aware of the tools were not given. Also, the authors reported an overall positive perception and sentiment around the use of AI among educators (Ghimire et al., 2024). Also, in a recent, similar study of university students (n = 1,135) in Australia, Kelly et al., reported a high overall awareness (very little knowledge, moderate, or a lot of knowledge) of AI or Gen-AI by students with less than half had used the tools. Further, there was no significant difference in awareness of Gen-AI or AI between different genders or ages although confidence in using these tools differed between the groups (based on gender and age). Intuitively, students ages over 40 were reported to be less likely to use Gen-AI and AI or be confident in using the tools compared with under 25 years old students (Kelly et al., 2023). While the authors did not assess or report the overall difference in perception between the groups, the difference in use and confidence about the use of Gen-AI and AI provides an interesting context. Specifically, this result may be linked with a relatively lower representation of older students in higher education resulting in a relatively higher and statistically significant difference. Alternatively, it could indeed reflect the age difference in AI and general technology adoption that has been reported in previous studies (Chan and Lee, 2023). Also, students at higher levels of education were more likely to have a positive perception of AI. We hypothesize that this may be due to the increased need for creativity (idea generation) as well as the larger volume of writing required in higher levels of university education compared with lower. This may correspond to an increased need to use Gen-AI or other AI tools for idea generation and grammar correction, two of the main uses that most responders in this study have reported (Figure 4).

[image: Figure 4]

FIGURE 4
 Challenges faced by respondents regarding the use of Gen-AI and AI tools for academic purposes.


The use of AI in higher education has been argued to have the potential to revolutionize various aspects of teaching, learning, and research with specific advantages of increasing access to information, retention of knowledge, and learning outcomes at a relatively lower cost (financial and time) (Klutka et al., 2018). Indeed, various studies have reported the successful application of AI in higher education institutions. For instance, Hannan and Liu reported the successful use of AI in improving enrolment management, students’ learning experience, and student support in higher education institutions (Hannan and Liu, 2023). Also, Jin et al. showed the usefulness of AI in supporting self-regulated online learning in higher education (Jin et al., 2023). Thus, AI may serve as a tool for the improvement of higher education practices and services if integrated well based on research and rigorous stakeholder involvement. This integration may also help in various teaching scenario where face-to-face teaching or learning is not possible. For instance, during global pandemics or cases where online teaching is the only option, AI may be used to augment learning experience (Alqahtani et al., 2022; Diwan et al., 2023; Holstein, 2019; Kim et al., 2020). However, AI also potentially threatens the traditional approach to teaching especially in higher education institutions which may also be in the best position to harness the benefits of these tools in empowering tutors and learners (Bates et al., 2020).

Responders also reported various limitations to the efficient use of AI for academic purposes. Expectedly, fear of plagiarism remains the most reported challenge faced by responders followed by data privacy issues and lack of clarity from the institution regarding the use of Gen-AI and other AI tools for academic works. This corroborates some of the concerns raised in a previous study. Specifically, educators’ main concerns surrounding the use of AI were reported to be mainly the potential for cheating (which may manifest in the form of plagiarism), equity and access as well as the potential to restrict creativity (Ghimire et al., 2024).

This study has several limitations associated with self-reporting and the design of this study is cross-sectional. Specifically, self-reporting is associated with recall bias (Althubaiti, 2016), while cross-sectional studies do not cater to changes in response that may result, for instance, from increased use of Gen-AI and AI tools by participants (Solem, 2015). Particularly, perception may become more positive or negative as participants become more aware of the tools. Another limitation is linked with the Hawthorne effect whereby participants’ behavior (response) is influenced by the fact of being studied whereby, they would have behaved or responded differently were they not involved in a study (Adair, 1984; Sedgwick and Greenwood, 2015). Finally, the sample size and the single-centered location of the study population limit the generalizability of our results. Given the diverse nature of higher education institutions in the UK and the varied demographics of students (Fitzpatrick, 2023), it is essential to examine individual perceptions across different fields to attain a comprehensive understanding of this subject. Each UK region may present unique challenges, opportunities, and attitudes toward Gen-AI integration, necessitating multi-regional investigations to capture the full spectrum of student’s perspectives. Finally, the sample size for this study is low (1 participant lower than the required amount of 137 according to the power calculation), warranting a careful interpretation of the findings in terms of generalization. While the importance of high response rate is cannot be overemphasized (Fosnacht et al., 2017), the low percentage of reach in this study is a result of the inherent difficulty associated with students’ survey which has been extensively described in literature (Dey, 1997; Nair et al., 2008; Van Mol, 2017).

Irrespective of this, the power calculation showed that the sample size is sufficient, and this study provides the basis for future, potentially larger, multicenter, longitudinal studies.

In sum, there is a high awareness of Gen-AI and other AI tools among university students in the UK some of whom use the tools for academic purposes including grammar correction, idea generation, and answering questions. Also, there is a high awareness of Gen-AI and other AI tools among students with an overall positive perception about the tools which depends on age and level of study. Also, various concerns about AI use were raised including plagiarism, data privacy, and lack of clarity by the institution. However, there is a high expectation that AI will become popular in academia and suggestion that they should be incorporated into the curriculum.

As AI becomes more and more inevitably incorporated into all aspects of society, education institutions must consider its use and provide further guidance that allows educators and learners to harness the positive aspects of these innovative tools while protecting the traditional values that make higher education institutions especially the hub of originality, creativity, and integrity.
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