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Developing a design thinking 
artificial intelligence driven 
auto-marking/grading system for 
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This study explores the development and implementation of a design thinking Artificial 
Intelligence (AI)-driven auto-marking/grading system for practical assessments 
and accurate feedback aimed at alleviating the workload of lecturers at an Online 
Distance eLearning (ODeL) institution in South Africa. The study adopts an iterative 
approach to designing and prototyping the system, ensuring alignment with the 
unique needs and challenges at an ODeL higher learning institution (HLI). The study 
outlines a Design thinking framework for developing the AI system, emphasizing 
empathy with user needs, clear problem definition, ideation, prototyping, testing, and 
iterative improvements. Integrating such a system promises to enhance operational 
efficiency, ensure fair and unbiased grading for assessments, and provide students 
with consistent, timely, personalized feedback. Tapping on theorists such as Michael 
Foucault and Joseph Schumpeter, this study contributes to the ongoing discourse 
on innovative solutions for educational challenges in South Africa by employing a 
design thinking framework and qualitative research methods. It provides insights 
for developing and implementing AI-driven auto-marking/grading systems in 
higher education settings. Cognizant of data privacy laws, the study will highlight 
the essential adherence to ethical guidelines in automated assessment processes 
and the successful implementation of AI-driven auto-marking/grading systems 
in ODeL. Additionally, this study aligns with several Sustainable Development 
Goals (SDGs), such as Good Health and Wellbeing (SDG 3), Quality Education 
(SDG 4), Decent Work and Economic Growth (SDG 8), Industry, Innovation, and 
Infrastructure (SDG 9). The study will have a follow-up article that will report on 
the data collected, and we will conduct another study where we seek the users’ 
feedback regarding the system.
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1 Introduction

The landscape of education is evolving, demanding innovative solutions to meet the 
challenges faced by educators. In South Africa, where higher learning institutions (HLIs) 
grapple with burgeoning student populations and the need for efficient assessment methods, 
the fusion of design thinking and AI presents a promising solution (Bear and Skorton, 
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2018). Adapting assessments due to generative AI tools is timely but 
requires effort. Thus, Generative AI tools can help education by 
boosting student engagement, giving timely feedback, fostering 
collaboration, and enhancing accessibility (Ghimire, 2024). 
Educators face challenges in creating and using new online 
assessments, including time and effort, logistics, technology access, 
consistency, usability, student preferences, preparation for new 
formats, and institutional policies (Smolansky et  al., 2023). HLI 
should also be aware of the challenges, including ensuring the ethical 
use of AI, protecting student data privacy, and maintaining a balance 
between automated and human elements in education (Smuha, 
2020). Combining design thinking principles with the development 
of an AI-driven auto-marking/grading system to reduce the 
workload of lecturers in a South African higher learning institution 
would involve a comprehensive thought and implementation 
process. Integrating AI in education, especially in assessment, is a 
promising step toward a more efficient, fair, and personalized 
learning experience. As AI in education continues to evolve, 
educators and institutions must stay informed about these 
developments (Luckin and Holmes, 2016).

2 Research objective: understanding 
the challenge

This study looks at a South African OdeL university that has 
a student throughput of above 370,000, from across South Africa, 
Africa and other parts of the world, where lecturers often face 
overwhelming workloads due to manual grading processes, even 
with the assistance of external human markers (Fourie-Malherbe, 
2021; Olwal, 2023). The qualitative study will employ sample of 
seven colleges with data collection methods of interviews, 
document analysis and focus groups from university colleges 
through virtual Microsoft Teams where shared input with various 
college academic employees will strengthen the development of 
the AI Grading toll as they will establish the type of design they 
require according to their knowledge of assessment methods. The 
study has been granted approval from the research office to 
conduct interviews and focus groups from the university colleges 
as we cannot be able to conduct interviews without the research 
ethics approval. The invited colleges will be sent through email, 
and there will be documents that will be shared for the college 
academic lectures to add their inputs as a means of strengthen 
the document. This will require track changes to be activated, to 
enable us to distinguish what was added/altered. We  will do 
follow ups where needed to ensure we understand the intention 
behind the inputs. The documents that will be shared will also 
include uses cases for their inputs, allowing user interaction with 
products or services in their natural environment, which help 
collect quantitative data on user preferences and behaviors. This 
Just like the empathy component of the design thinking 
framework, understanding this challenge is the first step in 
envisioning a solution that not only eases the lecturer’s burden 
but also enhances the learning experience for students. Thus, 
based on the above research problem, below is the primary 
question that aims at enquiring how to resolve the 
research question:

3 How might we develop a design 
thinking AI-driven auto-marking/
grading system to reduce the 
workload of lecturers at a 
South African open distance eLearning 
(ODEL)?

The article aims to establish how an integrated AI-driven auto-
marking system in an online higher-learning environment can 
improve grading efficiency, accuracy, and consistency. By 
incorporating AI-driven auto-marking/grading systems, the project 
aims to reduce the workload of lecturers by automating the grading 
process, enabling them to focus more on teaching and student 
engagements. This integration will further enhance ODeL HLI’s 
reputation as a forward-thinking institution, embracing innovation 
in the realm of educational technology and aligning with the 
organizational strategy by employing three complementary 
strategy approaches:

 • Environmental approaches tailored to the higher learning 
institution’s context,

 • Capabilities or resources-based approaches when seeking 
resources for prototype creation,

 • Moreover, considering the lecture workload, it is a customer-
centric approach (Diderich, 2020).

4 Theoretical framework

This study uses Foucault’s concept of biopower to examine 
how AI grading tools monitor student exams, acting as both 
surveillance and disciplinary mechanisms, reflecting biopolitical 
control over populations and creating an intrusive environment 
despite being seen as innovative disruptions (Foucault, 1977, 
p.  217). Additionally, riding on the waves of Schumpeterian 
economic disruption caused by “extreme automation and extreme 
connectivity” (Masheleni, 2022), the study is influenced by 
Joseph Schumpeter to create economic, innovative and 
commercial futures within ODeL HLIs environments. As a 
distinguish factor to the two philosophers on this study, by the 
order of introduction of the two, Foucalt serves as the primary 
philosopher and Schumpeter as the secondary philosopher that 
this study employs. Implementing Foucalt as a philosopher of 
ethics serves as a critical factor as the AI has possibilities of being 
unethical, thus through this philosopher, the study challenges 
entrenched surveillance practices in grading by proposing an AI 
Grading tool designed to ensure fair assessments, reduce biases, 
and address social injustices, while advocating for an educational 
approach that encourages students to critique and imagine 
equitable alternatives to current surveillance systems. It is 
therefore important to apply the ethical component to this 
disruptive AI as with Schumpeter’s disruptive innovative nature, 
AI serves as a disruptive innovation in the educational sector, this 
study draws even further into the AI Grading tool, disrupting the 
effective assessment methodologies addressing the lecture 
overload. The following section will discuss the two philosophers’ 
influence on the study.
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5 Foucault’s concept of biopower 
examines AI grading tool

Foucault, a professor of Psychology and Ethics, explored the 
interconnections of truth, knowledge, power, ethics, and the subject, 
inspiring this article to assess student trustworthiness in a manner that 
reflects his evolving emphases over time, potentially enhancing 
teaching and learning processes (Willcocks, 2004; Finefter-Rosenbluh, 
2022). Michel Foucault introduced biopower and biopolitics to 
address limitations in traditional theories of power, which focus only 
on state sovereignty and overlook power dynamics in non-state 
institutions like families, healthcare, and workplaces (Page, 2018). 
Foucault argues that power is not only about prohibition but also 
about producing knowledge, practices, and identities, with his concept 
of biopower referring to the control and regulation of human life at 
both individual and population levels (Rogers, 2013).

The study aims to contribute disruptive innovative solutions for 
workload reduction from an academic’s perspective through AI 
automation while providing ethical assessment methods to students 
without bias and incoherent marking. While AI grading tools may 
streamline assessment processes and enhance efficiency, they can also 
raise questions about objectivity, biases in algorithmic decision-
making, and the potential for excluding alternative forms of 
knowledge and assessment criteria (Chai et al., 2024). Biopower does 
not aim to shape individuals directly; instead, it governs environments 
to make specific outcomes more likely than others, illustrating how 
social categories enable state violence against certain groups (Fleming, 
2022). Foucault argues that power is not just about prohibition but 
also about producing knowledge, practices, and identities as concepts 
which help analyse how power works locally and productively 
(Lambert and Erlenbusch-Anderson, 2024).

Foucault’s use of these terms can be  inconsistent, sometimes 
treating them interchangeably and other times distinguishing 
biopolitics as a form of biopower alongside disciplinary power 
(Erlenbusch-Anderson, 2020). For a more precise understanding, his 
lectures from 1975 to 1979 at the Collège de France provide a more 
detailed account of biopower as a method of controlling individual 
bodies and populations through surveillance and administration 
(Gros, 2016). In “Finding fault with Foucault: Teaching Surveillance 
in the Digital Humanities,” Christina Boyles of Michigan State 
University argues that modern surveillance tools are difficult, if not 
impossible, to identify the criteria they use to discriminate (Boyles, 
2019). Treating these automated surveillance decisions as 
unquestionable has deepened inequality and injustice, which the study 
is cognisant of when it comes to student grading. Boyles suggests that 
scholars, activists, and the public should unite against unethical 
surveillance practices (Boyles, 2019). Thus, this AI Grading tool 
prototype design is meant to provide capabilities of a grading fairness 
approach. One approach is to educate students to critique surveillance 
systems and envision fairer futures, emphasizing the importance of 
questioning Foucault and Western surveillance principles as part of 
this effort. Drawing on Foucault’s concept of biopower, the paper 
examines how these technologies discipline individuals and manage 
populations (Lambert, 2020), exploring an AI-integrated graded tool 
aims to challenge social injustices such as delayed assessment 
feedback, ensure fair assessment without human biases, enhance 
transparency, and uphold accountability in AI systems (Lim 
et al., 2023).

This study advocates for promoting alternative pedagogies 
prioritizing integrity and ethical considerations (Eaton, 2022). Our 
argument submits that this automation is not aimed at policing 
students through online automated assessments grading but regulating 
marking to alleviate and optimize the workload of academics 
(Foucault, 2003, p. 246). Regulation, unlike discipline, addresses the 
challenge of liberal governance of appearing hands-off while 
consistently influencing lives by focusing on desired outcomes to 
regulate and improve individual freedom (Fleming, 2022). Foucault’s 
concept of “regulation” from liberal and neoliberal economics 
emphasizes the flow of capital, labor, and goods, focusing on enabling 
these movements rather than imposing limits, thereby governing 
environments to influence outcomes and improve individual freedom 
without direct control (Özgün et al., 2017).

From a Foucauldian perspective, AI-automated grading tools 
are a form of disciplinary technology that operates within the 
educational system as they introduce new surveillance and control 
mechanisms over students’ academic performance, shifting the 
power dynamics and disciplinary mechanisms within education 
(Seo et al., 2021). Given concerns about personal privacy, space, 
economic and social standing, and psychological context 
impacting student behavior (Mohamed et al., 2020), authorities 
from both government and educational grounds require 
leadership thought processes and applications of thoughts to 
alleviate student anxiety.

From a business value perspective, aligned with organizational 
strategy and catalytic niche areas, this research aims to enhance 
productivity, reduce cycle time, and improve quality by investing in 
the benefits and costs of an AI-integrated grading tool, thereby 
realizing value from enterprise generative (Gartner Inc, 2024a). 
This AI-integrated grading tool represents a technological 
intervention that standardizes assessment processes, imposes 
evaluation norms, and reinforces specific knowledge production 
and reproduction forms (Hartwell and Aull, 2024). Foucault would 
highlight the complexities and nuances of such technological  
disruptions.

This study advocates for promoting alternative pedagogies that 
prioritize integrity and ethical considerations, arguing that 
automation intention for policing of students through online 
automated assessment grading but to regulate marking to alleviate 
and optimize the workload of academics (Farazouli, 2024). This 
preparation aims to establish the specific requirements for our 
machine learning developer to create a prototype (see section 6.1), 
considering factors like language diversity, cultural sensitivity, and 
the system’s adaptability to different educational contexts within 
South  Africa (Jantjies, 2014; Pedro et  al., 2019). Finally, testing 
prototypes with real users in the Test phase of design thinking (see 
section 6.1), which is the framework the study employs, allows for 
feedback and improvements before implementation, ensuring that 
this iterative process aligns solutions with user needs and desires, 
thereby promoting continuous improvement and innovation 
(Zorzetti et al., 2022). Overall, Foucault’s review of AI automated 
grading tools as a disruptive innovation emphasizes the shifts in 
power, knowledge production, and disciplinary mechanisms within 
education, raising essential considerations about surveillance, 
control, and shaping academic practices. There are other scholars of 
disruptive technology, such as Schumpeter, from whom this study 
drew inspiration.
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6 Applying a Schumpeter lens on the 
AI Automated graded tool

Joseph Schumpeter, a notable economist, focused on innovation, 
entrepreneurship, and economic development (Schumpeter and 
Swedberg, 2021). As a catalyst for economic growth in the early 20th 
century, Schumpeter argued that innovation arises from entrepreneurs 
challenging established companies with new products, services, or 
business models Itonics (2024). Though he did not directly discuss 
artificial intelligence, we can infer his perspective based on his ideas 
(Nardin, 2021). Schumpeter believed that economic growth comes 
from innovation, which involves introducing new products, 
production methods, and markets, often causing “creative destruction” 
in existing structures (Śledzik, 2013). Schumpeter’s theory aligns AI 
as a critical force for growth and innovation but recognizes its 
potential to disrupt innovation processes, including concepts, theory, 
research, and practice (Lester, 2018). Schumpeter’s perspective on AI 
automated grading tools would likely view them as disruptive 
innovations within the education sector because they can 
fundamentally change how assessments are conducted and graded, 
potentially disrupting traditional grading processes and roles.

According to Schumpeter’s theory, AI’s progress can lead to 
innovation and disruption and create new products, improve 
processes, open new markets, and disrupt industries and jobs through 
automation (Lester, 2018). This dynamic, termed “creative 
destruction,” suggests that AI will reshape industries, fostering new 
opportunities while affecting existing ones (Isaiah and Dickson, 2024). 
Additionally, disrupting industries or creating new markets by 
investing in strategic GenAI products, services, processes, and 
business models, albeit requiring higher risk tolerance and strategic 
foresight (Gartner Inc, 2024b).

Developing and integrating a digital platform for managing drones 
and 3D printing services at a university represents a disruptive, 
solutions-based innovation approach that is cost-effective and efficient, 
fostering collaboration and service enablement for the University 
community and external clients through tested use cases (Fernandes, 
2023). Gledson et  al. (2024) report on a web-based prototype 
dashboard that enhances productivity by managing design 
coordination, task prioritization, and reporting functionalities while 
also monitoring design production, assessing designer performance 
trends and effectively managing Technical Queries (TQs) and Requests 
for Information (RFIs) for construction design managers, alongside 
deploying a platform that can manage drone technologies and 3D 
printing services in construction firms (Gledson et  al., 2024). 
Schumpeter’s concept of creative destruction could be applied here, 
suggesting that these AI-automated grading tools may lead to the 
obsolescence of certain manual grading practices while creating new 
educational opportunities and efficiencies, an approach higher learning 
institutions (HLI) would quickly adopt to aid their academic 
challenges. The philosopher’s engagement in enabling the study 
requires the methodology employed to enable the analysis of the study.

7 Literature review

In addition to the above theoretical framework, disrupting 
industries or creating new markets by investing in strategic GenAI 
products, services, processes, and business models, albeit requiring 

higher risk tolerance and strategic foresight (Gartner Inc, 2024b). 
Based on the notion that the incremental innovation environment 
must include the relevant organization’s various stakeholders, 
enhancing the human-centred approach (Wechsler, 2014), this study 
employed design thinking for considered university stakeholders. 
Successful pilots in generative AI focus on demonstrating business 
potential rather than just technical feasibility, requiring collaboration 
with business partners and engineers, rapid testing, and strategic value 
assessment to mitigate risks and achieve meaningful innovation 
(Gartner Inc, 2023a). Any HLI, serving students across Africa and 
beyond, with countless accolades over its 151-year period will 
encounter challenges, which is why, from an ICT support department 
point of view, the human-centredness approach is vital so that 
we  apply empathy in seeking to understand pain points from 
stakeholders (David Carlson and Dobson, 2020). Additionally, 
we have a responsibility to seek solutions so we can resolve student 
challenges to improve the customer experience through taking small 
yet significant steps to maintain a competitive advantage (Woodruff, 
1997). To achieve rapid and effective outcomes for innovation 
initiatives such as the AI Grading tool and leverage faster progress, 
blending human and AI capabilities to enhance innovation and 
aiming for nearly autonomous innovation remains critical (George 
and Wooden, 2023). Gartner Inc (2023a) predicts that 2027 
AI-powered teams should deliver projects with up to 75% more 
success than traditional teams, leading to faster value creation from 
innovative projects (Gartner Inc, 2023a).

The conventional view of innovation as technological 
commercialization is challenged by emerging trends like social, 
sustainable, and responsible innovation, urging a broader 
conceptualization to avoid limiting these new developments within 
traditional frameworks (Von Schomberg and Blok, 2021; Blok, 2021). 
When deciding how best to allocate resources to incremental 
innovation, scale and maturity are critical factors that must establish 
the product’s value across the institution and how the concept can 
evolve (Jamil et al., 2022). The rapid expansion of artificial intelligence 
demands that HLIs at the forefront of technology foster innovation by 
establishing think tanks, creating communities of practice, engaging 
their institutional communities, building idea management tools, 
targeting innovation, managing progress, and recognizing success 
(Aithal and Aithal, 2023). For the effectiveness of this prototype 
creation, this initiative collected background information and 
identified the scope and projected duration to keep the innovation 
focused on the most relevant areas (Albuquerque et al., 2024). While 
many ideas exist, retaining and revisiting some ideas for future 
innovations is essential (Selwyn, 2024).

Organisations experimenting with generative AI should address 
its transformative nature and operational challenges, with ICT leaders 
conducting workshops with business stakeholders to generate 
innovative use-case ideas (Heiska, 2024). They should prioritize these 
ideas according to their potential business value and feasibility, form 
a diverse team for pilot projects, develop minimum viable products to 
validate each use case and iterate on successful outcomes to expand 
generative AI implementation (Gartner Inc, 2023b). At the forefront 
of designing, creating new products, identifying user/customer 
problems, and changing or improving various products, design 
thinking is the guiding philosophy behind developing an AI-driven 
auto-marking/grading system (Dutt, 2023). It places educators and 
students at the centre, empathizing with their needs and aspirations. 
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This literature review aligns a mixed methods approach to apply to the 
study; thus, the discussion below follows.

8 Methodology

This qualitative case study explores the development and 
implementation of a design thinking Artificial Intelligence (AI)-driven 
auto-marking/grading system prototype aimed at alleviating the 
workload of lecturers in a higher learning institution in South Africa. 
Drawing on theorists such as Michael Foucault and Joseph 
Schumpeter, this study contributes to the ongoing discourse on 
innovative solutions for educational challenges in South Africa by 
employing a design thinking framework and mixed methods research 
methods. The study adopts an iterative approach to designing and 
prototyping the system, drawing upon design thinking principles and 
ensuring alignment with the unique needs and challenges of the 
educational context (Ferreira Martins et  al., 2019). Moreover, the 
study will highlight the importance of considering ethical implications 
and ensuring human oversight in automated assessment processes. 
The prototype provides insights for developing and implementing 
AI-driven auto-marking/grading systems in higher education settings, 
emphasizing the importance of ethical considerations and human 
involvement. As elaborated in section 3, the research question helps 
to establish, “How might we develop a design thinking AI-driven auto-
marking/grading system to reduce the workload of lecturers at a 
South  African Open Distance eLearning (ODeL)?” Therefore, the 
following parallel discussion focuses on the question and how 
we apply the study’s methodology.

8.1 Design thinking

Design thinking is a methodology that addresses complex 
problems by creating user-centric solutions that are technically 
feasible, economically viable, and desirable for the user (Martins et al., 
2020). Confirming the human-centricity, aligned with the 
organizational strategic vision, is the ICT Digitalisation Strategy 
(2022), which is committed to the strategic focus areas of the 
university, which are to be “academic-focused and student-centric” and 
provide incremental innovation to technology solutions. To apply 
design thinking and an AI-driven auto-marking/grading system 
effectively in South African Open Distance eLearning (ODEL) to 
reduce the workload of lecturers, several phases such as empathize, 
define, ideate, prototype and test (Dam, 2024). This section will discuss 
these phases, resuming with the empathize stage until the testing stage.

The Empathize stage is foundational in developing an AI-graded 
marking tool to alleviate lecturer workload. It centers on profoundly 
understanding lecturers’ and students’ experiences. This phase is 
pivotal in empathetic design, aligning with the core tenets of Design 
Thinking. Techniques such as user-based studies, beginner’s mind 
approach, and user interviews delve into lecturers’ challenges, daily 
routines, pain points in grading assessments, and the specific solutions 
they require (Srivastava, 2023). The study will employ use cases and 
shared input directly with various college academic employees and 
reviews to gather insights into their needs, behaviors, and experiences, 
enabling the development of the prototype (Dokter et al., 2023). This 
use case will be  employed through the Microsoft Teams meeting 
approach, MS Outlook, and MS SharePoint, where we will share the 

use cases for their inputs, allowing user interaction with products or 
services in their natural environment, which help collect quantitative 
data on user preferences and behaviors.

The MS SharePoint use case document will enable the academic 
employees’ (users’) interactions and environments to capture detailed 
insights. Additionally, we will apply the beginner’s mind approach as 
it is essential in this process, involving observing without preconceived 
notions or judgments (Thorne et al., 2024). Applying the beginner’s 
mind approach means adopting a fresh perspective by looking at the 
problem as if seeing it for the first time, suspending assumptions to 
avoid letting past experiences and knowledge influence observations 
and embracing curiosity to be open to new insights and unexpected 
findings (Hasson, 2024, p. 15). These applied methods will help build 
empathy and ensure the design process remain user focused. By 
combining insights from various techniques, a comprehensive 
understanding of users will be developed which will lead to solutions 
that genuinely meet the study needs (Von Hippel, 2001). By immersing 
in lecturers’ perspectives, the study aims to grasp their needs, 
thoughts, and emotions comprehensively, paving the way for 
designing an AI tool that streamlines assessment grading processes, 
reduces workload, and enhances the overall teaching and 
learning experience.

The Define stage in the Design Thinking process for creating an 
AI-graded marking tool to alleviate lecturer workload is pivotal in 
shaping the project’s direction. This phase will define the problem 
statement or design challenge the tool aims to solve for lecturers and 
students. The goal is to create a problem statement that answers 
questions like what needs to be  solved, who it is for, different 
approaches, and how to act (Inganah et  al., 2023). Framing the 
problem statement with empathy toward lecturers and students 
ensures a human-centred approach, focusing on their needs and 
experiences (Pazell and Hamilton, 2021). Empathy maps, point of 
view (POV) statements, and “How Might We” (HMWs) statements are 
valuable techniques for refining problems and developing actionable 
insights. Therefore, this study seeks to establish, “How might 
we develop a design thinking AI-driven auto-marking/grading system to 
reduce the workload of lecturers at a South African Open Distance 
eLearning (ODeL)?.” This clear definition of the problem statement sets 
a solid foundation for developing an AI tool that effectively reduces 
lecturer workload and enhances the assessment grading process.

In the Ideate stage of the Design Thinking process for developing 
an AI-graded marking tool to alleviate lecturer workload, the focus is 
on generating many creative ideas rather than polished solutions. This 
phase encourages challenging the status quo and thinking outside the 
box, where project team members should feel safe to explore 
unconventional ideas without fear of judgment (Kumar, 2023, p. 69). 
For this prototype, techniques such as bodystorming, where 
participants simulate the AI-graded marking process to identify pain 
points, and lightning demos, which involve examining how other 
industries implement AI solutions, can spark innovative concepts 
(Alaoui, 2023). Therefore, we propose that body storming can be used 
as an effective tool at the early stages of the design process to 
communicate the need to find results by allowing participants to have 
an embodied experience situated in the context of the human-robot 
interaction (Abtahi et al., 2021).

The study will additionally apply the 3-Step Sketching technique 
to allow the development team members to sketch their ideas 
individually for the tool, promoting diverse thinking without fear of 
judgment. Ferguson (1994) identifies three kinds of sketches that help 
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identify sketches’ role in creative design groups: the thinking sketch, 
the talking sketch, and the prescriptive sketch. Thinking sketches refer 
to the designers using the drawing surface to support their thinking 
processes (Ferguson, 1994). After generating numerous ideas to 
simulate the AI-graded marking process, this study will apply 
techniques like dot voting to effectively capture decision-making and 
mood to help select the most promising concepts for prototyping 
(Lewrick et  al., 2020). This structured yet open-ended approach 
ensures that the team considers a wide range of possibilities, ultimately 
leading to a more effective and user-centred AI grading tool.

In the Prototyping phase of developing an AI-graded marking tool 
to alleviate lecturer workload, the focus is on creating simple, high-
fidelity prototypes to test the solution in a realistic setting as it is 
essential for advancing toward a design that intersects desirability, 
feasibility, and viability (Lu et al., 2024). We will keep the AI-graded 
marking tool prototype cost-effective and straightforward, making 
informed design decisions based on real-world feedback from 
academic employees and valuing both validation and rebuttal of ideas. 
We will employ a High-fidelity prototype to ensure that the testing 
experience offers an authentic interaction with the tool, providing 
valuable insights for improvement (Polidoro et al., 2024). Throughout 
this process, maintaining empathy and keeping academic employees’ 
needs at the forefront ensures that the final AI tool effectively reduces 
their workload while meeting academic employee’s requirements.

The Testing phase for developing an AI-graded marking tool 
aimed at alleviating lecturer workload is essential for validating the 
effectiveness of the prototype. Thus, it is necessary to bring the 
prototype to the attention of actual academic employees for their 
viewing and to gather their feedback. This critical step allows our 
development team to observe how academics (users) interact with the 
tool, identifying which features are practical and which need 
improvement. By directly engaging with academics (users), the 
development team gains valuable insights into the tool’s functionality 
and user experience, informing necessary iterations and refinements, 
as well as can gage the product’s viability, ultimately saving time and 
money by addressing issues early in the design process (Leßenich and 
Sobernig, 2023). This process ensures that the final product is user-
centred and meets the needs of academics (users), ultimately saving 
time and resources by addressing potential issues early in development 
(Abreu-Romu, 2023). Directly engaging with academics (users), the 
development team.

As this study is an ongoing project, it is and will be following these 
steps and applying design thinking principles, South African ODeL 
institutions can develop and implement an AI-driven auto-marking/
grading system that significantly reduces lecturer workload while 
maintaining high-quality assessment standards in online distance 
education. From the above discussion, the proposed framework will 
be applicable:

9 Framework for an AI-driven 
auto-marking/grading system to 
alleviate lecturer academics for 
student assessments at a higher 
learning online distance education

The above discussion birthed a framework for developing an 
AI-driven auto-marking/grading system to alleviate lecturer 

workload for student assessments in higher learning online distance 
education. Through the Empathize phase, the shared case studies 
with academic employees for review and insight gatherings on 
academic employees’ time constraints, grading criteria, and 
feedback requirements will help achieve the prototype development 
as well as the desired improvements in the assessment process (Luh 
et  al., 2011). The study framework proposes the Defining of the 
problem statement: “How might we  develop an AI-driven auto-
marking/grading system that efficiently grades assessments, provides 
accurate feedback, and saves time for lecturers in online distance 
education?” (Asano, 2023). To identify critical features and 
functionalities required in the AI grading system, such as automatic 
scoring, feedback generation, plagiarism detection, and 
customisable grading criteria. The study framework suggests 
brainstorming ideas in the Ideation phase for AI algorithms to 
accurately grade various assessments, including essays, multiple-
choice questions, and practical assignments and exploring AI 
technologies, such as natural language processing (NLP), machine 
learning (ML), and deep learning (DL), to automate the grading 
process effectively (Denecke et  al., 2023). For the prototype 
Implementation, the framework proposes integrating AI-powered 
tools for plagiarism detection, language translation, and accessibility 
features to enhance the overall assessment experience. Conducting 
extensive Testing of the AI grading system with diverse assessments 
and lecturer inputs to ensure accuracy, reliability, and usability 
requires gathering feedback from lecturers and students, addressing 
any issues or improvements before Deployment, and measuring the 
system’s effectiveness in reducing workload, improving grading 
consistency, and enhancing student learning outcomes in online 
distance education.

From a Design Thinking point of view, the five phases were 
included; however, for the strength of the study, the study proposes 
the framework to include an Implementation phase, where the 
Deployment of the AI-driven auto-marking/grading system in higher 
learning online distance education environments, integrating it with 
existing learning management systems (LMS) or assessment 
platforms. Academics require upskilling, training and support to use 
the AI grading system effectively, understand its capabilities, and 
leverage advanced features for personalized feedback and assessment 
insights. Additionally, in the Implementation phase, the focus shifts to 
deploying the AI-driven auto-marking/grading system within higher 
learning online distance education settings, seamlessly integrating it 
with existing learning management systems (LMS) or assessment 
platforms. Deployment involves technical setup and comprehensive 
training for academics to use the AI grading system effectively, 
understand its capabilities, and leverage advanced features for 
personalized feedback and insights, ensuring successful adoption and 
maximizing benefits.

The framework proposes to Continuously Iterate and improve the 
AI grading system based on user feedback, technological 
advancements, and evolving educational needs in online distance 
education (Deeva et al., 2021). In the Iteration phase, the focus lies on 
continuous improvement of the AI grading system, driven by 
academic (user) feedback, technological advancements, and evolving 
educational requirements in online distance education. This iterative 
process includes implementing updates and new features to enhance 
the AI grading system’s functionality, accuracy, and user experience, 
ensuring its relevance and effectiveness in online distance education 
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by adapting to user needs and technological advancements, ensuring 
the tool’s relevance and effectiveness in addressing the changing 
landscape of online distance education.

By following this framework, institutions can develop and 
implement an AI-driven auto-marking/grading system that 
significantly alleviates lecturer workload while enhancing the quality 
and efficiency of student assessments in higher learning online 
distance education. The below Figure  1: AI-Graded Tool Design 
Thinking Framework reflects the discussion:

This figure organizes the framework stages and activities into a 
structured format, making it easier to follow the development process 
for an AI-driven auto-marking/grading system in higher learning 
online distance education.

10 AI graded tool and sustainability

10.1 AI grading and governance, risk, and 
compliance (GRC)

Integrating AI-driven auto-marking and grading systems in 
education has revolutionized the landscape of Governance, Risk, and 
Compliance (GRC). Historically, GRC involved extensive manual 
work, such as writing policies, managing controls, and staying updated 

with regulations, often using static templates and spreadsheets 
(Kjærvik, 2023). This approach, while functional, was time-consuming 
and prone to inaccuracies. With the advent of AI, particularly in auto-
marking and grading, educational institutions can now leverage big 
data to streamline GRC processes. AI can analyse and process large 
quantities of data to identify patterns, assess risks, and provide real-
time assessments, significantly reducing the manual workload and 
enhancing the accuracy of GRC activities (Mughal, 2018). This 
technological advancement improves efficiency and enables better-
informed decision-making, ultimately fostering a more dynamic and 
responsive GRC environment.

Traditionally, GRC tasks involved manual effort and static tools 
like templates and spreadsheets, leading to time-consuming and error-
prone processes; however, AI integration, mainly through big data 
analytics, is transforming the GRC landscape by automating data 
processing, enhancing decision-making, and enabling proactive risk 
management (Kjærvik, 2023). The rapid adoption of AI raises legal 
and ethical challenges around privacy, intellectual property, and 
academic integrity, highlighting the need for legal and ethical 
standards to protect individuals and hold companies accountable 
(Dhirani et al., 2023). Organisations require employees to embrace AI 
awareness (through various campaigns, trainings, workshops and 
more interventions), empathy, and other higher principles of 
humanity, ensuring a human-centric approach while letting robots 

FIGURE 1

AI-graded tool design thinking framework (design by napkin.AI).
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and generative AI fulfill their intended roles (Rawas, 2024). By 
questioning, thinking creatively, and acting independently, we prepare 
our organization for the future, allowing innovation to flourish and 
ensuring that robots remain tools while humans retain mastery 
(Paesano, 2023).

AI implementation in education and providing a more in-depth 
analysis of technological feasibility and AI management such as 
Singapore’s AI integration efforts, provide actionable insights for 
overcoming operational challenges in the South  African context 
(Foong et  al., 2024). The study highlights the importance of 
South  Africa investing in AI research and development to create 
trustworthy AI frameworks and regulations tailored to the local 
context rather than relying on Western-imported models; 
furthermore, a proactive governmental role is recommended to ensure 
that the country harnesses AI’s full potential rather than allowing the 
private sector to lead independently (Nyathi, 2023) Research 
examining barriers to AI adoption in smart cities found that issues 
such as inadequate infrastructure, limited funding, cybersecurity 
risks, and a lack of trust in AI and IoT technologies are key factors 
slowing adoption, with causal relationships among these challenges 
illustrated through a network map and cause-effect diagram, aiding 
policymakers and researchers in developing solutions for sustainable 
smart cities (Wang et al., 2021). Additionally, a thorough exploration 
of AI management strategies—including routine bias audits, 
algorithmic transparency, and rigorous POPIA compliance—would 
address concerns related to data governance and ethical responsibility 
(Ramaliba and Jacobs, 2024). Integrating these elements would enable 
a more comprehensive framework for AI deployment in education 
that upholds standards of fairness, transparency, and sustainability, 
ensuring that AI systems meet the diverse needs of ODeL institutions 
while supporting an equitable and environmentally conscious 
approach to AI. All the AI innovative solutions involve significant 
resource demands, such as energy and water, which can create local 
and global sustainability challenges, thus innovations such as the AI 
Grading Tool must consider the environment.

10.2 AI and climate change

AI’s overall impact is relatively small; it necessitates careful 
management and investment in innovative solutions and governance 
to mitigate environmental effects and unlock its potential for positive 
sustainability outcomes (Nishant et al., 2020; Francisco and Linnér, 
2023). The benefits of AI for Sustainability are not guaranteed and 
require deliberate efforts and trusted governance to ensure AI 
increases efficiency accelerates decarbonisation and avoids 
unsustainable outcomes (Channi and Kumar, 2024). Unlocking AI’s 
potential for Sustainability requires increased investment, inclusive 
digital and data infrastructure, minimizing resource use, robust AI 
policy and governance, and workforce capacity building (Adewale 
et al., 2024).

AI systems, which vary in energy consumption based on their 
complexity and usage, generally require substantial electricity to 
process and analyse data efficiently; the extra energy demand from 
platforms like ChatGPT, which uses around 10 times the electricity of 
a Google search per response, contributes to global greenhouse gas 
emissions (Dev, 2023), as evidenced by rising Carbon dioxide (CO2) 
emissions from tech giants like Microsoft and Google due to data 

center expansion (Li and Porter, 2019), with the overall impact of AI’s 
energy use expected to grow as its adoption increases across industries 
(Kemene et al., 2024).

Despite concerns that AI’s rise could increase energy demand and 
fossil fuel use, Bill Gates, Microsoft co-founder, told journalists at the 
Breakthrough Energy Summit in London held in June 2024 that, AI 
will enable countries to use less energy overall by making systems 
more efficient (Ambrose and Hern, 2024). Governments must align 
energy investment with AI development by facilitating the integration 
of clean energy and AI goals for companies and promoting best 
practices across the AI value chain through voluntary and mandated 
policies (Chan et al., 2024). The extra demand from AI data centers is 
likely offset by investments in green electricity as tech companies 
commit to using clean energy while shifting energy governance, 
including changes in electricity consumption patterns, cooling 
methods, and circular economy practices (Wong and White, 2024). 
Gates acknowledges that while AI can help reduce carbon emissions, 
the transition to green energy is not occurring quickly enough, and 
the world may miss its 2050 net-zero emissions target by up to 15 years 
due to insufficient green electricity to phase out fossil fuels (Ambrose 
and Hern, 2024).

Technological and operational challenges further complicate AI 
integration in educational settings. While AI-driven grading tools are 
advancing rapidly, their successful deployment requires robust 
technological infrastructure and skilled support, resources not always 
readily available in South African distance learning institutions (Patel 
and Ragolane, 2024). Case studies in Singapore have demonstrated the 
critical role of IT infrastructure and trained staff in achieving seamless 
AI integration (Foong et al., 2024). Furthermore, the pressure of rapid 
commercialization, as characterized by Schumpeter’s disruptive 
innovation, can compromise ethical standards and compliance with 
South  Africa’s Protection of Personal Information Act (POPIA). 
Prioritizing swift AI deployment over rigorous quality and ethical 
checks risks overlooking key issues related to data protection, 
transparency, and institutional accountability (Lim et  al., 2023). 
Proprietary AI models also complicate compliance, as educational 
institutions often lack insight into the data processing methodologies 
used, raising ethical and legal concerns regarding student privacy 
(Foucault, 1977; Baker and Hawn, 2022). Implementing an AI-driven 
auto-marking/grading system at a South  African Open Distance 
eLearning (ODEL) HLI to reduce the workload of lecturers requires 
further engagement on how it will add value to the environment and 
how it can contribute positively to several Sustainable Development 
Goals (SDGs).

10.3 AI and sustainable development goals 
(SDGs)

When integrating an AI-driven auto-marking/grading system into 
South African Open Distance eLearning (ODEL) to alleviate lecturer 
workload, it is vital to prioritize considerations regarding data privacy 
policies, labor laws, and the importance of Sustainable Development 
Goals (SDGs). Adhering to South Africa’s data protection laws, such 
as the Protection of Personal Information Act (POPIA), is essential to 
ensure that student data collected and processed for assessment 
grading is handled ethically and legally, contributing to SDG 16 on 
Peace, Justice, and Strong Institutions (POPIA, 2020). Foucault’s 
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concept of biopower underscores the importance of ethical governance 
and control mechanisms in handling sensitive data and ensuring fair 
practices, aligning with SDG 9 on Industry, Innovation, and 
Infrastructure Roberts (2009, p. 23). Schumpeter’s ideas on innovation 
emphasize the need for continuous improvement and adaptation in 
integrating AI systems responsibly within educational frameworks to 
achieve broader societal goals and advancements, supporting SDG 17 
on Partnerships for the Goals (Śledzik et al., 2023). Adhering to ethical 
assessment grading involves obtaining consent, maintaining data 
accuracy, implementing robust security measures, and safeguarding 
against unauthorized access or disclosure of personal information 
(Lee et al., 2016; Alawadhi, 2024), aligning with SDG 9 on Industry, 
Innovation, and Infrastructure.

Compliance with labor laws, including fair working hours, 
adequate training, and addressing job-related concerns due to 
automation, is crucial to upholding ethical employment practices, 
supporting SDG 8 on Decent Work and Economic Growth (Fossa, 
2023). Data security measures, such as cybersecurity protocols, 
encryption, access controls, and regular audits, are also imperative to 
protect sensitive data from breaches, contributing to SDG 16 on Peace, 
Justice, and Strong Institutions (Yulchiev, 2024; Iborra and Juergensen, 
2024). Continuous monitoring and compliance assessments ensure 
ongoing adherence to data privacy, labor laws, ethical guidelines, and 
security standards, promoting AI technology’s responsible and ethical 
use in education and supporting various SDGs related to quality 
education, inclusive and equitable work environments, reduced 
inequalities, and sustainable development. The table below Table 1: AI 
Grading Tool aligned Sustainable Development Goals describes how 
each SDG is affiliated with the AI-driven auto-marking/grading 
system in South African Open Distance eLearning (ODeL) to reduce 
the workload of lecturers can improve the quality of education delivery:

This integration of AI technology in ODEL supports the broader 
agenda of sustainable development by promoting inclusive education, 
supporting decent work practices, reducing inequalities, and fostering 
collaboration for achieving shared goals. Thus, this study below 
reveals the limitations that require further exploration and publication, 
whilst addressing and applying more thinking and strategical 
alignment with regards to AI deployment across higher learning sector.

11 Limitations

The study outlines a promising AI-driven grading system, yet 
several limitations must be addressed to ensure its ethical, equitable, 

and practical effectiveness, particularly within Online Distance 
eLearning (ODeL) contexts. A significant limitation is the lack of 
empirical data validating the proposed system’s effectiveness in real-
world applications, especially in ODeL frameworks. This absence of 
data limits the generalizability of anticipated benefits, such as 
operational efficiency and workload reduction, across diverse ODeL 
institutions that often feature varied student demographics and 
institutional setups (Lim et  al., 2023). Although AI promises 
grading efficiency, the scarcity of quantitative evaluations currently 
limits the reliability of these claims, highlighting the need for 
empirical studies to substantiate AI’s impact on lecturer workloads 
and grading processes (Jonäll, 2024; Lim et al., 2023). Additionally, 
machine learning, the primary skill underpinning AI-based 
grading, remains a relatively new field, resulting in resource 
limitations for developing and deploying prototype and production 
systems. Many machine learning resources particularly in Africa are 
in their infancy, and institutions often struggle to find experienced 
professionals, appropriate tools, and scalable infrastructures for AI 
development and maintenance (Boateng, 2024). This scarcity of 
mature resources poses challenges for those advancing machine 
learning in education and seeking to bring new AI products to the 
operational stage, requiring ongoing efforts to expand both 
expertise and technological assets as part of the institution’s growth 
strategy (Gikunda, 2024).

Another critical concern involves the ethical implications tied to 
the surveillance functions embedded within AI grading systems. 
Drawing on Foucault’s concept of biopower, AI-based assessments act 
as tools for institutional surveillance, continuously monitoring student 
behaviors, performance, and interactions (Foucault, 1977). Such 
systems have the potential to function as disciplinary mechanisms, 
subtly guiding student behaviors to align with institutional norms and 
expectations. This concern is especially pertinent in the context of 
assessing African languages and Indigenous knowledge systems, 
where AI grading systems may lack the cultural sensitivity to 
accurately evaluate contextually rich knowledge and linguistic nuances 
(Baker and Hawn, 2022). The absence of a focused bias analysis 
exacerbates these risks, potentially reinforcing structural inequities 
and disadvantaging students from marginalized linguistic and cultural 
backgrounds (Baker and Hawn, 2022).

The environmental impact of AI systems is another pertinent 
issue, especially in an era where responsible technology deployment 
is critical. Although the study briefly mentions the carbon footprint of 
AI, there requires specific strategies to address this environmental 
concern as AI systems are known to require substantial computational 

TABLE 1 AI grading tool aligned sustainable development goals.

Quality education (SDG 4) Implementing an AI-driven auto-marking/grading system in South African Open Distance eLearning (ODEL) to reduce the workload 

of lecturers can improve the quality of education delivery. It streamlines assessment grading processes, enhancing student learning 

outcomes and promoting inclusive and equitable education.

Decent work and economic growth 

(SDG 8)

Reducing the workload of lecturers through automation creates decent work environments. It allows lecturers to focus on teaching, 

mentoring, and providing personalized feedback to students, enhancing their job satisfaction and professional development.

Reduced inequality (SDG 10) Leveraging AI technology in education bridges the digital divide and reduces inequalities in access to quality education. It ensures 

efficient and effective assessment processes, providing fair and timely feedback to all students, regardless of their backgrounds.

Partnerships for the goals (SDG 17) Collaborative efforts between educational institutions, technology providers, and government agencies are essential for implementing 

AI-driven solutions in ODEL. Strong partnerships drive innovation, knowledge sharing, and resource mobilization to support 

sustainable educational development initiatives.
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power, which contributes to their environmental impact. By 
prioritizing sustainability, the environmentally sustainable computing 
(ESC) framework provides a comprehensive tool for academia and 
industry to integrate eco-friendly practices across computing 
domains, significantly reducing carbon footprints through lifecycle 
management, regulatory compliance, and resource optimization 
(Pazienza et  al., 2024). With all the limitations that this study 
discusses, also reveals an opportunity to further study and research on 
future approaches, thus below is a recommendation on what to 
carry on.

12 Recommendations

To mitigate the above limitations, higher learning responsible and 
sustainable institutions, must commit to utilizing cloud platforms 
powered by renewable energy sources and integrating energy-efficient 
algorithms in AI systems, exploring renewable energy solutions for 
cloud-based AI processing. This aligns with recent recommendations 
in sustainable computing literature, which emphasize reducing the 
carbon footprint of AI by adopting renewable-powered infrastructure 
and optimizing data processing for energy efficiency (Mehta et al., 
2023). These initiatives reflect dedications to minimizing 
environmental harm while continuing to innovate in AI-driven 
educational technology. With the above the study recommends 
the following:

Empathize with users: Start by understanding the needs of 
lecturers and students. Conduct interviews and user-based studies to 
gather insights into lecturers’ challenges with grading in online 
distance education. Use empathy maps to explore their thoughts, 
feelings, and pain points deeply. Drawing from Foucault’s theories on 
power and knowledge, consider how the current assessment practices 
might impose undue stress on lecturers and how an AI-driven system 
could empower them by redistributing workload.

Define clear problem statements: Develop a focused problem 
statement that addresses creating an AI-driven auto-marking/grading 
system to efficiently grade assessments, provide accurate feedback, 
and save lecturers’ time. Identify and prioritize critical features like 
automatic scoring, feedback generation, and plagiarism detection. 
Incorporate Schumpeter’s concept of innovation-driven economies to 
emphasize the need for continuous improvement and adaptation in 
educational tools to stay competitive and relevant.

Ideate innovative solutions: Brainstorm AI algorithms and models 
for grading various types of assessments. Explore natural language 
processing, machine learning, and deep learning technologies. 
Consider integrating tools for plagiarism detection, language 
translation, and accessibility. Reflect on Foucault’s ideas about 
surveillance and control to ensure that the AI system respects privacy 
and does not create a new form of disciplinary power over students 
and lecturers.

Prototype High-Fidelity Models: Create prototypes of the AI 
grading system, including user interfaces for lecturers to input criteria, 
view graded assignments, and provide feedback. Demonstrate the 
system’s capabilities through integrated AI algorithms and real-time 
analytics. Ensure that the prototype aligns with Schumpeter’s principle 
of creative destruction, where innovative, more efficient methods 
replace old, inefficient practices.

Test extensively: Conduct comprehensive testing with diverse 
assessments and inputs to ensure accuracy and usability. Gather 
feedback from lecturers and students and measure the system’s 
effectiveness in reducing workload and improving learning outcomes. 
Utilize Foucault’s concept of feedback loops to continuously monitor 
and adjust the AI system based on user experience, maintaining a 
balance of power and efficiency.

Implement thoughtfully: Deploy the AI system in online distance 
education environments, integrating it with existing LMS or 
assessment platforms. Provide thorough training and support for 
lecturers. Ensure compliance with data privacy policies and labor 
laws—Leverage Schumpeter’s innovation theory to encourage a 
culture of ongoing improvement and adaptation within the 
educational institution.

Iterate continuously: Improve the AI grading system based on 
feedback, technological advancements, and evolving educational 
needs. Regularly update and enhance the system’s functionality and 
user experience. Foucault’s theories can guide the iteration process to 
ensure that improvements do not inadvertently increase stress or 
reduce autonomy for lecturers and students.

Align with sustainable development goals (SDGs): Highlight 
contributions to Quality Education (SDG 4), Decent Work and 
Economic Growth (SDG 8), Reduced Inequality (SDG 10), and 
Partnerships for the Goals (SDG 17). Emphasize how the system 
promotes inclusive education, supports decent work environments, 
reduces inequalities, and fosters collaboration for sustainable 
educational development. Incorporate Foucault’s ideas on social 
justice and equity to ensure the system addresses power imbalances 
and promotes fair access to education. Integrate Schumpeter’s focus 
on economic growth through innovation to highlight the system’s 
potential to drive educational and economic advancements.

By integrating insights from Foucault and Schumpeter, these 
recommendations ensure that the AI-driven auto-marking/grading 
system alleviates lecturer workload and aligns with broader 
educational, social, and economic goals. This approach supports a 
more sustainable, equitable, and innovative educational environment 
in South African Open Distance eLearning (ODEL).

13 Conclusion

Integrating AI-driven auto-marking/grading systems in higher 
education represents a significant leap toward addressing educators’ 
challenges, especially in South Africa. By combining design thinking 
principles with AI development, institutions can create innovative 
solutions that reduce lecturer workload and enhance students’ 
learning experience. This approach aligns with the evolving landscape 
of education, where technology plays a pivotal role in driving 
efficiency and improving outcomes.

The potential benefits of AI integration in education, such as 
consistency, efficiency, timeliness, data-driven insights, enhanced 
academic integrity, and ethical considerations, highlight such systems’ 
transformative impact. However, navigating challenges such as 
ensuring fairness, lack of bias, data privacy, and continuous evaluation 
of the system’s impact is crucial. This is coming out strongly on the 
limitations that the study encounters and recommends for further 
research development. Collaborative efforts between stakeholders, 
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adherence to ethical guidelines, and ongoing evaluation are essential 
to realize the full potential of AI-driven solutions in education.

In conclusion, integrating AI-driven auto-marking/grading 
systems represents a promising step toward a more effective, fair, and 
personalized learning experience. As Higher Learning institutions 
embrace innovation and leverage technological advancements, 
cognizant of GRC, Climate change as well as SDGs, HLIs can meet the 
evolving needs of educators and students while maintaining high 
standards of academic integrity and ethical use of AI.
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