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The advent of Artificial Intelligence has revolutionized how students can solve 
academic assignments. In particular, the Conditional Generative Pretrained Transformer, 
ChatGPT, has become a powerful tool for generating quick solutions to academic 
assignments in higher education. However, we are still at the beginning of its use 
and do not yet know the scope or consequences that this will bring to developing 
both disciplinary and transversal graduation competencies. Here, we report a pilot 
study in two digital subjects in higher education with the resolution of activities 
using ChatGPT. The students were exposed to carrying out these assignments 
individually, and then they verified the quality of their work with traditional sources 
of high academic quality. After surveying what they experienced, some declared 
that this was their first time using ChatGPT, while others had already used the 
tool. The tool has many advantages for the student, such as the immediacy of the 
information, ease, and availability. However, many concerns arose about the veracity 
and depth of the topics covered and discomfort based on whether the tool would 
supplant the teacher or whether the development of skills and competencies would 
be affected. The need for urgent modifications to the code of academic integrity 
and the application of new ethics for the use of AI is clear. Our results indicate 
that teachers should be prepared to use AI expeditiously and that detectors for 
text generated by AI should be available for evaluation on using this powerful tool.

KEYWORDS

educational innovation, artificial intelligence, higher education, ChatGPT, challenge-
based learning

1 Introduction

One of the significant challenges facing higher education today is that teachers must teach 
a generation of students who are digital natives, which puts an intense pressure on teachers to 
keep up to date in the use of new technologies and teaching strategies. Technological advances 
have also made education evolve at a dizzying speed. A constant challenge is the teaching 
update; however, at the end of 2022, as a post-COVID-19 event, the advent of artificial 
intelligence (AI) attracted great attention and discussion about its usefulness and risks. 
Educational models such as Project-based, Practical-based, Challenge-based, and Problem-
based learning (Membrillo-Hernández et al., 2021) are being adapted to a new reality (Akgun 
and Greenhow, 2022). Among notable advances in AI, the Conditional Generative Pretrained 
Transformer ChatGPT has emerged as a prominent development. Developed by OpenAI, 
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ChatGPT (Stojanov, 2023)1 is an advanced natural language processing 
(NLP) model that is trained on a massive amount of data, including 
billions of web pages and documents, making it capable of generating 
human-like text responses to prompts (Stojanov, 2023). Since its 
launch, it has quickly become one of the fastest-growing consumer 
applications in history, with an estimated 100 million active users 
monthly. ChatGPT is a language model that uses deep learning 
techniques to generate text responses that resemble human language.

Integrating ChatGPT into education can revolutionize traditional 
teaching approaches by providing students with personalized and 
interactive learning experiences (Crawford et  al., 2023). There are 
known implications for teaching, learning, academic research, 
epistemology, the digital transformation of educational institutions, and 
even ethics (García-Martínez et al., 2023; García-Peñalvo, 2023; Stokel-
Walker, 2022). Several investigations have shown that incorporating 
GPT in education could provide personalized feedback and interactive 
learning experiences (García-Martínez et al., 2023). It can help students 
understand complex concepts and theories by offering real-time 
explanations and illustrative examples when applied to STEM topics. 
However, there is a paucity of research on the effects of ChatGPT on 
academic performance (Anderson et al., 2023). In this line, UNESCO2 
differentiates three dimensions of the link between AI and education: 
(i) learning to use AI tools in the classroom, (ii) learning to know AI 
and its technical possibilities, (iii) raising public awareness about the 
impact of AI on people’s lives. We are still ignorant of the impact of 
ChatGPT in education; proof of this is that some universities, such as 
those in Hong Kong and some in France and Italy, have prohibited its 
use or have established severe sanctions in some cases. Other universities 
are updating their academic integrity policies and adapting the exams 
to prevent the misuse of ChatGPT by students (Tlili et al., 2023).

The main objective of this research is to explore the impact of 
ChatGPT on the academic performance of higher education students 
in digital distance learning courses, specifically in Mathematics and 
Biology, in an educational environment governed by challenge-based 
learning. In that first study, we will focus on the effect of adopting 
ChatGPT. This study is part of a pilot program to test different 
applications of ChatGPT and evaluate its suitability in higher education 
courses in specific STEM disciplines. The results are part of a study that 
evaluated students and teachers using AI. More specifically, by using the 
Tec21 educational model, a challenge-based learning model 
(Membrillo-Hernández et al., 2021), we were able to examine whether 
AI could improve this type of teaching. Assessment methods, exercise 
design, and student feedback were collected to comprehensively analyze 
the possibilities of using an AI chatbot like ChatGPT.

1.1 Literature review

1.1.1 The role of ChatGPT in higher education
ChatGPT has emerged as a transformative tool in higher education, 

enabling enhanced learning experiences for students and educators. 
Studies highlight its ability to provide instant feedback, clarify doubts, 
and assist in personalized learning, contributing to student success and 
reducing cognitive overload (Kasneci et al., 2023; Wang et al., 2024). 

1 https://startuptalky.com/openai-success-story/

2 https://bit.ly/3zoB6AS

AI-driven tools like ChatGPT are particularly valuable in facilitating 
accessibility, enabling students from diverse backgrounds to bridge 
learning gaps. For instance, ChatGPT can simplify complex topics, draft 
essay outlines, and support collaborative learning (Dwivedi et al., 2021). 
However, researchers also emphasize the need for human oversight to 
ensure its effective integration into curricula, as over-reliance on AI may 
hinder critical thinking and creativity.

1.1.2 Ethical challenges in the use of AI tools
The integration of AI tools into education raises critical ethical 

concerns. One primary issue is the potential misuse of tools like 
ChatGPT for plagiarism and academic dishonesty, undermining the 
principles of academic integrity (Lee et  al., 2024). Moreover, AI 
algorithms are prone to biases that may influence the content 
generated, inadvertently reinforcing stereotypes or delivering 
inaccurate information (Birhane, 2021). To address these concerns, 
universities must adopt ethical guidelines and promote responsible 
use of AI among students and faculty (Dwivedi et al., 2021).

1.1.3 Balancing innovation with ethical responsibility
The challenge lies in balancing the transformative potential of 

ChatGPT with ethical responsibilities. Researchers suggest 
implementing AI literacy programs to help students critically evaluate 
AI outputs and use them as supplements rather than replacements for 
original thought (Kasneci et  al., 2023). Furthermore, ethical AI 
governance, including transparency in AI design and the integration 
of fairness principles, is crucial for fostering trust and ensuring equity 
in education (Farooqi et  al., 2024). Educators, developers, and 
policymakers must collaborate to ensure that AI tools like ChatGPT 
promote inclusivity and integrity.

1.1.4 The future of AI ethics in education
The growing influence of AI in higher education necessitates a 

proactive approach to ethics. Institutions must develop comprehensive 
frameworks prioritizing accountability, privacy, and inclusivity in 
AI-driven learning environments (Soori et al., 2023). Future research 
should explore the long-term implications of AI on student learning 
outcomes and cognitive development. By aligning ethical practices 
with innovative uses of tools like ChatGPT, higher education can 
unlock the full potential of AI while upholding its commitment to 
equitable and responsible learning.

This literature review provides a holistic view of ChatGPT’s role 
in higher education, focusing on its benefits and the ethical 
considerations for responsible implementation. In this report, 
we assess students’ perceptions about adopting ChatGPT in learning 
activities in Digital Education courses, considering three dimensions: 
acceptance of the tool, instructional design of the activity, and 
development of critical thinking. In addition, to identify relevant 
findings to guide future AI-based pedagogical implementations.

2 Methodology

Throughout the February–June 2023 semester, Tecnologico de 
Monterrey in Mexico ran a pilot program to evaluate the integration of 
ChatGPT within digital higher education courses. This pilot program was 
conducted in “Fundamentals of Biological Systems” and “Mathematics 
and Data Science for Decision Making” from the School of Engineering 
and Sciences of the Tecnologico de Monterrey. These courses share several 
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distinctive attributes: both are university-level, national in scope, delivered 
online, and enroll a significant number of students. These courses are 
accessible to students of various majors and are included in the general 
education category in the academic curriculum. The purpose of general 
education courses is to provide fundamental knowledge and basic 
methodologies in specific areas of knowledge, offer a broad perspective, 
and improve students’ cognitive skills.

The “Fundamentals of Biological Systems” course was made up of 
94 students from six different campuses (Tecnologico de Monterrey 
has 26 campuses spread throughout Mexico): State of Mexico, 
Guadalajara, Monterrey, Puebla, Querétaro and Toluca. In this course, 
ChatGPT was used within an individual activity titled “Feed your 
microbiota: Exploring the impact of your favorite foods on gut health.” 
The main objective of this activity was to investigate the influence of 
personal food preferences on the intestinal microbiota and to develop 
dietary adjustments to improve health and well-being. The students 
used ChatGPT as a starting point for their research, providing 
nutritional information and ingredients for commonly consumed 
products. By consulting ChatGPT, the students gained insight into 
how these products could affect their gut microbiota using a quick 
example provided. After this, students were tasked with validating the 
information derived from ChatGPT by cross-checking it with at least 
two academic, reliable, verifiable, and current sources.

On the other hand, the course “Mathematics and Data Science for 
Decision Making” was made up of 392 students from various campuses 
throughout Mexico, including Monterrey, Querétaro, Guadalajara, 
Saltillo, Tampico, Toluca, Mexico City, León, Chihuahua, San Luis Potosí, 
Aguascalientes, Hermosillo, Morelia, Laguna, Hidalgo, Puebla, Santa Fe, 
Chiapas, Irapuato, and Cuernavaca. ChatGPT was integrated into the 
activity titled “Machine Learning Research with ChatGPT.” The main 
objective of this activity was to investigate practical applications of the 
scikit-learn library in Python for machine learning. The focus was 
cultivating a comprehensive understanding of standard algorithms and 
data science methodologies across various academic disciplines. In the 
context of this course, ChatGPT acted as a virtual research assistant to 

help the student with topics that may require more attention, especially 
those that can be addressed through data science, emphasizing scikit-
learn algorithms. In addition, it allowed for further exploration of these 
algorithms and helped to obtain relevant Python code examples tailored 
to each student’s area of interest. Throughout the activity, students were 
provided with sample prompts designed to guide their research process.

2.1 Data collection

In both courses, upon the completion of the ChatGPT-assisted 
activity, a concluding survey was conducted. The primary purpose of 
this survey was to assess students’ overall perception of the learning 
activity supported by ChatGPT and to gauge their acceptance of this 
tool within the educational process. The survey included fifteen items, 
with thirteen items evaluated on a Likert scale spanning from 1 
(strongly disagree) to 10 (strongly agree) and two open questions (see 
Table 1). The Likert-scale items are inspired by the Unified Theory of 
Acceptance and Use of Technology (UTAUT2) model (Joshi et al., 
2015). These thirteen items aligned with critical thinking, instructional 
design, technology acceptance, and usage. Furthermore, the survey 
encompassed open-ended questions about the ongoing enhancement 
of the learning experience and an inquiry about awareness of the 
institutional stance on academic integrity concerning the use of 
ChatGPT. The questions in the survey may seem repetitive. However, 
they were filtered and consulted with experts in Psychology and 
Pedagogical Architects and were recommended as such since they are 
sequential in analyzing students’ perceptions when using ChatGPT.

2.2 Data analysis

2.2.1 Likert-scale items
The responses to the Likert-scale items from the concluding survey 

were analyzed as continuous variables for comparison purposes. For 

TABLE 1 Dimensions and corresponding survey items (Likert scale: 1–10) used to assess students’ perceptions of ChatGPT integration in learning activities.

Dimension Item Item ID

Acceptance of the AI Tool The use of ChatGPT allowed me to complete the activity more quickly. Q1

ChatGPT was useful. Q2

The interaction with ChatGPT was clear and understandable. Q3

Learning to use ChatGPT was easy for me. Q4

ChatGPT was user-friendly for carrying out the activity. Q5

Instructional Design of the 

Learning Activity

I understood the professor's instructions clearly. Q6

The activity kept me focused. Q7

Critical Thinking The activity involving ChatGPT facilitated the analysis of information. Q8

The activity involving ChatGPT helped me reflect on the acquired learning. Q9

The activity involving ChatGPT helped me create a self-interpretation of the concepts. Q10

The activity involving ChatGPT challenged me to use my own judgement. Q11

The activity involving ChatGPT challenged me to look for information on other sources. Q12

The activity involving ChatGPT made me question the credibility of the information given by 

ChatGPT.

Q13
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each item, means and standard deviations (SD) were calculated. To 
facilitate the interpretation of the results, the Likert-scale questions 
were grouped into three dimensions: Acceptance of the AI Tool, 
Instructional Design of the Learning Activity, and Critical Thinking (as 
shown in Table 1). The averages for each dimension were calculated by 
averaging the scores of the items corresponding to that dimension.

To compare the responses between the two courses, independent 
t-tests were conducted at a significance level of 0.05 to determine statistical 
differences. All analyses, including the calculation of means, SD, t-tests, 
and the creation of bar graphs, were performed in Microsoft Excel.

2.2.2 Open-ended questions
To gain insight into students’ perceptions of the ChatGPT-assisted 

activities, the open-ended responses to the survey question “What 
I liked most about the ChatGPT activity” were analyzed using two 
complementary approaches: sentiment polarity and topic modeling. 
These methods offered a comprehensive understanding of the 
feedback’s emotional tone and thematic structure.

The emotional tone of each response was evaluated through 
sentiment polarity analysis using Python’s TextBlob library. This 
method assigned a numerical value ranging from −1 (indicating 
negative sentiment) to 1 (indicating positive sentiment) to each 
response, with scores of 0 classified as neutral. This analysis provided 
an overview of students’ emotional reactions to the activity by 
categorizing responses into positive, neutral, or negative sentiments.

Topic-modeling techniques were applied to the text responses to 
uncover recurring themes. Originally in Spanish, answers were 
preprocessed to ensure consistency and accuracy in the analysis. This 
process included splitting the text into individual words, removing 
stop words, and applying lemmatization to standardize terms.

Two topic-modeling methods were used: Latent Dirichlet 
Allocation (LDA) and Latent Semantic Analysis (LSA). LDA, a 
probabilistic technique for identifying topics in a collection of 
documents, was implemented following the approach described by Blei 
et al. (2003). Based on Singular Value Decomposition (SVD), LSA was 
applied to extract latent semantic structures in the text, as described by 
Deerwester et al. (1990). Preprocessing steps, including lemmatization 
of the Spanish text, were carried out using spaCy (http://spacy.io).

Additionally, a word cloud was generated to visually represent the 
most frequently used words in students’ responses. To ensure accuracy, 
the text was tokenized and cleaned by removing common words (such as 
articles and pronouns) using the nltk library in Python. This preprocessing 
allowed the analysis to focus on nouns, verbs, and descriptive words that 
captured students’ experiences rather than grammatical elements. The 
word cloud provided a quick and intuitive visualization of the key themes 
emerging from the open-ended responses, complementing the structured 
insights obtained from topic modeling.

These analyses provided structured insights into students’ 
perceptions. Sentiment polarity highlighted the overall emotional 
tone of the answers, while topic modeling and the word cloud 
revealed key themes, offering a comprehensive understanding of the 
qualitative data.

3 Results

This study involved two exploratory courses from the School of 
Engineering and Sciences: “Fundamentals of Biological Systems” and 

“Mathematics and Data Science for Decision Making”. Both courses 
integrated ChatGPT into their learning activities, which required 
students to use the tool and validate the information provided by 
ChatGPT using formal academic sources, such as peer-reviewed 
articles, books, and verified websites. After completing the activities, 
students evaluated their experiences through a survey, with items 
grouped into three dimensions: Acceptance of the AI Tool (Q1–Q5), 
Instructional Design of the Learning Activity (Q6–Q7), and Critical 
Thinking (Q8–Q13) (see Table 1).

3.1 Comparative results between courses

The survey responses revealed significant differences between the 
two courses, particularly in the Acceptance of the AI Tool dimension. 
As shown in Figure 1, students in the “Mathematics and Data Science 
for Decision Making” course rated this dimension higher on average 
than those in the “Fundamentals of Biological Systems” course. This 
suggests that students in the mathematics course found ChatGPT 
more user-friendly and effective for their tasks. However, the data also 
show more significant variation in the “Fundamentals of Biological 
Systems” course, as evidenced by more significant standard deviations 
in the survey responses for this dimension (see Table 2).

The more significant variation in the “Fundamentals of Biological 
Systems” course could be  attributed to the smaller sample size 
compared to the “Mathematics and Data Science for Decision Making” 
course. The smaller group size may amplify individual differences in 
students’ perceptions, leading to higher response variability.

While both courses showed similar scores in the Instructional 
Design of the Learning Activity and Critical Thinking dimensions, it 
is important to highlight the consistently lower scores for items Q11, 
Q12, and Q13 related to critical evaluation and validation of 
information provided by ChatGPT.

3.2 Survey results by item

The survey items were analyzed to identify specific trends within 
each dimension. For Acceptance of the AI Tool (Q1–Q5), students in 
both courses rated the tool highly for its usability and efficiency. For 
example, Q1, which evaluated whether ChatGPT allowed students to 
complete activities more quickly, received some of the highest scores 
across both courses (9.36 ± 2.01  in “Fundamentals of Biological 
Systems” and 9.76 ± 0.76  in “Mathematics and Data Science for 
Decision Making”). The high scores in this dimension suggest that 
students perceived ChatGPT as a helpful and user-friendly tool for 
completing tasks.

The Instructional Design of the Learning Activity (Q6–Q7) 
dimension also received positive feedback. Q6, which assessed 
whether the professor’s instructions were clear, was rated highly in 
both courses (9.59 ± 0.88 and 9.26 ± 1.44), indicating that the 
activities were well-structured and communicated. Students’ 
engagement with the activities was also reflected in their responses to 
Q7, which asked whether ChatGPT helped them stay focused.

In contrast, the Critical Thinking (Q8–Q13) dimension revealed 
areas where students faced challenges. Items Q11, Q12, and Q13, 
which specifically addressed students’ ability to evaluate and validate 
information provided by ChatGPT, received the lowest scores across 
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both courses. For instance, Q12, which asked whether the activity 
encouraged students to look for information from other sources, 
scored 8.62 ± 2.20  in “Fundamentals of Biological Systems” and 
8.43 ± 2.31 in “Mathematics and Data Science for Decision Making”. 
These scores are notable, given that students were explicitly instructed 
to validate ChatGPT’s outputs using formal sources. Similarly, Q11 

and Q13, which evaluated the use of independent judgment and 
skepticism regarding ChatGPT’s outputs, also scored lower. These 
results suggest that while students found ChatGPT helpful, its 
integration into the activities did not strongly foster critical evaluation 
or validation skills.

3.3 Perception of students on the use of 
ChatGPT

To explore students’ perceptions and feelings regarding the 
integration of ChatGPT in their academic activities, we employed a 
data-driven approach to analyzing responses to open-ended survey 
questions. Students were asked, “What did you like most about the 
activity that integrates ChatGPT?” The collected responses were 
analyzed using Python with natural language processing libraries, as 
detailed in the methodology.

Initially, sentiment polarity was calculated for each response, 
ranging from −1 (negative) to 1 (positive). Neutral responses scored 
at 0. The sentiment distribution revealed that 90% of the responses 
were neutral, while only 2% were positive and 8% negative (Figure 2A). 
This high percentage of neutral responses indicates that many students 
might still lack familiarity with ChatGPT’s full capabilities or harbor 
uncertainties about its potential. Additionally, a word cloud was 
generated to visually represent the most frequently used words in 
students’ responses. As described in the methodology, the text was 
preprocessed using the nltk library to remove common words and 
highlight key terms. As shown in Figure 2B, the most frequently used 
words were information, simplicity, new, tool, and technology.

To gain deeper insights and address the limitations of sentiment 
analysis, we  employed advanced natural language processing 

TABLE 2 Mean scores and standard deviations of survey items evaluating 
students' perceptions of ChatGPT integration in learning activities (Likert 
scale: 1–10).

Item ID Fundamentals of 
biological systems

Mathematics and 
data science for 
decision making

Mean ± SD Mean ± SD

Q1 9.36 ± 2.01 9.76 ± 0.76

Q2 9.31 ± 2.05 9.73 ± 0.83

Q3 9.28 ± 2.05 9.68 ± 0.88

Q4 9.26 ± 2.04 9.72 ± 0.88

Q5 9.26 ± 2.04 9.70 ± 0.89

Q6 9.59 ± 0.88 9.26 ± 1.44

Q7 8.97 ± 1.66 9.27 ± 1.41

Q8 9.31 ± 2.02 9.65 ± 0.87

Q9 9.21 ± 1.67 9.46 ± 1.13

Q10 9.18 ± 2.00 9.57 ± 0.87

Q11 8.77 ± 1.99 9.05 ± 1.71

Q12 8.62 ± 2.20 8.43 ± 2.31

Q13 8.56 ± 2.39 8.86 ± 2.00

FIGURE 1

Average Likert scores (0–10) for the dimensions of Acceptance of the AI Tool, Instructional Design of the Learning Activity, and Critical Thinking across 
both courses. The asterisk indicates a significant difference between courses as determined by a t-test (p ≤ 0.05). Error bars represent standard 
deviations (SD).
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FIGURE 2

(A) Distribution of the analysis results of the feelings generated from the responses to the open question, “What did I like most about the activity with 
ChatGPT?” This analysis includes reactions from the courses “fundamentals of biological systems” and “mathematics and data science for decision 
making.” (B) Word cloud analysis of the responses to the same open question.

techniques, including Latent Dirichlet Allocation (LDA) and Latent 
Semantic Analysis (LSA), to perform topic modeling on the open-
ended responses. This approach enabled us to uncover underlying 
themes in the feedback and better understand the nuances of 
student perceptions.

The LDA topic modeling revealed five key themes. These themes 
included: (1) Use of tools for information retrieval, emphasizing 
simplicity and efficiency; (2) Rapid and dynamic learning with 
technology, showcasing students’ appreciation for ChatGPT’s 
innovative capabilities; (3) Ease and speed of ChatGPT usage, 
highlighting its accessibility; (4) Research and specific responses, 
reflecting its role in supporting precise academic inquiries; and (5) 
Technology and artificial intelligence as support tools, underlining the 
broader relevance of AI in learning contexts.

Complementing these findings, LSA grouped responses into 
related categories, further emphasizing ChatGPT’s practical utility and 
role in facilitating innovative and efficient learning experiences. 
Responses described ChatGPT as a tool that “simplifies research,” 
“saves time,” and “provides clear and concise explanations.” However, 
some students expressed concerns about the reliability of ChatGPT’s 
outputs and emphasized the importance of validating its responses 
with credible sources.

Transitioning from sentiment polarity to topic modeling 
underscores the importance of employing advanced techniques to 
interpret complex qualitative data. While the sentiment analysis 
highlighted the prevalence of neutral opinions, the topic modeling 
illuminated how students viewed ChatGPT as both a facilitator of 
efficient learning and a tool requiring responsible use and validation. 
These findings offer a nuanced perspective on student perceptions, 
bridging initial neutrality with deeper thematic insights.

4 Discussion

ChatGPT and similar AI tools have rapidly gained significance in 
higher education, reshaping how students and educators interact with 
information and learn. These tools offer instant access to vast knowledge 
repositories, enabling students to explore topics in-depth, generate ideas, 

and receive personalized assistance. For educators, AI provides 
innovative ways to design interactive learning experiences and streamline 
administrative tasks, such as grading or creating lesson plans. The 
availability of such technology enhances accessibility, allowing students 
from diverse backgrounds to learn effectively at their own pace.

However, with great power comes great responsibility, and the 
ethical implications of using AI tools in education cannot 
be overlooked. One of the primary concerns is ensuring academic 
integrity. Tools like ChatGPT can inadvertently facilitate plagiarism 
or undermine critical thinking when misused. Educational institutions 
must prioritize teaching students how to use AI responsibly—
encouraging them to view it as a supplement to their efforts rather 
than a replacement. Establishing guidelines for ethical AI use in 
academia can help maintain the quality and credibility of education.

This study describes a pilot experiment to analyze students’ 
perceptions about the use of the artificial intelligence tool ChatGPT 
in two science classes at the Tecnologico de Monterrey. The students’ 
responses clearly show that we are still at the beginning of using this 
tool and remain ignorant of its potential. ChatGPT has been used in 
various academic activities (Stokel-Walker, 2022), but the impact on 
the future is still unknown.

One advantage of using ChatGPT is instant access to information 
since it allows access to information in real-time. In addition, 
ChatGPT can encourage personalized learning, as it can adapt to 
students’ individual needs, offering explanations and examples that fit 
their level of knowledge and learning style. It can also promote self-
directed learning, motivating students to explore topics of interest at 
their own pace and level.

However, some student responses pointed out that ChatGPT may 
constitute a danger by creating excessive dependency and preventing 
consultation of documents of high academic quality. This would 
strongly impact the development of critical thinking skills, reasoning 
for complexity, and problem-solving. An interesting note had to do 
with the fact that in the future, ChatGPT could lead us to lose 
interaction with humans, and ChatGPT could be  the teacher, the 
teammate, the one who answers questions of all kinds. On the other 
hand, a student commented on the lack of precision in the data used 
by ChatGPT, which is often not updated, or a paid version is required 
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to access updated content. Many other potential dangers were 
mentioned, such as response bias, the probable failure to secure 
student data, and the limited development of STEM graduation 
competencies. We are still at the beginning of the use of ChatGPT; 
we do not yet know the consequences of its use, but we must take into 
account the new rules already imposed by academic authorities on the 
use of these tools. Several universities have even banned its use.

Another ethical aspect lies in the transparency and fairness of AI 
tools. Biases in AI models could reinforce stereotypes or propagate 
misinformation, leading to unintended consequences in learning 
environments. Institutions should advocate for using ethical AI 
systems built with inclusivity in mind. At the same time, educators 
must emphasize the importance of evaluating AI outputs critically to 
ensure the information aligns with reliable, factual sources.

ChatGPT in higher education can significantly benefit student 
learning if implemented carefully and thoughtfully. However, it is 
important to recognize and address the potential risks and limitations 
associated with its use, thereby ensuring a practical and ethical 
educational experience. The academic integrity code of all universities 
today includes the responsible use of Artificial Intelligence. When 
students were questioned, to our surprise, a third of the population 
surveyed did not know about the modifications to the regulations.

There is still much to learn about using artificial intelligence tools, 
but at least in these first drafts of higher education, we can say that 
they can be useful when used responsibly and can help solve many 
academic problems in many areas of knowledge.

Ultimately, integrating AI tools like ChatGPT in higher education 
presents an incredible opportunity to enhance learning but must 
be guided by ethical principles. These include promoting responsible 
use, fostering critical engagement with AI outputs, and ensuring 
fairness and transparency in their deployment. By addressing these 
ethical concerns, higher education can harness the benefits of AI while 
upholding its commitment to nurturing informed, thoughtful, and 
socially responsible learners.
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