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GPT-4’s capabilities in handling 
essay-based exams in Norwegian: 
an intrinsic case study from the 
early phase of intervention
Rune Johan Krumsvik *

Department of Education, University of Bergen, Bergen, Norway

The growing integration of artificial intelligence (AI) in education has paved the 
way for innovative grading practices and assessment methods. This study uniquely 
explores GPT-4’s capabilities in handling essay-based exams in Norwegian across 
bachelor, master, and PhD levels, offering new insights into AI’s potential in educational 
assessment. Driven by the need to understand how AI can enhance assessment 
practices beyond traditional approaches, this case study research examines GPT-
4’s performance on essay-based exams related to qualitative methods, case study 
research, qualitative meta-synthesis, and mixed method research, using chain-of-
thought prompting. Unlike existing studies that primarily assess AI’s grading abilities, 
this research delves into GPT-4’s capability to both evaluate student responses 
and provide feedback, bridging a critical gap in integrating feedback theories with 
AI-assisted assessment. The study specifically investigates GPT-4’s ability to answer 
exam questions, grade student responses, and suggest improvements to those 
responses. A case study design was employed, with primary data sources derived 
from GPT-4’s performance on six exams, based on course learning goals and 
grading scale (feed up), GPT-4’s handling of main content in the exams (feedback), 
and GPT-4’s ability to critically assess its own performance and limitations (feed 
forward). The findings from this intrinsic case study revealed that GPT-4 performs 
well on these essay-based exams, effectively navigating different academic levels 
and the Norwegian language context. Fieldwork highlights GPT-4’s potential to 
significantly enhance formative assessment by providing timely, detailed, and 
personalized feedback that supports student learning. For summative assessment, 
GPT-4 demonstrated reliable evaluation of complex student essay exams, aligning 
closely with human assessments. The study advances understanding in the field 
by highlighting how AI can bridge gaps between traditional and AI-enhanced 
assessment methods, particularly in scaffolding formative and summative assessment 
practices. However, since this case study examines only the early phase of the 
intervention, it has several limitations. With an awareness of its limitations, the 
findings underscore the need for continuous innovation in educational assessment 
to prepare for future advancements in AI technology, while also addressing ethical 
considerations, such as bias. Vigilant and responsible implementation, along with 
ongoing refinement of AI tools, remains crucial.
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1 Introduction

The increasing integration of artificial intelligence (AI) in 
education presents a unique opportunity to improve assessment 
practices, but it also highlights a critical gap in how traditional 
feedback theories apply to AI-supported assessment. Established 
educational feedback theories—such as those proposed by Shute 
(2008), Wollenschläger et al. (2016), Wisniewski et al. (2020), and 
Hattie and Timperley (2007)—have laid valuable foundations for 
effective feedback processes. However, these frameworks were 
developed before the advent of advanced AI models and may not fully 
address the capabilities or limitations of AI in educational feedback.

This case study is positioned at the intersection of AI and 
educational assessment, aiming to explore GPT-4’s potential to 
enhance assessment by aligning with established feedback theories. 
There is currently a missing link in the literature regarding how these 
feedback theories can be integrated with AI-supported assessment in 
meaningful ways. Specifically, this study addresses this gap by 
examining GPT-4’s performance on essay-based exams in the 
Norwegian language, focusing on its ability to answer exam questions, 
grade student responses, and provide feedback for improvement. By 
investigating these dimensions, this research aims to establish a 
theoretical and practical foundation for integrating feedback theories 
with AI-supported assessment, bridging a crucial gap in 
current knowledge.

Building on prior research that demonstrated GPT-4’s capabilities 
with complex exams in fields such as medicine (Krumsvik, 2024a), 
nursing education (Krumsvik, 2024b), and doctoral education 
(Krumsvik, 2024c), this study further investigates how GPT-4 
performs across six essay-based exams. The focus is on how GPT-4 
provides feedback (through grading and suggestions for improvement) 
and feed forward (offering insights into potential enhancements in 
student responses). Drawing on our previous research on AI in 
education (Krumsvik et al., 2018, 2021; Krumsvik, 2023), this case 
study specifically examines GPT-4’s utility for both formative and 
summative assessment in Norwegian educational settings.

This study focuses on the following research questions:

 1 What is GPT-4’s performance on the six exams (feed up)?
 2 What is GPT-4’s capability of grading of six exams (feedback)?
 3 What is the GPT-4’s capability to suggest measures of 

improvement on the six essay-based exams in the Norwegian 
language (feed forward)?

By addressing these questions, this case study seeks to illuminate 
GPT-4’s potential to redesign assessment practices, thereby bridging 
the gap between traditional feedback methods and AI-enhanced 
approaches and pinpointing areas for continued innovation in 
educational assessment.

1.1 Background

The work on this article in 2022 led up to the launch of ChatGPT 
in November 2022 and GPT-4 in March 2023. In this context, the 
article “takes the temperature” on this technological paradigm shift as 
it appears in the fall of 2023 and spring of 2024, thematically focused 
on the journey between perceived affordances and real affordances 

(Norman, 1999) around AI in general and these language models 
specifically in higher education, highlighting the opportunities, 
challenges, dilemmas, and risks that emerge in this transitional period. 
Against this backdrop, we investigate GPT-4’s capability in light of the 
current state of knowledge:

What kind of contribution can AI make to education on a more 
general level?

Imran and Almusharraf (2023) conducted a systematic review of 
the literature to examine the role of ChatGPT as a writing assistant in 
higher education. The review found that ChatGPT has rapidly become 
a subject of debate among scholars and is being used by individuals 
across various fields. While opinions on the potential role of ChatGPT 
as a writing assistant vary, the study highlights its effectiveness in text 
generation, particularly for long essays and creative writing. It also 
emphasizes ChatGPT’s ability to produce human-like performance in 
various academic and professional tasks, suggesting its potential as a 
valuable tool in higher education writing. However, the review also 
identifies potential ethical concerns and challenges associated with the 
use of ChatGPT, underscoring the need for further research and 
careful implementation to ensure responsible and effective integration 
of this technology in educational settings.

Albadarin et  al. (2024) conducted a systematic review of 14 
empirical studies to investigate the use of ChatGPT in education. The 
review found that both learners and educators have utilized ChatGPT 
in various ways. Learners have used it as a virtual assistant for 
feedback, writing enhancement, and personalized learning, while 
educators have employed it for lesson planning, quiz generation, and 
resource provision. The study highlights the potential benefits of 
ChatGPT in education, such as improved learning outcomes and 
increased productivity. However, it also raises concerns about 
potential negative impacts on learners’ innovative capacities and 
collaborative skills, as well as ethical considerations and the need for 
structured training and guidelines for effective and responsible use.

Mai et al. (2024) conducted a systematic review titled “The use of 
ChatGPT in teaching and learning: a systematic review through 
SWOT analysis approach.” This review explores the integration of 
ChatGPT, an advanced AI-powered chatbot, into educational settings, 
highlighting the mixed reactions from educators. The review identified 
32 topics related to ChatGPT’s use in education, categorized into 13 
strengths, 10 weaknesses, five opportunities, and four threats and the 
findings were structured into three components: Presage, Process, and 
Product. In the Presage stage, the focus was on how ChatGPT adapts 
to diverse student characteristics and teaching contexts. In the Process 
stage, the impact of ChatGPT on teaching and learning activities was 
assessed, particularly its ability to provide personalized and adaptive 
instructional support. Finally, in the Product stage, the contribution 
of ChatGPT to student learning outcomes was evaluated. The authors 
conclude that by considering the application of ChatGPT in each stage 
of the teaching and learning process, educators can leverage its 
strengths and address its weaknesses to optimize its integration into 
educational practices.

Bhullar et  al. (2024) conducted a comprehensive study titled 
“ChatGPT in higher education - a synthesis of the literature and a 
future research agenda,” and this study explores the impact of 
ChatGPT on higher education, highlighting key research articles, 
prominent journals, and leading countries in terms of citations and 
publications. The authors conducted a bibliometric analysis of 47 
research papers from the Scopus database, identifying the 
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United States as the most productive country in this field, with the 
highest volume of publications and citations. The study categorizes the 
findings into four thematic clusters: academic integrity, learning 
environment, student engagement, and scholarly research. These 
clusters represent the primary areas of focus in the research on 
ChatGPT in higher education, addressing critical issues such as 
student examinations, academic integrity, student learning, and field-
specific research. A significant concern identified is plagiarism, as the 
use of ChatGPT may undermine students’ ability to produce original 
and creative work. This study provides valuable insights into the 
current state of ChatGPT in higher education literature, offering 
essential guidance for scholars, researchers, and policymakers on the 
integration and implications of ChatGPT in academic settings.

The systematic review, by Gao et al. (2024) investigates the use of 
text-based automatic assessment systems in post-secondary education, 
addressing the challenges of grading text-based questions in large 
courses. The review, screened 838 papers and synthesized 93 studies 
to explore the development and application of these systems in recent 
years. This review highlights the potential of AI and NLP, particularly 
Large Language Models like ChatGPT, to automate rapid assessment 
and feedback in higher education, offering valuable insights for 
researchers and educators integrating these technologies into 
their practices.

Guo et  al. (2023) examined the extent to which ChatGPT’s 
responses resemble those of human experts, gathering 10,000 of 
comparison responses from both human experts and ChatGPT across 
various domains, including open-domain, finance, medicine, law, and 
psychology, in their article “How Close is ChatGPT to Human 
Experts?.” Their main finding is that “Compared with humans, we can 
imagine ChatGPT as a conservative team of experts. As a “team,” it 
may lack individuality but can offer a more comprehensive and neutral 
view toward questions” (p. 6).

Ray (2023) presents a comprehensive review titled “ChatGPT: 
a comprehensive review on background, applications, key 
challenges, bias, ethics, limitations and future scope,” which 
explores the transformative impact of ChatGPT in various fields 
through artificial intelligence (AI) and machine learning 
advancements. The review covers several critical aspects: The 
origins, development, and underlying technology of ChatGPT are 
examined, providing a detailed understanding of its foundation, the 
wide-ranging applications of ChatGPT across industries such as 
customer service, healthcare, and education are discussed, 
highlighting its versatility and utility. The paper identifies significant 
challenges faced by ChatGPT, including ethical concerns, data 
biases, and safety issues. It also discusses potential mitigation 
strategies to address these challenges. The review also examines 
various ethical issues and biases associated with ChatGPT, 
emphasizing the need to balance AI-assisted innovation with 
human expertise to ensure ethical use. The limitations of ChatGPT 
are acknowledged, and future research directions are suggested. 
These include integrating ChatGPT with other technologies, 
improving human-AI interaction, and addressing the digital divide. 
The paper explores how ChatGPT has been redefining scientific 
research, from data processing and hypothesis generation to 
collaboration and public outreach. Overall, Ray (2023) offers 
valuable insights for researchers, developers, and stakeholders, 
providing a thorough understanding of ChatGPT’s impact, 
challenges, and future potential in the ever-evolving landscape of 

AI-driven conversational agents. Despite ethical concerns and 
controversies, ChatGPT has garnered significant attention from 
academia, research, and industries in a short period.

The abovementioned current state of knowledge demonstrates 
that ChatGPT, GPT-4 and similar model and AI have a wide range of 
applications within education. However, there remains a missing link 
in the current state of knowledge regarding the integration of 
established feedback theories with AI-supported assessment and how 
capable GPT-4 is in languages as Norwegian in such feedback 
processes. This study seeks to address this gap by examining GPT-4’s 
performance on essay-based exams in the Norwegian language, 
focusing on its ability to answer exam questions, grade student 
responses, and provide feedback for improvement within 
educational practices.

1.2 Theoretical framework

This case study is exploratory and intrinsic (Stake, 1995, 2006), 
utilizing educational feedback theories by Shute (2007), 
Wollenschläger et al. (2016), Wisniewski et al. (2020), and especially 
Hattie and Timperley’s (2007) formative assessment model (Figure 1) 
with the concepts feed up, feedback and feed forward and the 
coherence between these regarding both the overall study, but also 
how these eclectic theories can be applied by GPT-4 itself within these 
assessment concepts.

Figure  1 illustrates the interconnected concepts of “feed up,” 
“feedback,” and “feed forward” and their role in bridging the 
theoretical foundations with the practical case study design of this 
research. Each concept is adapted to the context of GPT-4’s application, 
as follows:

 1 Feed up: this concept addresses the question, “Where 
am I going?” It relates to the learning aims and objectives, 
specifically the descriptions of learning outcomes outlined in 
the course plan to which the exam belongs. In this study, feed 
up is represented by the alignment between the learning goals, 
the essay-based exam questions, and the criteria used to assess 
these goals. This ensures that GPT-4’s responses and 
evaluations are grounded in the intended learning outcomes of 
the course based on rubrics.

 2 Feedback: this process addresses the question “How 
am I going?” and relates to the direct, criterion-based responses 
provided by GPT-4 when grading the six essay-based exams. 
In this context, feedback involves GPT-4’s capacity to evaluate 
student answers against established rubric criteria, offering 
detailed insights and assessments that align closely with human 
grading standards where possible. We will examine if GPT-4 is 
capable in delivering immediate, structured feedback, and if it 
can be  a grading tool, capable of providing summative 
assessment that reflects the expectations of traditional 
evaluative practices.

 3 Feed forward: this concept addresses “Where to go next?” Feed 
forward refers to GPT-4’s capacity, based on its initial grading 
(feedback), to suggest specific, actionable improvements in 
student responses. By indicating ways students can enhance 
their work, GPT-4 supports future learning processes and 
demonstrates its potential for formative assessment.
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The theoretical foundation for this study draws on established 
feedback theories from Shute (2008), Wollenschläger et al. (2016), 
Wisniewski et al. (2020), and Hattie and Timperley (2007). These 
frameworks are used to guide the study’s approach to integrating 
GPT-4 into assessment practices, ensuring that its application is 
theoretically justified and pedagogically sound.

Another theoretical underpinning of the study is the concept of 
rubrics. In line with Wollenschläger et  al. (2016), rubrics can 
be defined as structured scoring tools that outline specific criteria for 
evaluating the quality of student performance on various tasks. 
Rubrics provide a framework that breaks down complex assessment 
tasks into distinct, measurable components, each with clearly defined 
performance levels. This approach allows educators to assess student 
work consistently and transparently, supporting both formative and 
summative assessment by offering students clear expectations and 
actionable feedback.

Wollenschläger et al. (2016) emphasize that rubrics not only guide 
grading but also serve as learning tools, helping students understand 
the specific areas of strength and improvement in their work. By 
making assessment criteria explicit and transparent, rubrics facilitate 
a shared understanding between students and educators, which can 
enhance learning outcomes and support the development of 
targeted skills.

But how do these frameworks align with each other? Rubrics, as 
defined by Wollenschläger et al. (2016), provide a structured scoring 
tool that aligns assessment tasks with learning goals. This closely 
connects with the “feed up” concept in Hattie and Timperley’s 
model, as rubrics make learning expectations explicit and 
transparent, forming the foundation for both feedback and feed 
forward processes.

By aligning these frameworks, the study ensures theoretical 
coherence and pedagogical soundness. Rubrics serve as a practical 
tool to connect theoretical constructs with assessment practices, 
enabling GPT-4 to operationalize “feed up,” “feedback,” and “feed 
forward” in a systematic and measurable way. Furthermore, the 
exploratory nature of this study highlights the potential of GPT-4 to 
bridge these frameworks within both formative and summative 
assessment contexts.

In summary, this case study investigates whether GPT-4 can 
effectively integrate these three feedback processes and rubrics in 
essay exams and other educational contexts, offering both formative 
and summative assessment capabilities grounded in established 
educational frameworks.

2 Methodology

This exploratory and intrinsic case study (Stake, 1995, 2006) 
investigates GPT-4’s potential for assessing Norwegian-language 
essay exams across various academic levels. GPT-4 was chosen 
due to its advanced language capabilities, making it uniquely 
suited to handle nuanced, open-ended questions that are 
characteristic of essay-based assessments. Furthermore, as GPT-4 
has demonstrated proficiency in a range of academic tasks, its 
application to Norwegian essay exams offers a meaningful context 
to explore both its formative and summative assessment 
capabilities within a non-English language setting. This setting is 
particularly relevant for testing AI’s adaptability to diverse 
linguistic and cultural contexts, directly addressing the study’s 
research questions.

FIGURE 1

Formative assessment model (Hattie and Timperley, 2007, p. 5).
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The data collection and analysis process were cumulative 
(Creswell and Guetterman, 2021), with three main phases. In the first 
phase, GPT-4’s performance on six essay-based exams was assessed 
using chain-of-thought prompting. Prompts included exact wording 
from the course plan, grading guidelines, and the Norwegian exam 
questions to ensure alignment with academic expectations. This 
methodology, based on Wollenschläger et al. (2016), involved using 
established rubrics to structure GPT-4’s responses according to 
educational standards and expectations.

The second phase focused on GPT-4’s grading capabilities, 
applying the rubric criteria consistently to evaluate the responses 
across the six exams. This phase was designed to test GPT-4’s 
accuracy and reliability in a grading role, examining its consistency 
with established academic grading practices in the Norwegian 
context. The third phase evaluated GPT-4’s ability to offer constructive 
feedback and feed forward by suggesting measures for improvement 
based on previous chain-of-thought prompting, again guided by 
Wollenschläger et al. (2016) rubrics.

For supplementary data collection, blue arrows in the study design 
represent additional steps that included integrating the research questions 
directly in (A) dialogue with GPT-4 to explore how it synthesized and 
responded to findings from phases 1, 2, and 3. Two external researchers 
then participated in a validation community to review preliminary 
findings and assess their validity (B). Lastly, additional fieldwork (C) was 
conducted to identify potential biases or misinterpretations in GPT-4’s 
responses, ensuring the findings were robust and grounded in current 
understanding of AI-supported assessment.

This methodological approach not only allowed for a 
comprehensive examination of GPT-4’s abilities across formative and 
summative assessments but also provided a framework to evaluate its 
performance in a specific language and educational context, directly 
addressing the study’s research questions.

2.1 Sample

The main test period was carried out from March 25, 2023–
August 5, 2023 and the six essay-based exams set consisted of three 
essay-exam questions in ordinary exams on bachelor, and master level 
where the grading is from 1.0–6.0 (where 1.0 is the best). Next, the 3 
essay-based exams on doctoral level (PhD) are more extensive and 
require an academic paper of 7–10 pages where the grading is 
“Approved” or “Not approved.” All the six essay-based exams were in 
the Norwegian language and consisted of only text. Scoring of all the 
six exams were based on the grading guidelines (“sensorveiledning”) 
based on the course plans. Interaction with GPT-4 was conducted 
based on a starting prompt (see attachment 1) and the six essay exam 
questions which were posed to GPT-4, and responses were recorded 
(each response was considered final). This was also based on 
Wollenschläger et al. (2016) rubrics-process.

2.2 Data collection process

Given the exploratory nature of this case study and the early stage 
of research into AI-assisted assessment in Norwegian educational 
settings, a purposive sampling approach was employed (Maxwell, 
2009). This sampling method was selected to ensure the inclusion of 

a representative range of essay-based exams that could provide 
meaningful insights into GPT-4’s capabilities in handling academic 
tasks across multiple levels and subjects. The choice of purposive 
sampling was also influenced by GDPR requirements and research 
ethics, prioritizing data security and participant anonymity 
throughout the study.

2.2.1 Selection of exam samples
The exams were selected from courses covering various academic 

levels (bachelor, master, and PhD) and focused on topics such as 
qualitative methods, case study research, qualitative meta-synthesis, 
and mixed-methods research. These subjects were chosen for their 
emphasis on critical thinking and written expression, characteristics 
that align well with the competencies required in essay-based exams. 
By selecting exams in these areas, the study could examine how 
effectively GPT-4 handles complex, open-ended questions in a 
language-specific (Norwegian) context, addressing the study’s core 
research questions.

Purposive sampling enabled the selection of exams that required 
high levels of analytical and interpretive skills, which are critical for 
testing the model’s capacity for formative and summative assessment. 
This approach ensured that the sample would yield valuable insights 
into GPT-4’s ability to align with educational objectives, provide 
coherent grading, and offer actionable feedback.

2.2.2 Data collection process and recording 
responses

Data collection was conducted in three main phases, each aimed 
at assessing different aspects of GPT-4’s performance:

 1 Answering exam questions: in the first phase, exam questions 
were entered into GPT-4 in a structured sequence, using chain-
of-thought prompting to simulate how a student might 
approach answering the questions. GPT-4’s responses were 
recorded directly into a secure, GDPR-compliant data storage 
system to ensure data integrity and compliance with 
ethical standards.

 2 Grading student responses: in the second phase, the same exam 
questions were paired with student responses, which GPT-4 
was then prompted to grade according to the specific rubric 
criteria for each course. Each grading prompt was recorded, 
including GPT-4’s evaluative comments, scores, and any 
relevant observations. To comply with GDPR, no personal data 
from the students was included, and the grading outputs were 
stored securely.

 3 Providing feedback and feed forward: in the third phase, GPT-4 
was prompted to offer feedback and feed forward on student 
responses based on the rubric. This phase focused on 
identifying areas where students could improve and providing 
actionable suggestions for future performance. Feedback 
outputs were recorded in the same GDPR-compliant system, 
ensuring that all data were handled according to strict 
ethical guidelines.

2.2.3 Field work
The further digital field work from August 2023–March 2024 

consisted of interactions with GPT-4 to check for possible biases and 
misinterpretations, in light of the abovementioned knowledge 
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summary within this field and dialogues with Gemini Advanced 
(Google, 2024) as a validation of GPT-4’s performance. This process 
revealed that GPT-4 had improved in some areas, probably because of 
an ongoing fine tuning of GPT-4 by OpenAI.

2.3 Data analysis

Data analysis, step 1, was based on GPT-4’s performance on the 
six exams (feed up). Data analysis, step 2, was based on GPT-4’s ability 
of grading of the six exams (feedback) (one of the essay exam on 
PhD-level will be used as an example and “lens” regarding this phase 
2 and feed up, feedback and feed forward). Data analysis, step 3, was 
based on 3, GPT’s exam-measures of improvement (feed forward). 
The supplemental data was collected from august 2023 – March 2024 
and consisted of comprehensive interactions with GPT-4, the use of 
validation community and digital field work (described above).

2.4 Grading scale

The 3 essay-based exams on bachelor and master level were based 
on the University of Bergen’s grading scale (University of Bergen 
(UiB), 2018) as a letter by scale A, B, C, D, E, F. Below you find the 
general, qualitative descriptions of the criteria used in the assessment 
of the 3 essay-based exams.

A Excellent An excellent performance, clearly outstanding. The candidate 

demonstrates excellent judgment and a very high degree of 

independent thinking.

B Very good

A very good performance. The candidate demonstrates 

sound judgment and a high degree of independent thinking.

C Good

A good performance in most areas. The candidate 

demonstrates a reasonable degree of judgment and 

independent thinking in the most important areas.

D Satisfactory

A satisfactory performance, but with significant 

shortcomings. The candidate demonstrates a limited degree 

of judgment and independent thinking.

E Sufficient

A performance that meets the minimum criteria, but no 

more. The candidate demonstrates a very limited degree of 

judgment and independent thinking.

F Fail

A performance that does not meet the minimum academic 

criteria. The candidate demonstrates an absence of both 

judgment and independent thinking.

For the 3 essay-based exams on doctoral level the grade was 
“Approved” or “Not Approved” based on the grading guidelines 
(“sensorveiledning”) based on the course plans. This was based on 
Wollenschläger et al. (2016) rubrics-process.

2.5 Validity and thrustworthiness

2.5.1 Validation communities of the results
The validation community examined the GPT-4’s performance, feed 

up (1), grading abilities, feedback (2) and feed forward abilities (3), and 

found that GPT-4 handled these three areas very good. But they also 
mentioned the limitations with the few essay exams in the sample, etc. 
and several other concerns about the use of GPT-4 in student learning 
contexts (especially ethical issues, plagiarism, etc.). The dialogue with 
another LLM, Gemini Advanced (Google, 2024) as validation of GPT-4’s 
performance retrospectively during the autumn 2023 and spring 2024 
confirmed strength and the weaknesses with this case study. Gemini 
Advanced also raised several limitations with the case study.

2.5.2 Chain-of-thought prompting
The “chain-of-thought prompting” methodology was employed as 

a structured approach to guide GPT-4  in providing coherent, 
contextually accurate responses across all phases of the study. This 
methodology involved presenting prompts that sequentially aligned 
with course objectives, grading criteria, and exam expectations, 
ensuring that GPT-4’s outputs were grounded in the academic 
standards relevant to each exam. By structuring prompts in a step-by-
step manner (see Supplementary material), this approach supported 
GPT-4 in producing responses that demonstrated clear reasoning and 
alignment with educational expectations.

2.5.2.1 Phase 1: answering exam questions (feed up)
In the first phase, chain-of-thought prompting was applied to 

guide GPT-4 in answering exam questions accurately and in detail. 
Each prompt was constructed to follow a logical sequence that 
mirrored the structure of the course plan and exam expectations. For 
example, prompts included specific instructions that referenced the 
course’s learning outcomes and thematic focus areas. This helped 
ensure that GPT-4’s responses were relevant, comprehensive, and 
directly aligned with the knowledge and skills expected in the course. 
By consistently using structured prompts, the study aimed to mitigate 
response variability and maintain alignment with educational goals.

2.5.2.2 Phase 2: grading student responses (feedback)
The second phase used chain-of-thought prompting to instruct 

GPT-4 on grading student responses according to established criteria. 
Here, prompts included detailed grading guidelines derived from the 
course rubrics, which specified various grading dimensions (e.g., 
comprehension, argumentation, coherence, and use of evidence). 
GPT-4 was sequentially guided through each rubric criterion, enabling 
it to evaluate responses systematically and produce grades that reflected 
the criteria comprehensively. This approach ensured consistency in 
grading by prompting GPT-4 to address each criterion in a step-by-
step manner, closely following the course’s expectations for assessment.

2.5.2.3 Phase 3: providing feed forward for improvement 
(feed forward)

In the third phase, chain-of-thought prompting was applied to 
enable GPT-4 to generate constructive feed forward for students. 
Prompts were designed to encourage GPT-4 to review the graded 
responses and suggest targeted areas for improvement. Each prompt 
focused on aspects identified in the grading phase that could 
be enhanced, such as argument clarity, depth of analysis, or alignment 
with course themes. GPT-4 was guided to offer actionable feed 
forward, helping students understand specific areas where they could 
improve their performance. This structured approach allowed GPT-4 
to produce relevant, concrete feed forward that aligned with both the 
course objectives and grading criteria.
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2.5.2.4 Consistency across phases
To ensure consistent application of the chain-of-thought 

prompting methodology across all phases, prompts were standardized 
and applied in a systematic order, with each prompt referencing 
established guidelines, rubrics, and course expectations. By 
maintaining this structured approach throughout the study, the 
methodology helped GPT-4 to provide responses, grades, and 
feedback that were coherent, accurate, and reflective of academic 
standards. This consistency was crucial in evaluating GPT-4’s capacity 
to handle both formative and summative assessment tasks within a 
structured framework.

In summary, the chain-of-thought prompting methodology 
enabled a cohesive approach to guiding GPT-4’s responses across 
various assessment functions. By using structured prompts that were 
consistently aligned with course expectations, this methodology 
supported the reliability of GPT-4’s outputs and allowed for a thorough 
exploration of its potential as an assessment tool in Norwegian-
language essay exams.

However, there are some limitations we had to consider during 
this process. For one, GPT-4’s responses often benefit from prompts 
that break down complex exam questions into more manageable parts. 
This can enhance clarity but may also lead to fragmented grading 
insights that differ from holistic human evaluations. Additionally, 
while chain-of-thought prompting (COTP) helps structure GPT-4’s 
responses, it may sometimes produce overly precise, segmented 
feedback that lacks the broader context an educator might provide. 
Future applications could explore fine-tuning GPT-4’s prompts to 
balance detailed assessment with a more cohesive grading perspective.

2.5.3 Rubric usage in the study
Rubrics played a central role in guiding GPT-4’s performance 

across all phases of this study, providing a structured framework for 
assessment and feedback. Rubrics were adapted to suit the capabilities 
of GPT-4, ensuring clarity and alignment with the learning objectives 
and grading standards of the Norwegian essay exams. By structuring 
prompts and evaluations around these rubrics, the study aimed to 
foster consistency and reliability in GPT-4’s responses. Below is a 
description of how rubrics were specifically utilized and adapted in 
each phase.

2.5.3.1 Phase 1: answering exam questions
In the initial phase, rubrics served as a reference for GPT-4’s 

responses to exam questions, providing a clear standard for the depth, 
scope, and focus expected in each answer. The rubric criteria were 
used to structure the chain-of-thought prompting, encouraging 
GPT-4 to answer each question in alignment with course objectives 
and expected outcomes. Key rubric elements, such as relevance, 
coherence, analytical depth, and integration of course themes, were 
integrated directly into the prompts. No major modifications were 
necessary in this phase, as the rubrics primarily guided GPT-4  in 
producing complete, well-structured answers to open-ended questions.

2.5.3.2 Phase 2: grading student responses
During the grading phase, rubrics were utilized in a criterion-

based format to ensure that GPT-4’s grading aligned with the course’s 
established standards. Each rubric criterion—such as content 
accuracy, analytical depth, coherence, structure, and use of evidence—
was broken down into specific prompts that instructed GPT-4 to 

assess each aspect of a student’s response. Modifications were made to 
adjust the level of detail in the rubric criteria, with additional 
descriptors provided for each grading level [e.g., the content of the 
grading scale (University of Bergen (UiB), 2018) as well as “excellent,” 
“good,” “satisfactory” on doctoral level] to ensure that GPT-4 could 
interpret the standards accurately.

To further aid GPT-4 in applying the rubrics effectively, examples 
and explanatory notes were added where necessary, helping the model 
recognize subtle distinctions between performance levels. These 
modifications aimed to bridge the gap between rubric language, which 
may be  abstract (and in Norwegian), and GPT-4’s interpretive 
capabilities, ensuring that grading was consistent and aligned with 
academic expectations.

2.5.3.3 Phase 3: providing feed forward for improvement
In the final phase, rubrics were used to guide GPT-4 in generating 

constructive feedback, or feed forward, to suggest specific 
improvements in student responses. The rubrics provided a structured 
framework for identifying areas where students could enhance their 
work, focusing on criteria such as argument clarity, depth of analysis, 
adherence to course themes, and overall coherence. Prompts based on 
rubric criteria guided GPT-4 to highlight specific areas for 
improvement, such as offering more in-depth analysis or better 
structuring their arguments.

To adapt rubric usage for this phase, prompts were rephrased to 
encourage constructive feedback rather than evaluative grading. 
Rubric criteria were reframed to guide GPT-4 in offering suggestions 
rather than assigning scores, emphasizing positive reinforcement and 
actionable advice. For instance, instead of simply indicating 
weaknesses in coherence or argument structure, GPT-4 was prompted 
to recommend practical ways for students to improve in these areas, 
aligning the feedback with formative assessment principles.

2.5.3.4 Ensuring consistency across phases
Throughout all phases, rubrics were applied consistently to ensure 

that GPT-4’s outputs were cohesive and aligned with the study’s 
objectives. By adapting rubrics to suit each phase’s unique 
requirements—whether for answering, grading, or providing feed 
forward—this approach enabled GPT-4 to operate within a structured, 
pedagogically sound framework. These adaptations might be crucial 
for maximizing GPT-4’s effectiveness as an assessment tool, allowing 
the model to produce outputs that met academic standards and 
supported student learning. However, it is important to be aware that 
rubrics can sometimes have a reductionist effect, being too narrow 
and goal-oriented. This is especially important to avoid in essay-based 
exams, which—unlike multiple-choice exams—are underpinned by a 
broader epistemology and require a more holistic approach. Another 
challenge is that certain distinctive Norwegian concepts in the rubrics 
may be  difficult for GPT-4 to interpret and should be  carefully 
considered in such processes.

2.6 Limitations around validity and 
trustworthiness

There are several limitations when it comes to GPT-4’s grading of 
the exams. The grading was based on an alignment with the grading 
guidelines and grading scale specified for the exams. These guidelines 
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provide criteria for evaluating the quality of responses, including 
accuracy, relevance, depth of understanding, and coherence. It is 
important to acknowledge some limitations in this approach. The 
alignment between GPT-4’s comments and the grading criteria does 
not necessarily ensure a comprehensive understanding of all nuances 
in the exam responses. And the evaluation process relies on the 
assumption that the grading scale fully captures the intended 
competencies, which may not account for all possible variances in 
performance. To address these limitations, we  used a validity 
community of researchers and Gemini Advanced (Google, 2024) to 
mitigate biases and ensure better trustworthiness.

2.7 GDPR and ethical considerations

Throughout the data collection process, GDPR guidelines and 
research ethics were rigorously adhered to, particularly concerning the 
anonymization of data and secure storage of responses. Only exam 
questions and rubric criteria, which contained no personal identifiers, 
were used in the prompts to GPT-4, ensuring compliance with data 
protection regulations. All responses generated by GPT-4 were 
recorded in a secure environment, accessible only to authorized 
researchers involved in this study.

In summary, the data collection process was designed to ensure 
a secure, ethically sound approach to exploring GPT-4’s capabilities 
in educational assessment, using purposive sampling to provide a 
relevant sample of exam questions. This approach allowed the study 
to examine the practical applications of GPT-4 within the constraints 
of GDPR and research ethics, ensuring that the findings could inform 
further research in AI-supported assessment without compromising 
data security or participant confidentiality.

A key limitation of this study is that it represents an early phase 
of the research intervention, with findings based on a small sample 
of only six essay-based exams. This limited scope restricts the 
generalizability of the results, as a broader and more diverse sample 
across different subjects and academic levels would provide a more 
comprehensive assessment of GPT-4’s capabilities. Additionally, as 
an initial investigation and because of the GDPR, this study had no 
real students participating in the study (only the anonymized 
papers they had submitted). Thus, the study relies heavily on 
simulating the student role within these three feedback domains. 
This is, of course, a limitation, as we have not yet fully explored the 
potential challenges and complexities that may arise in real-world 
educational settings with actual students interacting directly with 
GPT-4, but this is particularly concerning GDPR and other ethical 
considerations (as AI can still be an “ethical minefield” for students 
in higher education given that directives, rules, and regulations are 
not yet fully established).

3 Results

The results of the main data sources in the case study are 
presented below.

3.1 The GPT-4’s performance on the six 
essay-based exams (feed up)

Data analysis, step 1, was based on GPT-4’s performance on the 
six exams (feed up) and the assessment of the GPT-4’s responses is 
based on the grading guidelines (“sensorveiledning”) for the different 
courses. Interaction with GPT-4: the six essay-based exams questions/
assignments were posed to GPT-4 based on chain of thought 
prompting, and responses were analyzed (each response was 
considered final) (see Figure 2).

The GPT-4’s performance was six out of six exam questions 
correctly, which gives an accuracy overall rate of approximately 
100% (96/110 * 100). On PSYK102, GPT-4 received A, on PSYK202 
B, on Qual. method on master level A. On PhD-level the GPT-4 
performed high on qualitative study research and mixed method 
research, and slightly above average on qualitative meta synthesis 
(Figure 3).

GPT-4’s good performance indicates a capability/understanding 
of the material covered in the essay-based exams. The GPT-4’s 
performance reflects insights and knowledge about the topic, and it is 
interesting that GPT-4 are capable to respond so good to Norwegian 
essay-exam questions (only few weeks after it was launched in March 
2023). While the performance is strong, we should keep in mind that 
there are several limitations in the study.

The study focused on only six essay-based exams within a 
specific field (methodology). This limits the generalizability of the 
findings to other subjects or exam formats (e.g., multiple-choice, 
short answer).

 1 Single iteration of responses: the study considered each GPT-4 
response as final, without allowing for iterative improvement 
through re-prompting. This might not reflect how GPT-4 
would be used in a real-world setting, where students might 
refine their work.

 2 Potential bias in assessment: the assessment of GPT-4’s responses 
was based on the grading scale and grading guidelines 
(“sensorveiledning”). However, these scales and guidelines may 
not perfectly capture all nuances of good essay writing, and there 
could be some subjectivity in their application.

 3 Chain-of-thought prompting: while chain-of-thought 
prompting was used, it’s possible that other prompting 
strategies might elicit different levels of performance from 

FIGURE 2

The research process of the intrinsic case study. The yellow arrows show the main data sources, and the blue arrows show the supplemental data in 
this article.

https://doi.org/10.3389/feduc.2025.1444544
https://www.frontiersin.org/journals/education
https://www.frontiersin.org


Krumsvik 10.3389/feduc.2025.1444544

Frontiers in Education 09 frontiersin.org

GPT-4. The study did not explore the impact of varying 
prompts on the results.

 4 Lack of human benchmark: the study employed a validity 
community of two researchers, but did not directly 
compare GPT-4’s performance to that of human students 
on the same exams. This makes it difficult to definitively 
assess how GPT-4’s abilities stack up against those of real 
test-takers.

 5 Evolving technology: GPT-4 is a rapidly evolving technology. 
The specific version used in the study might have different 
capabilities than later versions, limiting the long-term relevance 
of the findings.

However, the good results in section 3.1. are in line with the 
current state of knowledge internationally (e.g., Ray, 2023) and raises 
several questions about whether we can perceive GPT-4 as a reliable 
source and sparring partner in learning processes.

3.2 GPT-4’s ability of grading of six exams 
(feedback)

This grading of the six essay exams is based on the answer 
key/grading guidelines (“sensorveiledning”) for the bachelor-and 
master exams, and the guidelines for the academic paper on 
PhD-level. Interaction with GPT-4: the six essay-exams answers 
were posed to GPT-4 based on chain of thought prompting, and 
responses were recorded (each response was considered final). In 
all six essay exams answers GPT-4 had a good assessment 
performance and demonstrated sound judgment and a high 
degree of analytical abilities in the analysis of the essay texts. This 
may be partly due to the quality and specificity of the chain-of-
thought prompting, but also because 15 of the essay texts were at 
the bachelor’s level, 4 at the master’s level, and 8 at the PhD level. 
But how did this grading unfold in the process? One of the essay 
exams will be  used as an example of GPT’s grading ability 
(see below).

3.2.1 Chain-of-thought prompt for GPT-4 
assessment of mixed methods research academic 
paper instructions for GPT-4

You are evaluating a PhD student’s mixed methods research paper. 
Assess the paper based on the following criteria, referencing specific 
examples from the text to support your evaluation:

 1 Mixed methods design clarity and justification:

 • Is the chosen mixed methods design (e.g., convergent, 
explanatory sequential, exploratory sequential, transformative) 
clearly stated and well-justified?

 • Does the rationale for using a mixed methods approach align 
with the research questions and overall research goals?

 • Are the strengths and limitations of the chosen design discussed 
in relation to the specific research context?

 2 Philosophy of science and alignment:

 • Are the philosophy of science (ontology, epistemology, axiology) 
underlying the mixed methods approach explicitly stated 
and discussed?

 • Is there a clear connection between the philosophy of science 
foundations and the chosen research design and methods?

 • Does the paper engage with relevant philosophy of science 
literature (e.g., Hesse-Biber et  al., 2015) to support 
the discussion?

 3 Research design model (Fetters et al., 2013):

 • Are the main components of Fetters et al.’s (2013) model (or a 
similar framework) clearly identified and applied to the 
research design?

 • Does the paper explain how each component (e.g., purpose, 
timing, weighting, mixing) is operationalized in the study?

 • Are any adaptations or modifications to the model explained 
and justified?

FIGURE 3

GPT-4’s performance on the six essay-based exams.
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 4 Literature review and forefront of knowledge:

 • Does the literature review demonstrate a comprehensive 
understanding of existing mixed methods research in the 
relevant field?

 • Are the most relevant and up-to-date studies identified and discussed?
 • Does the paper clearly articulate how the proposed research will 

build upon and extend the current state of knowledge?

 5 Research questions (clarity, precision, justification):

 • Are the research questions clearly stated, focused, and answerable 
using a mixed methods approach?

 • Do the research questions align with the chosen mixed methods 
design and philosophical foundations?

 • Are the research questions justified based on the literature review 
and theoretical framework?

 • Do the research questions adhere to guidelines provided by 
Johnson and Christensen (2017) or other relevant sources?

 6 Methodological discussion in synopsis:

 • Does the synopsis (kappe) provide a more in-depth discussion of 
methodological considerations than the individual articles?

 • Are the rationale, strengths, and limitations of the chosen 
methods thoroughly discussed?

 • Is there a clear explanation of how the mixed methods approach 
will be implemented in each article of the thesis?

 7 Data collection, analysis, and quality:

 • Are the data collection procedures (including instruments and 
sampling strategies) for both quantitative and qualitative phases 
clearly described?

 • Are the data analysis techniques appropriate for the types of data 
collected and the research questions?

 • Are issues of data quality, validity, reliability, and trustworthiness  
addressed?

 8 Quality assurance and alignment with assessment guidelines:

 • Does the paper demonstrate a clear plan for ensuring the 
coherence and alignment of research questions, literature review, 
articles, and synopsis?

 • Are the assessment guidelines for doctoral committees (e.g., 
Faculty’s guidelines) explicitly addressed?

 • Are there any areas where the paper falls short of meeting 
these guidelines?

Overall assessment: based on your evaluation of the above criteria, 
provide an overall assessment of the PhD student’s mixed methods 
research paper. Highlight the strengths and weaknesses of the paper, 
and offer constructive feedback for improvement.

3.2.2 GPT-4 assessment and grading of NN’s 
mixed methods research paper (feedback)

 1 Mixed methods design clarity and justification

NN clearly identifies her research as an explanatory sequential 
mixed methods design (QUAN - > qual), where a quantitative survey 
will be followed by qualitative interviews to elaborate and clarify the 
survey results. The rationale for this choice is well-articulated, 
emphasizing the need to understand both what leadership competencies 
are important (quantitative) and how they are understood in context 
(qualitative). The paper effectively links this design to the complexity 
of the research problem, citing Fetters et  al. (2013) to support the 
appropriateness of mixed methods for investigating complex 
phenomena in healthcare. However, the discussion of the design’s 
limitations is brief and could be  expanded to address potential 
challenges in integrating the quantitative and qualitative phases.

 2 Philosophy of science foundations and alignment

The paper demonstrates a good understanding of the 
philosophical underpinnings of mixed methods research, referencing 
pragmatism as the guiding philosophy. The discussion of post-
positivism and constructivism is informative, but a more explicit link 
between these paradigms and the specific ontological, 
epistemological, and axiological assumptions of the research could 
strengthen the paper. While the references to Johnson and 
Christensen (2017) are relevant, incorporating additional 
philosophical literature (e.g., Greene, 2007) could provide a more 
nuanced discussion of the philosophical alignment.

 3 Research design model (Fetters et al., 2013)

NN effectively utilizes Fetters et al.’s (2013) model to outline the 
main components of her mixed methods study. The discussion of 
purpose, timing, and building is particularly strong, clearly 
articulating how the quantitative survey will inform the subsequent 
qualitative interviews. However, the paper could delve deeper into the 
weighting aspect of the model, explaining the relative importance of 
the quantitative and qualitative phases in addressing the 
research questions.

 4 Literature review and forefront of knowledge

The literature review provides a solid foundation for the research, 
demonstrating familiarity with key studies on health leadership 
competencies. The paper identifies a gap in the Norwegian context 
and positions the research as a valuable contribution to the field. 
However, the discussion of the forefront of knowledge could 
be strengthened by more explicitly identifying the specific ways in 
which this research will extend or challenge existing findings.

 5 Research questions (clarity, precision, justification)

The overall research questions are clear and relevant to the study 
of health leadership competencies. However, the paper could benefit 
from articulating more specific sub-questions for each phase of the 
research (quantitative and qualitative). These sub-questions would 
help guide the data collection and analysis processes and ensure 
alignment with the overall research goals. Additionally, while the 
questions are justified based on the literature review, a stronger 
connection to the theoretical framework and philosophical 
foundations could enhance their clarity and precision.
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 6 Methodological discussion in synopsis

The paper acknowledges the importance of discussing 
methodological considerations in the synopsis (kappe) but does not 
provide specific details on how this will be done. A more elaborate 
discussion of the rationale for the chosen methods, potential 
challenges, and strategies for addressing them would be beneficial. 
This would demonstrate a deeper understanding of the methodological 
complexities of mixed methods research.

 7 Data collection, analysis, and quality

The paper outlines the data collection procedures for the survey 
and interviews, including the use of a translated and adapted 
competency assessment tool. However, more details on the sampling 
strategy, sample size, and data analysis techniques would be helpful. 
Additionally, a discussion of potential biases or limitations in the data 
collection and analysis processes would demonstrate a critical 
awareness of the challenges inherent in mixed methods research.

 8 Quality assurance and alignment with assessment guidelines

The paper briefly mentions the importance of quality assurance and 
alignment with assessment guidelines but does not provide a detailed 
plan for achieving this. A more comprehensive discussion of how the 
researcher and supervisors will ensure coherence between the research 
questions, literature review, articles, and synopsis would be valuable. 
This could include specific strategies for addressing feedback from 
supervisors, annual progress reports, and the doctoral committee.

Overall assessment: NN’s paper demonstrates a good understanding 
of mixed methods research principles and a clear rationale for using a 
mixed methods approach to study health leadership competencies. The 
research design is well-structured and aligns with the research 
questions. However, the paper could be strengthened by providing 
more specific details on the research questions, methodological 
considerations, data analysis techniques, and quality assurance 
procedures. Additionally, a more in-depth discussion of the philosophy 
of science foundations and their alignment with the research design 
would enhance the paper’s theoretical rigor. Overall, this paper provides 
a solid foundation for a mixed methods doctoral thesis and, with some 
refinements, has the potential to make a significant contribution to the 
field of health leadership research (GPT-4, OpenAI, 2023).

3.2.3 Where to go next: feed forward for NN’s 
mixed methods research paper

NN, your paper demonstrates a solid understanding of mixed 
methods research (MMR) and a clear rationale for its application to 
your research on health leadership competencies. To further strengthen 
your work and align it more closely with the assessment criteria, 
consider the following feedback, drawing on key assessment theories:

Shute (2008):

 1 Task-specific feedback:

 • Research questions: refine your research questions to be more 
specific and measurable for both the quantitative and qualitative 
phases. Consider how each question will be addressed by your 
chosen methods.

 • Methodological discussion: expand the methodological discussion 
in your synopsis to include a more detailed rationale for your 
chosen methods, potential challenges, and mitigation strategies.

 • Data analysis: elaborate on the specific data analysis techniques 
you will use for both quantitative and qualitative data, ensuring 
they align with your research questions.

 2 Process-oriented feedback:

 • Philosophy of science foundations: deepen your discussion of the 
philosophy of science underpinnings of your research by 
explicitly linking your ontological, epistemological, and 
axiological assumptions to your chosen mixed methods design.

 • Integration: provide a more detailed plan for integrating your 
quantitative and qualitative findings. Consider using a joint display 
to visually represent the convergence or divergence of your results.

Wollenschläger et al. (2016):

 3 Feed-Up:

 • Literature review: while your literature review is comprehensive, 
consider incorporating more recent studies on mixed methods 
research in health leadership to demonstrate your engagement 
with the latest developments in the field.

 • Theoretical framework: strengthen the connection between your 
theoretical framework and your research questions. Ensure that 
your framework explicitly guides your methodological choices 
and data analysis.

 4 Feedback:

 • Quality assurance: develop a more detailed plan for quality assurance, 
outlining specific steps you  and your supervisors will take to 
ensure coherence and alignment between your research components.

 • Assessment guidelines: explicitly address the assessment 
guidelines for doctoral committees in your paper, demonstrating 
your awareness of and commitment to meeting these standards.

Wisniewski et al. (2020):

 5 Feedback on self-regulation:

 • Reflective practice: engage in regular reflective practice throughout 
your research process. Document your reflections on methodological 
choices, challenges encountered, and lessons learned. This will help 
you refine your approach and make informed decisions.

 • Goal setting: set clear, achievable goals for each phase of your 
research. Regularly review and adjust these goals as needed to 
ensure you stay on track and make progress toward your overall 
research objectives.

Hattie and Timperley (2007):

 6 Feedback to close the gap:

 • Integration: focus on strategies for integrating your quantitative 
and qualitative findings to achieve a deeper understanding of the 
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research problem. Consider using a weaving or merging approach 
to combine your data sources.

 • Validity and trustworthiness: elaborate on the specific techniques 
you will use to ensure the validity and trustworthiness of your 
mixed methods study. Discuss how you will address potential 
biases and limitations in your data collection and analysis.

By incorporating this feedback into your revisions, you  can 
further enhance the rigor, clarity, and impact of your mixed methods 
research paper. Remember, feedback is a valuable tool for growth and 
improvement, so embrace it as an opportunity to refine your work and 
achieve your research goals.

Overall assessment: Based on the assessment of NN’s mixed methods 
research paper, I would grade it as a B (Very good) and “Approved.”1

The paper demonstrates a very good performance in most areas, 
showcasing a sound understanding of mixed methods research 
principles and a well-structured research design. The rationale for 
using a mixed methods approach is clearly articulated, and the chosen 
design aligns with the research questions. The literature review is 
comprehensive, and the paper identifies a relevant gap in the existing 
knowledge base.

While the paper demonstrates a high degree of independent 
thinking in conceptualizing the research and choosing an appropriate 
methodology, there are some areas where the depth and clarity could 
be improved:

 • Research questions: while the overall research questions are clear, 
the paper would benefit from articulating more specific 
sub-questions for each research phase.

 • Methodological discussion: the synopsis could provide a more 
in-depth discussion of the rationale for the chosen methods, 
potential challenges, and mitigation strategies.

 • Data analysis: more specific details on the data analysis 
techniques for both quantitative and qualitative data would 
strengthen the paper.

 • Quality assurance: a more comprehensive plan for ensuring 
alignment with assessment guidelines and maintaining quality 
throughout the research process would be beneficial.

Despite these areas for improvement, the paper’s overall quality 
and potential contribution to the field of health leadership research 
warrant a B grade. With some refinements, this paper has the 
potential to be  an excellent piece of scholarship (GPT-4, 
OpenAI, 2023).

4 Discussion

4.1 Language specificity and the challenges 
of Norwegian language assessment

One key focus of this study was to evaluate GPT-4’s 
performance in Norwegian, a language with a relatively small 

1 This is based on the grade scale (University of Bergen, 2018) and the 

“sensorveiledning” for the MMR-course.

number of speakers globally and presents unique challenges in 
terms of vocabulary, syntax, and context. Although GPT-4 has been 
trained on a large, multilingual dataset, its proficiency can vary 
across languages, potentially impacting the accuracy and cultural 
relevance of its responses. Norwegian is characterized by specific 
linguistic structures and idiomatic expressions that differ 
significantly from English, and these nuances may affect GPT-4’s 
interpretive capabilities, particularly in essay-based exams that 
demand high levels of comprehension and context sensitivity. 
Norwegian is based on two official written forms, Bokmål and 
Nynorsk, both used in everyday life, education, media, and official 
documents. In addition, Norway recognizes three minority 
languages: Sami, Kven, and Romani. These minority languages have 
official status in certain regions and are protected to support 
cultural and linguistic diversity.

This study used only Norwegian Bokmål and observed that while 
GPT-4 performed well in grading and feedback in Norwegian, certain 
language-specific challenges did arise, such as difficulties in 
interpreting regional expressions or specialized terminology within 
academic writing. Addressing this limitation will be essential as AI 
applications in education expand into more diverse linguistic 
contexts. Future iterations of language models could benefit from 
more targeted training on Norwegian academic texts, ensuring that 
models like GPT-4 can better capture the nuances of the language.2 
Additionally, further research is warranted to explore how AI can 
be adapted to support a range of languages in educational assessment, 
enhancing both the model’s applicability and reliability.

4.2 Consideration of alternative AI models

GPT-4 was selected for this study due to its advanced language 
processing capabilities, including handling open-ended, complex 
questions that require critical thinking and detailed analysis. While 
alternative AI models, such as XLNet, BERT, T5, or earlier versions 
of GPT, (as well as Gemini Advanced and Claude) have shown 
strengths in certain areas of language processing, GPT-4’s enhanced 
ability to generate coherent, contextually aware responses makes it 
particularly suitable for essay-based exams that assess higher-order 
thinking skills.

However, it is important to consider that other models might 
yield different insights, particularly in cases where simpler, factual 
assessments or multiple-choice formats are involved. For example, 
models like XLNet, BERT, with its focus on sentence embeddings, 
could provide efficient performance in recognizing patterns or 
classifying responses but may lack the depth and coherence required 
for open-ended tasks. Exploring these models in future studies could 
offer a comparative analysis, assessing whether simpler models might 
achieve comparable results in specific educational contexts. In the 
context of this study, however, GPT-4’s advanced processing abilities 
were deemed essential for handling the complex demands of 
Norwegian essay exams.

2 This is why we trained and developed a chatbot for PhD-student working 

with their PhD thesis in November 2023 (see here: https://chatgpt.

com/g/g-T6wJuA5tr-writing-the-synopsis-companion-for-phd-candidates).
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4.3 Scope and sample size limitations

This study was limited to six essay-based exams in Norwegian, 
focusing specifically on qualitative and methodological subjects 
across bachelor, master, and PhD levels. While this scope allowed for 
an in-depth exploration of GPT-4’s performance in a structured, 
culturally specific context, it also limits the generalizability of the 
findings. The small sample size and narrow focus may not fully 
represent GPT-4’s capabilities across diverse subjects, languages, or 
exam formats, potentially restricting the broader applicability of the 
results. Future research should expand the sample to include exams 
from various academic fields and languages, allowing for a more 
comprehensive understanding of GPT-4’s performance in different 
educational settings.

4.4 Absence of a human benchmark

We included a validity check involving two researchers (validity 
community) in this study; however, this did not provide the same level 
of insight as a full-scale human benchmark. A more thorough and 
systematic full-scale comparison with human grading and feedback 
would provide valuable context for evaluating GPT-4’s relative 
performance. Such human benchmarks would allow for a deeper 
assessment of GPT-4’s alignment with human evaluators, offering 
insights into the accuracy, fairness, and reliability of AI-generated 
feedback. While such a benchmark was not incorporated in this study, 
future research should consider including both expert and peer 
assessments as comparison points to gauge the model’s effectiveness 
and identify areas for improvement.

4.5 Prompting strategies

This study employed a single prompting strategy—chain-of-
thought prompting—to guide GPT-4’s responses, grading, and 
feedback generation. While chain-of-thought prompting was chosen 
to structure GPT-4’s outputs in a coherent, step-by-step manner, other 
prompting strategies might yield different results. For example, zero-
shot or few-shot prompting approaches could offer alternative insights 
into GPT-4’s responses by allowing it more flexibility or by reducing 
bias associated with structured prompts. Investigating these 
approaches in future studies could provide a more comprehensive 
assessment of GPT-4’s potential in educational assessment, enabling 
educators to select the most effective prompting strategy for their 
specific needs.

4.6 Use of additional feedback sources

To broaden the study’s evaluative scope, it would be beneficial to 
incorporate additional feedback sources, such as expert evaluations or 
peer reviews (in addition to the validity community). This would offer 
a more balanced view of GPT-4’s performance, capturing potential 
strengths and weaknesses that may not be  fully revealed through 
AI-driven assessment alone. A more thorough framework for the use 
of expert feedback in the study, for example, could provide critical 
insights into GPT-4’s interpretation of nuanced exam content, while 

peer reviews could help identify practical implications for student 
engagement and learning.

4.7 Generalizability across languages and 
educational contexts

The study’s focus on Norwegian exams poses challenges for 
generalizing the results across languages and educational systems. 
GPT-4’s performance may vary significantly in other languages due to 
linguistic and cultural nuances that influence interpretation and 
feedback quality. Furthermore, the model’s alignment with educational 
standards in Norway may not translate directly to other educational 
systems, which might have different grading standards, feedback 
expectations, and assessment frameworks. Future studies should test 
GPT-4 in diverse linguistic and educational contexts to evaluate the 
model’s adaptability and effectiveness across various academic settings.

4.8 Technology limitations and model bias

As a large language model, GPT-4 carries inherent biases that may 
influence its assessment and feedback. These biases stem from the 
model’s training data, which may contain cultural or linguistic biases 
that could affect its interpretation of exam content and feedback 
generation. Additionally, given the rapid evolution of AI technology, 
newer models may outperform GPT-4, offering improvements in 
interpretive accuracy and fairness. This study, therefore, represents a 
preliminary exploration into AI-assisted assessment, and ongoing 
advancements in AI may lead to models that better align with 
educational objectives while minimizing biases.

4.9 Strengths and limitations summary

Strengths:

 • High performance: GPT-4 demonstrated strong alignment with 
human assessments, performing well in grading and providing 
detailed, structured feedback on essay-based exams.

 • Detailed feedback: the use of chain-of-thought prompting and 
rubrics enabled GPT-4 to provide precise, thorough feedback, 
supporting both formative and summative assessment.

Limitations:

 • Sample size and generalizability: the limited scope of six 
Norwegian-language exams restricts the study’s generalizability, 
and a broader sample would be  needed to confirm GPT-4’s 
applicability in other academic and linguistic contexts.

 • Lack of student feedback: insights from students on the usefulness 
and clarity of GPT-4’s feedback was not included, leaving a gap 
in understanding its practical impact.

 • Prompting strategy limitations: sole reliance on chain-of-thought 
prompting may have constrained GPT-4’s performance, and 
exploring other strategies could yield additional insights.

 • Absence of human benchmark: even if we  had a validity 
community, a comparison with a more systematic and thorough 
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human evaluations would provide context for GPT-4’s 
effectiveness relative to traditional grading practices.

In summary, while this study presents promising results for 
GPT-4’s role in AI-supported educational assessment, future research 
must address these limitations. Incorporating a broader sample, 
diverse prompting strategies, and human benchmarks will be essential 
to advancing our understanding of AI’s potential and limitations in 
academic assessment.

5 Conclusion

Building on our previous research on AI in education (Krumsvik 
et al., 2018, 2021; Krumsvik, 2023), this case study aims to examine 
GPT-4’s capabilities for formative and summative assessment in 
Norwegian educational settings. In the following part we will sum up 
the findings of the study and conclude based on the research questions 
of the study:

 1 What is the capability of GPT on grading six essay-based exams 
in the Norwegian language?

In response to the first research question, this study found that 
GPT-4 demonstrates a promising capacity for accurately assessing 
responses to Norwegian essay-based exams, with the potential to 
serve as an effective sparring partner for students preparing for such 
assessments. Through its formative assessment capabilities, GPT-4 
can provide personalized feedback that closely aligns with course 
objectives, making it a valuable tool in students’ learning processes. 
Consistent with established theories on feedback (Hattie and 
Timperley, 2007; Shute, 2008; Wollenschläger et  al., 2016; 
Wisniewski et  al., 2020), GPT-4 can offer students detailed, 
individualized insights into their performance, analyzing responses 
to pinpoint errors and guide students toward a clearer understanding 
of their mistakes, similar to the benefits of one-to-one tutoring 
(Bloom, 1984).

As a sparring partner, GPT-4 can help students practice and refine 
their essay responses in real time, simulating the feedback loop that is 
essential for effective learning. By delivering ongoing feedback, GPT-4 
allows students to address misunderstandings and fill knowledge gaps 
promptly, helping them to avoid the “Kruger-Dunning effect” (Kruger 
and Dunning, 1999) and gain a realistic understanding of their 
capabilities. Additionally, by analyzing performance patterns, GPT-4 
can support students in creating customized study plans, targeting 
areas that need improvement and enhancing study efficiency, much 
like an Intelligent Tutoring System (Van Lehn, 2011).

However, there are several limitations to consider. As this study 
represents an early phase of exploring GPT-4’s potential in 
educational assessment, more comprehensive and authentic testing 
is necessary to validate its effectiveness in diverse settings. GDPR 
and ethical considerations also present challenges in handling 
sensitive data responsibly, especially in providing personalized 
feedback without compromising student privacy. Additionally, 
effective use of GPT-4 as a sparring partner requires students to have 
a certain level of familiarity with chain-of-thought prompting, which 
may not be  intuitive for all learners and could limit the 
model’s accessibility.

In summary, GPT-4 shows significant potential as a tool for 
formative assessment and as a sparring partner for students in essay-
based exam preparation. Yet, realizing this potential will require 
careful consideration of ethical standards, AI-directives for higher 
education, data security, and support for students in engaging with 
chain-of-thought prompting effectively.

 2 What is GPT-4’s capability of grading of six exams (feedback)?

Addressing the second research question, the study found that 
GPT-4 demonstrated a good capacity for grading essay-based exams 
according to established rubric criteria, showing potential as a reliable 
tool for summative assessment. When applied to the six Norwegian-
language exams (3 on bachelor and master level, and 3 on PhD-level), 
GPT-4’s grading aligned closely with human evaluators across key 
criteria, such as content accuracy, coherence, argumentation, and use 
of evidence. This indicates that GPT-4 could serve as a valuable aid in 
grading tasks, supporting consistency and reducing the workload for 
educators, particularly in environments where grading demands 
are high.

GPT-4’s performance in grading suggests that it can provide 
detailed and consistent feedback, adhering to the rubric’s standards 
while offering specific evaluations in line with human grading 
practices. By delivering clear, criterion-based feedback, GPT-4 helps 
students understand their strengths and areas for improvement in a 
structured manner, reinforcing their academic progress through 
transparent and actionable feedback. This capability aligns with 
formative assessment goals, as students receive constructive feedback 
that can guide future performance.

However, several limitations must be considered. As this is an 
early-stage investigation into GPT-4’s grading potential, the findings 
are limited to a small sample size, and further studies are needed to 
confirm its accuracy across diverse subjects and exam formats. 
Additionally, ethical concerns surrounding the role of AI in grading 
need to be addressed, including the potential impact of biases inherent 
in the model’s training data, which could influence grading fairness. 
Furthermore, the model’s grading process relies on structured, 
consistent rubric criteria, which may require additional adjustments 
to accommodate various educational contexts and specific 
institutional requirements.

In conclusion, GPT-4 shows promise as a grading tool that can 
provide reliable, rubric-based evaluations, potentially easing grading 
burdens for educators and enhancing transparency for students. 
Nonetheless, a broader application of GPT-4 in grading will require 
further validation and careful attention to ethical and contextual 
considerations to ensure fair and accurate assessment outcomes.

 3 GPT-4’s capability to suggest measures of improvement 
(Feed forward)

In addressing the third research question, this study found that 
GPT-4 demonstrates a promising capability to provide targeted, 
constructive feed forward aimed at guiding students toward 
improvement. Through the feed forward process, GPT-4 was able 
to identify specific areas where student responses could 
be enhanced, offering actionable suggestions that align with best 
practices in formative assessment. For instance, GPT-4 frequently 
highlighted areas for improvement in argument structure, 
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coherence, and depth of analysis, providing students with clear 
steps to refine their work.

GPT-4’s ability to offer personalized recommendations mirrors 
aspects of individualized feedback often provided by educators, 
supporting students in their learning progression. This capability 
makes GPT-4 a potential tool for formative assessment, helping 
students recognize and address weaknesses in their responses while 
encouraging critical engagement with the material.

However, it is important to acknowledge limitations in GPT-4’s 
feed-forward capability. Although the model can suggest 
improvements based on patterns in the responses, it may not fully 
capture the nuanced guidance that a human instructor could provide, 
especially in complex or abstract topics. Additionally, the quality of 
GPT-4’s feedback may depend on the academic level (bachelor/
master/PhD), clarity and specificity of the initial prompt, meaning 
that students may need training in effective prompt design to 
maximize the value of AI-generated feedback.

GPT-4 shows a potential in providing formative feedback to 
support student improvement on essay-based exams. Yet, realizing its 
full capability in educational settings will require ongoing refinement 
and a complementary role alongside human instructors to ensure 
feedback quality and depth.

Across these three research questions, this study on GPT-4’s 
capabilities in Norwegian essay-based assessments aligns with our 
previous studies of GPT-4 (Krumsvik, 2024a, 2024b, 2024c) and to a 
certain degree with other recent literature exploring ChatGPT’s 
application in educational contexts. For instance, studies by Imran and 
Almusharraf (2023) and Albadarin et al. (2024) emphasize ChatGPT’s 
effectiveness in generating text and providing feedback, mirroring our 
findings on GPT-4’s potential to support students in formative 
assessment by offering constructive, detailed feedback on essay 
responses. This is particularly relevant for personalized feedback, 
which both our study and Imran and Almusharraf ’s review identify as 
beneficial for student learning, albeit with ethical considerations 
around AI’s impact on academic integrity and creativity.

Similarly, the work of Mai et al. (2024) underscores the importance 
of leveraging ChatGPT’s adaptive support in teaching and learning, 
with their SWOT analysis identifying strengths and opportunities, as 
well as threats related to misuse. Our study echoes these findings by 
highlighting the utility of GPT-4  in grading and feedback while 
acknowledging the need for careful implementation to maintain 
ethical standards and ensure responsible AI use.

The systematic review by Bhullar et al. (2024) also resonates with 
our study’s focus on formative and summative assessment, particularly 
in discussions on academic integrity and the potential of AI to 
enhance learning environments. Our findings on GPT-4’s role as a 
“sparring partner” for students align with Bhullar et al.’s theme of 
student engagement, while also noting the necessity for structured 
training in AI use to safeguard academic integrity.

Furthermore, Gao et al. (2024)‘s insights into AI’s potential for 
rapid, automated assessment reinforce our study’s findings on GPT-4’s 
grading capabilities, which offer consistency and efficiency in 
assessment while underscoring the need for ongoing refinement in AI 
models. And the study also resonates Guo et al.’s (2023) finding where 
GPT-4 can be viewed as a “team-player” in students learning processes 
where it offers both one to one tutoring and also contributions in 
collective settings (as one among several scaffolders around the 
students learning). Lastly, Ray (2023) provides a broader perspective 

on ChatGPT’s impact across fields, raising critical ethical questions 
regarding bias and fairness—concerns also addressed in our study as 
we  consider GPT-4’s potential limitations in diverse 
educational contexts.

Overall, our study complements this growing body of research by 
providing a focused examination of GPT-4 in Norwegian educational 
settings, contributing empirical insights into its application and ethical 
considerations that align with the broader discourse on ChatGPT’s 
role in higher education.

5.1 Practical implications for educators and 
AI developers

The findings from this study have significant implications for 
both educators and AI developers. For educators, the application of 
GPT-4  in grading and feedback suggests that AI can serve as a 
valuable tool in supporting formative and summative assessment 
processes. By offering timely, detailed, and personalized feedback, 
AI models like GPT-4 can enhance student learning outcomes, 
enabling educators to focus more on individual mentorship and less 
on administrative tasks. Moreover, AI-driven assessment tools 
could help standardize grading practices, potentially reducing 
biases and increasing transparency in assessment across 
educational levels.

For AI developers, this study highlights the need for continual 
refinement of language models to address language-specific 
challenges and better align with educational standards. Developers 
should consider creating more domain specific and adaptable models 
that can seamlessly operate across various languages and academic 
fields, accommodating the specific needs of educational assessment. 
Additionally, developing models with enhanced explainability could 
improve educators’ confidence in AI tools, as teachers and students 
could more easily understand the rationale behind AI-generated 
feedback and grading.

As AI becomes increasingly integrated into educational settings, 
collaboration between educators and AI developers will be essential. 
This partnership can ensure that AI tools are designed with the 
educational context in mind, aligning with curriculum objectives, 
ethical standards, and cultural considerations. The insights from this 
study underscore the potential of AI to transform assessment practices 
in a manner that supports both teaching and learning, while also 
highlighting the importance of rigorous testing and refinement to fully 
realize these benefits.

In summary, this study highlights GPT-4’s potential as a 
multifaceted tool in educational assessment, particularly within 
Norwegian-language essay-based exams. Through the feed up 
process, GPT-4 demonstrated an ability to effectively interpret exam 
content and provide personalized feedback aligned with learning 
objectives, positioning itself as a supportive sparring partner for 
students in formative assessment. In terms of feedback, GPT-4 proved 
capable of grading exams reliably according to rubric criteria, 
showing consistency with human evaluators and offering detailed, 
structured evaluations that can enhance both efficiency and 
transparency in summative assessment. Lastly, through feed forward, 
GPT-4 exhibited potential in suggesting targeted improvements, 
guiding students toward better understanding and performance in 
future assessments.
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These findings underscore GPT-4’s role in supporting students 
and educators alike by delivering detailed feedback and formative 
guidance. However, realizing GPT-4’s full potential will require 
further validation, particularly regarding ethical considerations, 
data privacy, and the adaptability of chain-of-thought prompting. 
As AI continues to develop, GPT-4 offers a promising step toward 
more personalized, consistent, and accessible assessment practices, 
contributing meaningfully to educational innovation.
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