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The introduction of artificial intelligence (AI) into educational institutions is part

of a global trend shaped by the capabilities of this technology. However, due to

the disruptive nature of AI technologies, it greatly a�ects the way of teaching

and learning. It is therefore essential to establish clear guidelines that not only

ensure that all competencies required by the curricula are still e�ectively taught,

but also empower students to use the new technology in a productive manner.

Developing such guidelines for emerging and dynamic technologies is a very

challenging task, as rules often struggle to keep pace with rapidly evolving

advancements. The European Union found a good way to tackle this problem

in its AI Act by introducing a risk-based approach to regulate AI applications of

organizations. Depending on the level of risk, applications might be prohibited,

require extensive analysis and safeguards, have transparency obligations, or

need no further action. This paper adapts the core structure of the AI Act

regulation for the education sector to provide teachers and students with a

structured framework for dealing with AI. Various use cases, based on teaching

and learning life cycles, are presented to illustrate the versatility of AI in teaching

and the learning process. By establishing such a framework, we not only promote

competence development in dealing with AI but also contribute to the creation

of an ethical and responsible use of AI in education.

KEYWORDS

higher education institutions, artificial intelligence, education, large language models,

rules (regulations), guidelines and recommendations, teaching

1 Introduction

Although artificial intelligence (AI) is widely used in research across all domains (Xu

et al., 2021), the advancements of generative AI have led to many discussions about the

right way to integrate this new technology into teaching and learning activities.

Higher Education Institutions (HEI) all over the world reacted in different ways to the

new development. While some universities designed guidelines and policies on the usage

of AI in courses, others tried to ban it. Recently, some universities even decided, therefore,

to change the process of bachelor thesis.

As this rapidly developing technology is also going to change the world of work, it is

vital that universities adapt their practices to this new situation and disruptive impact on

education. It is indisputable that artificial intelligence offers numerous new applications for

higher education institutions (HEI), both for educators and learners.

Knowledge workers have been shown to be much more productive with AI

support (Dell’Acqua et al., 2023), for example when publishing (research) texts (Kitamura,

2023) or reducing administrative time (Bond et al., 2024). Another crucial benefit of AI in

education is that with the help of generative AI, people with special educational needs can
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also be integrated into educational settings, allowing inclusive

education (Khazanchi and Khazanchi, 2024).

Furthermore, the use of AI enables teachers to provide

individual learning materials and learning pathways (Bond et al.,

2024). Support for developing tailored educational content

increases student engagement and learning outcomes (Holmes

et al., 2019). These developments could lead to broader social

impacts by increasing equality of opportunity for students.

The support of generative AI may also have economic effects,

as the workload of faculty could be reduced. On the other hand

significant investments in data-protected and safe AI infrastructure

are required, which may strain budgets (Saidakhror, 2024).

The use of artificial intelligence also presents new challenges for

academic organizations. Since the release of ChatGPT, numerous

articles have pointed out that it was able to perform well in some

assignments and exams. Various studies highlight that generative

AI is already used by students to write assignments or essays (e.g.,

Oravec, 2023; Sweeney, 2023).

While generative AI tools have the potential to enhance

personalized learning and engagement, there are concerns about

their ability to undermine critical thinking and perpetuate

misinformation. A recent study examining the relationship

between students’ use of generative AI and their exam performance

reveals that students who use generative AI tend to score lower in

their assessments (Wecks et al., 2024).

Further challenges such as data privacy, bias, and the need for

ethical frameworks must be addressed to fully leverage its benefits

in teaching and learning (Baek and Wilson, 2024).

As technology further develops and generative AI is more

and more integrated into our daily routines and applications (e.g.

Microsoft Co-Pilot), this challenge is going to increase.

If HEIs cannot ensure that AI is used in a responsible manner,

it could lead to severe consequences. The improper use of the

technology can lead to incorrect content (i.e., hallucinations).

Therefore, it is crucial to establish rules that, on the one hand,

encourage the use of AI and, on the other hand demand

transparency and critical assessment of obtained results.

Therefore, in this paper we examine the following research

questions:

• What do students and teachers need to be given in order to

deal responsibly with artificial intelligence?

• How can a framework for higher education institute regulate

the use of artificial intelligence?

The major contribution of this paper is the introduction of a

flexible framework that regulates AI usage in HEI, which at the

same time also shows the consequences of non-compliance.

Inspired by the AI Act of the European Union, the framework

takes a risk-based approach (e.g., risk to privacy, risk to academic

integrity). The term risk is defined by the EU AI Act (European

Commission, 2024) as “. . . the combination of the probability of an

occurrence of harm and the severity of that harm.”

This paper focuses mainly on generative AI, addressing AI

systems capable of creating text, images, and videos. However,

the framework introduced can be further extended to encompass

other approaches to artificial intelligence, such as machine

learning techniques that facilitate decision-making, predictions,

and recommendations. A pertinent example is personalized

learning, where educational content is recommended based on

student training data.

The remainder of this paper is structured as follows. Section 2

outlines our research methodology. Section 3 provides an overview

of how AI technologies are currently used in HEI and what rules

have been established to regulate usage. Furthermore, we briefly

highlight those aspects of the European AI Act, which have been

used to derive and develop our proposed Higher Education Act

for AI (HEAT-AI). Section 4 introduces our novel approach to

govern the usage of artificial intelligence, especially generative AI,

in educational institutions. In order to clarify how the proposed

framework can be used, we also included example use cases. In

Section 5 we discuss and interpret our findings, before presenting

our main conclusions in Section 6. Section 7 presents future work.

2 Methodology

In this section, we outline our research methodology to develop

a framework to regulate AI technologies in higher education

institutions.

Figure 1 depicts the main steps of our research methodology,

combining theoretical (dark blue) and empirical (blue-green) steps.

Our first step was a collaborative analysis of the problems,

challenges, and opportunities with key stakeholders at the St. Pölten

University of Applied Sciences which offers bachelor and master

programs in the fields of technology, business, social affairs and

health.

• Open space with 23 bachelor and master program directors

(March 2023).

• Round table within smaller groups (April 2023–March 2024).

• Their insights shaped our understanding of AI usage, concerns

and opportunities in higher education.

To ensure the robustness of our findings and to get a broader

view on the topic, we conducted a comprehensive literature review

on the use and potential of artificial intelligence. This review, which

included an exploration of AI’s benefits and drawbacks, served as a

solid foundation for our subsequent work.

Building on our literature review, we conducted a comparative

study of the rules and regulations of leading higher education

institutions. In addition, we analyzed the AI Act, the first AI

regulation worldwide, to build knowledge for the development of

a future-proof and flexible AI regulation for universities.

With the knowledge gained in the previous steps, we started

to design an approach and asked key stakeholders, such as the

committee for quality development in teaching or the committee

for study law at the St. Pölten University of Applied Sciences, for

feedback.

Based on our initial design and feedback, we began the

development of a pilot version of HEAT-AI. The first draft was

completed in June 2024. An iterative process with members of the

University board (one of them with students) helped finalize the

framework. HEAT-AI was approved by the University Board and

went live in September 2024.

As AI is a highly dynamic field, the approach’s effectiveness and

usability a broad evaluation of the framework has already started.
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FIGURE 1

HEAT-AI research methodology.

Currently, we are collecting testimonials from all the departments

regarding the use of the regulations within the supervision process

of scientific theses. In addition, we actively collect questions from

lecturers and students regarding the usage of the framework within

teaching and learning processes. The focus groups with lecturers

and students began in December 2024.

The framework will be evaluated at the end of the academic year

2025.

3 Related work

In this section, we highlight the use cases of AI in HEIs, their

policies, and guidelines. Furthermore, we provide a short overview

on relevant parts of the AI Act which build the foundation of our

HEAT-AI approach.

3.1 Artificial intelligence in education

The use of artificial intelligence has made its way into various

contexts of teaching and learning activities at universities. AI

is both a part of digitalization and an independent field. The

fundamental insights on digitalization in teaching, research, open

science, and university administration can also be applied to

changes brought about using AI. Especially generative AI brought

a disruptive change to the way of teaching and learning. Text-

to-image AI generators assist teachers to implement new art

teaching concepts (Dehouche and Dehouche, 2023). Text-to-text

AI generators provide personalized learning support and help

teachers prepare lectures, support students, and evaluate their

work. A systematic categorization has been developed based on a

broad meta study (Zawacki-Richter et al., 2019). The researchers in

this study related their use-cases for higher education to the student

life cycle (Schulmeister, 2007), starting from guidance on study

choices until the graduation. Their results lead to the following

categories:

Profiling and prediction address f.ex. the likelihood of

students dropping out of a program. This category focuses

on admission decisions, course scheduling, dropout, and

retention as well as student models and academic achievement.

By applying machine learning methods, AI is used for

recognizing and classifying patterns as well as to model predictive

student profiles.

Intelligent tutoring systems focus on a teaching and learning

level. This includes teaching and learning course content, where

students and teachers use chat bots to help achieve learning

outcomes. Furthermore, AI helps identify students’ problems to

achieve the intended learning outcomes and to provide automated

feedback and learning material. Another use case is the facilitation

of collaboration between learners by supporting online discussions

or fostering collaborative writing.

Assessment and evaluation include automated grading,

providing feedback, evaluation of students’ progress as well as their

academic integrity and the evaluation of teaching effectiveness.

Adaptive systems and personalization aim at individual

course content delivery and learning pathways as well as teaching

design. This includes monitoring and guiding students using

academic data (Zawacki-Richter et al., 2019).

The above-mentioned categorization highlights how broadly

AI can be implemented at different levels of a student’s life

cycle. Each of these categories involves various risks, such as

unfairness, when it comes to admission processes (Marcinkowski

et al., 2020) or inaccuracy when it comes to prediction of students’

performance (Hemachandran et al., 2022).

As the category system of Zawacki-Richter et al. (2019) has been

developed before the rise of broad access to generative AI tools, the

corresponding use cases were not included. For the identification

of specific use cases for teaching and learning, we refer first to the

policies of the Top 5 Universities of the Times Higher Education

World University Ranking 2024 (Times Higher Education, 2024).

Secondly, we analyze the typical lifecycle of teaching design

and learning, cf. Sections 3.2, 3.3. Student-related use cases are

defined as specific interactions in which generative AI is used to

enable a specific learning process or to complete tasks. Use cases for

teachers refer to all activities in which teachers use generative AI to

design lessons, teach, examine, or adapt the curriculum. In order

to provide a deeper understanding on the topic, in the following
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we highlight a selection of use cases divided by the different target

groups.

3.1.1 Use cases according to the Top 5
Universities

According to the Top 5 Universities of the Times Higher

Education World University Ranking 2024 [i.e., University

of Oxford, Stanford University, Massachusetts Institute of

Technology (MIT), Harvard University, and University of

Cambridge] Teaching-centered use-cases include:

• giving formative feedback,

• evaluating students work,

• develop a grading rubric,

• providing questions for reflections on a specific topic,

• developing scenarios and cases,

• anticipating students’ questions,

• planning learning activities and specifying assignments,

• design for individual learning pathways,

• design cognitive retrieval practice quizzes.

Student-centered use-cases include:

• relate to generative AI to find (new/alternative) learning

techniques and study habits (e.g. asking generative AI to give

examples for theories or create a test on a specific topic),

• access information using different senses (view/sound/etc.).

Both student-centered and teacher-centered use cases, as they apply

for a lot of everyday tasks, including:

• translation of text,

• transcription of audio data,

• writing and Brainstorming assistance,

• generating ideas and specific examples,

• synthesizing information,

• summarizing bigger amounts of text or other data,

• research and analysis capabilities,

• project planning,

• generate visual summaries.

For an all-encompassing picture, the student lifecycle and the

teacher lifecycle were used in the next step to identify possible blind

spots.

3.1.2 Teachers lifecycle: planning and teaching a
course

The teaching design lifecycle (see Figure 2) in higher education

is a systematic approach to planning, delivering, and continuously

improving courses in higher education. This lifecycle ensures that

courses are effective, engaging, and aligned with both student needs

and institutional goals.

The first step in the teaching design lifecycle is to conduct

a needs analysis of the target group. This involves identifying

the learning needs and the learners’ prior knowledge through

analyzing the current curriculum. Once the learning needs have

been identified, the next step is to define clear, measurable learning

objectives. These objectives should be aligned with the curriculums’

goals and should be competency-orientated, student-centered and

achievable.

A teacher then develops the course content as well as the

course materials. According to the learning outcomes and the

content the teacher chooses instructional strategies that facilitate

learning. Appropriate learning and teaching methods include

lectures, discussions, exercise, feedback etc. in different group

forms (i.e. group work, plenary work and single work) and

different learning spaces (on premise, online. in the field, on

the job, etc.). The last design step is the assessment. Both

formative and summative assessment techniques are useful tools

for evaluating and grading the learning outcomes. Assessment

design should be aligned to the learning process, the correspondent

instructional methods, and the learning outcomes. The actual

teaching situations involve communication between lessons as

well as organization of learning materials (i.e. via learning

management system).

The effectiveness and course satisfaction should be surveyed by

collecting feedback and analyzing assessment outcomes. Teachers

then can identify the course design areas to be revised and areas

that should be maintained. The results if these reflections influence

the next course planning (Lehner, 2019; Osterroth, 2018).

3.1.3 Learner’s lifecycle: being a learner in a
course

The first stage of the learner’s lifecycle (see Figure 3) the

introduction to the course structure, intended learning outcomes,

and expectations. Students familiarize themselves with the learning

management system (LMS) and course materials. In addition,

they engage in initial activities to build community and rapport

among students and with teachers. Students actively participate

in lectures, discussions, group work and other learning activities.

They interact with peers and instructors asynchronously through

forums and collaborative tools. Students also engage with readings,

multimedia, and lectures to understand the material to foster

their learning and comprehension. They apply their knowledge

through exercises, case studies, and practical tasks, which help

reinforce learning. Office hours, tutoring, and study groups provide

additional support.

(Peer-)Feedback and self-assessment help students to identify

gabs in their learning outcomes. They revisit and revise course

materials and seek additional resources or support for challenging

topics. Students participate in formative assessment techniques,

such as quizzes and assignments, to foster their understanding

of the material. They complete their courses though summative

assessment, such as continuous assignments, exams and projects,

and demonstrate the achievement of the intended learning

outcomes.

Ideally, students also reflect on their learning experiences and

outcomes, assessing their progress toward learning objectives and

their learning techniques. At the end of the course, they give

feedback and/or evaluate the course on its’ efficiency and their

satisfaction with the learning and teaching process (Biggs et al.,

2022).
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FIGURE 2

Teacher’s life cycle.

These models in teaching and learning show which specific use

cases should be addressed by policies on the usage of generative AI

in higher education.

3.2 Policies and guidance documents

In this section, we will take a closer look at the major aspects of

the selected AI policies that are currently in use.

The European Commission highlights in its ethical guidelines

for the use of artificial intelligence and data in teaching and learning

the importance of human agency, fairness, humanity, and justified

choice (European Commission, Directorate-General for Education,

Youth, Sport and Culture, 2022). The office for educational

technology in the United States of America (USA) emphasizes

“keeping humans in the loop” and stresses the importance of

informing, training, and involving educators in policy making

processes (Cardona et al., 2023).

Both the European as well as the USA policy address the same

topic areas for using AI in general:

• security and privacy (e.g., data protection),

• equity and access,

• transparency,

• ethical considerations (e.g., human agency, environmental

impact, bias, exploitation...),

• academic integrity (e.g., fairness, respect, honesty, ...),

• accountability.

Security and privacy are paramount, with a focus on protecting

sensitive data, exemplified by regulations like the upcoming

European AI Act. Equity and access underscore efforts to

ensure fair distribution and utilization of AI tools across diverse

student populations, advocating for inclusive access to educational

resources and opportunities.

Transparency is emphasized, calling for clarity and openness

in the development and deployment of AI technologies within

educational settings. This involves revealing the inner workings

of AI systems to foster trust and understanding. Ethical

considerations are central, addressing concerns regarding

human agency, environmental impact, bias, and exploitation in

AI applications.

The guidelines aim to mitigate these risks, ensuring that AI in

education upholds ethical standards and respects the dignity of all

individuals.
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FIGURE 3

Learner’s lifecycle.

Academic integrity is upheld through a commitment to fairness

and honesty in research and educational practices involving

AI. Collaboration and integrity are promoted to maintain the

credibility and integrity of academic pursuits in the realm of

artificial intelligence.

Accountability is emphasized, holding institutions and

individuals responsible for the ethical and equitable use of

AI in higher education. HEI need to ensure that stakeholders

are accountable for their actions and decisions related to AI

implementation.

Additionally, policies contain the understanding, identifying,

and preventing of academic misconduct and the corresponding

rethinking of assessment methods. Along those lines of thought,

guidelines on AI should include how to correctly attribute the work

of generative AI in students’ assignments (Chan and Hu, 2023).

For policy making in higher education there must be a clear

difference in addressing teaching with AI and teaching for AI.

Teaching with AI leverages existing AI tools to enhance teaching

practices, while teaching for AI equips students with the knowledge

and skills needed to navigate the AI-driven world effectively. One

research area dedicates its work on building curricula and offering

electives that include the development of AI competencies (Chan,

2023).

For teachers to use AI tools with a high level of awareness, they

should also be equippedwith a certain level of AI literacy (European

Commission, 2023). Artificial intelligence literacy should be prior

to teaching with AI tools and focus on fundamental concepts

related to computer systems, programming, machine learning, and

data science. AI literacy ensures that teachers and students can

navigate AI-driven environments confidently.

The Top 5 universities of the Times Higher Education World

University Ranking 2024 include these elements of policy making.

However, their approaches differ:

While Harvard, Cambridge, and Oxford focus on specific

guidelines related to legal provisions regarding studies, MIT and

Stanford also aim to sensitize educators and students as well

as provide training for responsible use. None of the guidelines

explicitly forbid the use of AI tools for teaching and learning.

Some of these policies provide specific guidance on the overall

institutional stance, positioning Artificial Intelligence as a future

competence and integral part of the university’s strategy.

All policies on AI in Higher Education should mitigate risks

for students, teachers and the institution itself for supporting

advantages and opportunities of using AI tools for education.

3.3 EU artificial intelligence act

As our proposed HEAT-AI framework has been strongly

inspired by the structure of the EU’s AI Act, in this section, we

briefly introduce the cornerstones of the new regulation.

The European Commission’s proposal (European Commission,

2024) for an AI Act aims at regulating the emerging developments
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in the AI sector and establishes as one of the first large economies

harmonized rules for the development and usage of AI.

Similar to the ongoing debates regarding the use of AI

in academia, the development of the AI Act was marked by

numerous discussions and thorough reviews. The first proposal

by the European Commission was already made public in 2021.

After public consultations, many rounds of discussions of various

stakeholder in the EuropeanUnion (e.g., the European Parliament),

a provisional agreement has been finally established in December

2023.

The key provisions of the upcoming regulation include the

classification of AI systems according to their risks, thereby

establishing obligations and responsibilities for providers and users

of AI.

The AI Act uses the four risk categories: unacceptable risk, high

risk, limited risk, andminimal risk.

Unacceptable risk refers to AI systems that violate fundamental

rights or values of the European Union. Examples could be systems

that compromise human dignity or make decisions that violate

human rights. The category of high-risk AI systems refers to AI

systems that pose a high risk to the safety, fundamental rights

or health of EU citizens. Examples include AI, which is used in

critical infrastructure, transportation or healthcare. AI systemswith

limited risk are AI systems that pose a certain risk, but less than

high-risk systems. These can be AI applications in the area of

customer management or recruitment, for example. AI systems

with minimal risk include AI systems that are considered safe and

therefore require less regulation. These include, for example, simple

chat bots or voice recognition systems.

4 Higher Education Act for AI

As the AI Act provides a flexible framework for regulating the

use of AI, the risk-based concept outlined in the regulation can

serve as a blueprint for defining a flexible set of rules for higher

education institutions.

In this section, we therefore present our developed Higher

Education Act for AI (HEAT-AI), which is a framework for the

secure usage of AI in teaching and research.

The development of HEAT-AI was based on the following

principles:

• Students and facultymembers shall be encouraged tomake use

of the new technology.

• Academic integrity shall not be impacted by the usage of AI.

• The new technology shall be used in a ethical and lawful

manner.

• The use of AI shall not violate the privacy.

In order to provide a better understanding howHEAT-AI could

be used in an university setting, we provide a detailed description

on all risk categories followed by sample use cases for the individual

categories, in the following subsections.

As the general framework of HEAT-AI is flexible, different

higher education institutions may tailor the use case categorization

according to their requirements and AI risk appetite and principles

of the organization.

4.1 Unacceptable risks of usage

Areas that pose an unacceptable risk are prohibited for both

faculty members and students. As indicated in the principles of

HEAT-AI lawfulness and academic integrity has to be preserved.

In the following, we are providing more detailed information on

specific unacceptable risks or risk categories.

Unacceptable risk includes the usage of (generative) AI in

a way that legal requirements are violated. An example of such

a violation would be the transfer of personal data to an AI

system without the consent of the concerned person (data subject)

and thus a violation the General Data Protection Regulation

(GDPR1) (European Union, 2016).

The EU defines personal data [or personal identifiable

information (PII)] as everything, which could identify a person

including surname and first name, a private address, an e-mail

address (e.g., firstname.surname@company.com), an ID number,

location data (e.g., the location function on cell phones), an

IP address, a cookie identifier, the advertising identifier of your

telephone and data held by a hospital or doctor that could lead to

the unique identification of a natural person.

According to GDPR, personal data that has been anonymized

in such a way that the data subject cannot or can no longer be

identified, is not considered as personal identifiable information

and thus can be used in any way. It is important to mention, that

the data has to be truly anonymized and the anonymization must

be irreversible. We are aware that there are also AI tools that do

not violate the GDPR. Nevertheless, awareness should be created

for the correct and lawful handling of personal data. The number

of AI tools is growing and not every one is GDPR-compliant,

so the transfer of this data without the explicit consent of the

data subject in the educational setting to an AI falls under the

prohibited category.

Furthermore, taking AI-generated content (text, images,

program code, etc.) and presenting it as your own work

would violate the academic integrity and therefore is also

strictly prohibited.

Another unacceptable use of AI are situations where students’

rights are undermined. Quality in teaching and research is an

important asset. If students are assessed with the help of AI, the

decision of AI cannot always be retraced. It is therefore essential to

ensure that grading is not carried out automatically by AI systems,

but remains in the responsibility of the teachers.

Furthermore, all attempts to use artificial intelligence to cheat

are strictly forbidden. Example use cases include the usage of large

language models as an unauthorized aid to answer exam questions

or rephrase work in order to fool plagiarism detection.

For the effective implementation of the regulation it is essential

to introduce sanctions. If an unauthorized use of AI is discovered,

this can lead to far-reaching consequences. Teachers can be

withdrawn from courses or receive warnings, while students can

expect negative evaluations. Furthermore, any violations of the

regulation is documented and reported.

1 Harmonizes the data protection laws within the European Union and

regulates privacy requirements in the European Union.
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TABLE 1 Use cases—Unacceptable risk of usage.

Use case Teacher Student

The transfer of personal data to the AI. X X

Outputting generated content as own work that is

graded.

X

Assessment of coursework, exams and similar

achievements using AI.

X

Purely AI-based literature research. The AI

searches for and summarizes publications.

X X

In order to clarify use cases of this category, Table 1 highlights

unacceptable use cases.

4.2 High risks of usage

The use of AI in teaching, which is considered a high-risk area,

is strictly regulated. This category includes all areas of application

where the integrity of science and knowledge transfer or a violation

of the above mentioned principles are at risk.

In education, it is important to convey correct content, build

knowledge, guarantee the networking of knowledge and train

students to become critical and inquisitive experts. To this end, it

is also important to promote a scientific approach.

Therefore, if AI-generated content is used, it must be carefully

checked and documented. It should be noted at this point that

generative models in particular are not suitable for generating

knowledge, Large Language Models tend to hallucinate. They

have been trained to create texts, images, etc. and are not expert

systems. AI should only be used in the right context. In order

to prevent incorrectly generated learning content, teachers and

students should search for scientific publications or use search

engines to find valid and verified sources; if the intent is to prepare

texts linguistically, generative language models are suitable.

If AI is used by students or faculty members, it is important to

consider what the requirements are. The focus here is on teaching

and learning objectives. If the content is essential for the course

or performance, the adopted AI content must be documented. It

is also essential to provide full details on how and which AI tool

was used.

In addition, it is crucial to take a critical look at how AI is used

in high-risk areas. Questions such as the following help to critically

examine the application of AI in high-risk areas:

• Are the results trustworthy?

• Is there a possible bias?

• Are the answers valid?

• Are the results distorted with the help of AI?

If HEI stakeholders (e.g., students, faculty members) decide to

use the output of generative AI, they should adhere to the following

procedure:

1. As usual in science, the source (in this case, the generative AI

tool) must be cited as the original reference.

TABLE 2 Use cases—High risk of usage.

Use case Teacher Student

Transcribing interviews (without transferring

personal data to the AI).

X X

The creation of exams. X

The development of teaching materials. X

Supporting formulation of feedback on tasks and

exams.

X

The use of AI-generated content (texts, images,

program code) in reports, exercises, assignments,

theses, etc.

X

2. In addition, the content of the statement must be substantiated

by citing original, traceable, and verifiable sources.

3. The prompts and the generated output have to be provided in

the appendix of the student work. The following example shows

how this can look like with a direct quote.

Of course, there are challenges for teachers when the main

source is suddenly generative AI. It has to be judged at what point it

is no longer considered as the students’ own/original work. Here, it

is important to clearly communicate the rules and what the learning

objective of the course is. For example, if the learning objective is to

learn the English language, it must be clearly communicated that

generative AI is not permitted.

Sample Citation
“Linear regression is a statistical technique used to model

and analyze the relationship between a dependent variable

(also called the target variable or outcome) and one or more

independent variables (also called predictors or features). The

main objective of linear regression is to find the best-fitting

linear equation that describes the relationship between the

dependent variable and the independent variables, allowing

for predictions of the dependent variable based on new data.”

(ChatGPT 4o validated through [1])

The original sources are listed in the list of references:

1. Weisberg, Sanford. Applied linear regression. Vol. 528.

John Wiley & Sons, 2005.

There are many cases that can be considered high risk. Table 2

shows common use cases that in our opinion should be categorized

as high risk.

4.3 Limited risks of usage

The concept of limited risk in the use of AI in teaching refers to

the potential risks associated with insufficient transparency in the

use of AI.

A transparency statement serves to protect faculty and students.

It ensures that people are informed when AI is used. This

strengthens trust. This means that a declaration such as “AI

generated” is sufficient.

Figure 4 depicts an example of an AI-generated image.
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FIGURE 4

An AI generated image of Albert Einstein using Midjourney.

TABLE 3 Use cases—Limited risk of usage.

Use case Teacher Student

The creation of texts, images and videos indicating

that generative AI has been used, unless the

content is directly related to the learning objective.

For example, AI-generated images can be used for

the learning objective of creating a website

independently.

X X

Creation of complex scenarios or simulations to

familiarize students with theoretical concepts and

promote problem solving.

X

The creation of use cases or example companies. X X

Optimization of own program codes. X X

Use cases considered limited risk are described in Table 3.

4.4 Minimum risks of usage

If the use of AI falls withinMinimal Risk of Usage, unsrestricted

use of AI is permitted. This is the case if AI is used as a support and

is not part of an examination modality.

However, it is strongly recommended to check the content

again afterward. However, it must be reiterated here that the use

of AI is only allowed if the output does not contribute to the grade.

An example is a language course where the learning objective is

to learn a specific language. Of course, in this case AI shall not be

used for translations, and the output of an AI shall not be counted

as the student’s own work.

In this case, transparency is also particularly important to

ensure fairness, as it might have effects on grades. Many grading

schemes for submissions of assignments and essays also still

consider style and wording as an important factor. However, with

the advent of generative artificial intelligence, more and more

students are using AI to correct and rewrite texts. This could lead

to a situation where students who do not use this new technology

face a serious disadvantage. Therefore, it is crucial to know where

and how AI is used.

Use cases posing minimal risk are shown in Table 4.

5 Discussion

5.1 Result summary

We are currently implementing the approach at our University

of Applied Sciences and gaining initial experience with it.

Therefore, we held several workshops with key internal and

external stakeholders, such as academic directors, program

directors, heads of research institutes or researchers, lecturers, and

students. To this end, care was taken to involve stakeholders from

different domains such as technology, business, health, and social

sciences. Different fields of study programs prefer different didactic

concepts or examination modalities.

Curricula were reviewed, teaching and learning requirements

were identified, and our framework was incorporated. In addition,

we learned what program directors and lecturers need to

implement HEAT-AI, such as explanatory slides and specific

use cases.

From November 2024 until April 2025 the University Board

is working on a process to deal with cases of misconduct, thus

ensuring that the HEAT-AI guidelines are followed.

The development of the framework was driven by a

comprehensive comparison of existing policies and self-collected
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TABLE 4 Use cases—Minimal risk of usage.

Use case Teacher Student

Shortening, expanding, rephrasing, or

linguistically correcting texts.

X X

Use to enable inclusive teaching (live subtitling for

people with impaired hearing or audio

descriptions for people with low vision).

X

Use of AI as an innovation tool to come up with

ideas. If the ideas are further developed and the AI

only served as a sparring partner, the own and

further developed ideas do not have to be labeled.

X X

Structuring and organizing reports, papers, etc. X X

Creation of curricula and learning objectives. X

Using Generative AI to inspire students and

encourage creative writing projects. For example,

they could start a story that students can then

continue and edit.

X

Creating interactive slides from trusted

documents.

X X

Using AI-powered tutors for individualized and

personalized learning support.

X

Using AI to generate learning materials such as

summaries, mind maps or flashcards to support

their own learning process.

X

Use of suitable generative AI as a tutor. X

teaching and learning concepts with stakeholders in our

university. By analyzing these sources, we identified key elements

that could inform the appropriate use of generative AI in

higher education.

The categorization of the use cases of learning and teaching

in the four distinct categories of our framework emerged

through expert interviews, which provided valuable insights and

ensured that the structure was grounded in practical experience.

However, this categorization is not static; it is subject to

regular evaluation and refinement based on continuous feedback

and real-world experiences. This iterative approach allows the

framework to remain flexible and responsive to evolving needs

in the educational landscape, ensuring its ongoing relevance

and effectiveness.

In the following, we briefly summarize our key findings for

HEAT-AI:

• Broad target audience: artificial intelligence affects almost all

disciplines at universities.

• Harmonized rules with departmental flexibility: the policy

establishes harmonized rules throughout the university.

• Encouraging innovation: innovation in teaching and learning

using AI is strongly encouraged.

• Rapid technological development: a flexible approach is

essential to address the challenges posed by rapidly emerging

AI technologies.

• Risk-based approach: the priorities of individual higher

education institutions can be established using the four

different risk categories.

• Transparency requirements: clear transparency

requirements are established to ensure that the use of

AI in teaching and learning is open and understandable to all

stakeholders.

5.2 Interpretation

This section highlights the interpretation of the key findings

mentioned above.

Broad target audience: during the development of the

framework, when gathering requirements and meeting key

stakeholders, it became clear that all university study programs

were affected by the rapid development in the field of artificial

intelligence. Therefore, it was crucial to have an approach that

is suitable for a heterogeneous broad target audience. For the

development of the university AI regulation, it was important to

use as little jargon as possible and to ensure that all stakeholders

can quickly understand the new rules. The development of rules

around the risks to academic integrity and privacy supported the

acceptance of the new rules.

Harmonized rules with departmental flexibility: an important

requirement of the development was that departments could

adapt or refine the university’s AI regulations to eliminate

ambiguities among lecturers and students in their field and

tailor the regulations to their specific needs. Using use cases

to tailor the harmonized rules to the specifics of a certain

discipline has proven to be very useful and well suited for this

purpose.

Encouraging innovation: as a higher education institution, an

objective was to support the use of innovative artificial intelligence

technologies that were useful. In addition, it was found that

teaching students the critical skill of using AI responsibly and

ethically could become a critical competence in the near future.

Therefore, an approach that requires an assessment of the risks

received broad support.

Rapid technological development:HEAT-AI provides a stable

framework, particularly for high-risk scenarios, which can adapt

to new developments in AI. Although the advantage definitely lies

in the technology neutral definition, it provides more room for

interpretation and sometime could require, by contrast to very

specific rules, more effort to estimate the risk of using AI for a not

defined use case.

Risk-based approach: having a risk-based approach for the

use of AI raises awareness. We observed that communicating that

risks have to be assessed, when using AI technology already leads

to a certain degree of awareness amongst all stakeholders that the

impacts have to be considered and must not be neglected. The risk-

based approach also ensures that appropriate measures are taken

depending on the level of risk.

Transparency requirements: being transparent about the use

of AI is a key requirement. This is critical to be able to grade

the competences of the students. In addition, technologies and

applications that are used by some stakeholders might also be of

interest to others. Transparently highlighting what and how AI was

used therefore helps to better support all stakeholders in efficiently

and effectively using the technology.
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It should be mentioned that the introduction of the

approach also requires training and support for all target groups.

Since the introduction of the rules, we could observe broad

support for the approach. However, more extensive evaluations

in the future will extend the practical implications of this

novel approach to regulate AI in universities and also show

the limitations.

5.3 Comparison with existing research

In this section, we set our findings in relation to other research

in the area.

In the past year, research worldwide has emphasized the

need for clear, concise, and audience-oriented policies for higher

education (Moore and Lookadoo, 2024). Studies highlight various

areas that policies need to address. For example, while policies

in the US, Japan, China, and Mongolia stress the importance of

diversity, equity, and inclusion, they often lack clear discussions or

actionable measures to address the digital divide.

This gap indicates a need for more focused efforts to ensure

equitable access to generative AI technologies in education (Xie

et al., 2024).

A survey in Australia revealed a divided perspective between

institutions regarding the existence of guidelines and policies

related to AI and data governance. This indicates that while

some institutions have established frameworks, others are still

in the early stages of developing such policies. The urgency of

effective governance of AI in higher education is increasingly

highlighted (Selvaratnam and Venaruzzo, 2024).

In African higher education, challenges include not only a

lack of ethics and policies to govern AI use but also resource

constraints and skill shortages (Maina and Kuria, 2024). On a global

level, institutional policies regulate the accountability of learning

outcomes, while human beings retainmoral and legal responsibility

for AI-related misconduct. Instructors have the freedom to decide

how to incorporate generative AI tools in their courses, allowing

personalized teaching methods (Dabis and Csáki, 2024).

Adopting a human-centered approach in AI ensures that

stakeholder concerns about privacy and data control are adequately

addressed (Alade and Aduwape, 2024).

The literature also shows that Generative AI can support both

teachers and learners in many areas, but only if they use it correctly

(Wecks et al., 2024). Due to the easy availability of Generative AI,

its usage cannot be forbidden, but as with all technical aids, it is

possible to determine when and how it may be used. In addition, it

is difficult to estimate how the rapid development of AI will lead to

which new tools.

Therefore a need for a highly flexible and adaptive policy

framework in a rapidly evolving landscape of generative AI

technology (Ghimire and Edwards, 2024).

When comparing our results and the policy idea of HEAT-AI

respond to various issues presented in current research results. An

institutionalized policy that is as clear and concise as possible (e.g.,

concerning data protection), but still allows teachers to find their

own way in teaching their respective disciplines, seems like a good

answer to the ambiguity concerning the regulation of AI usage in

Higher Education.

5.4 Implications of the findings

Universities offer different study programs in a wide variety of

fields such as technology, health, media, natural sciences, to name

just a few.

But no matter which field, we have found that the use of AI

tools has conquered all disciplines. Both teachers and students use

especially generative AI in equal measure. Like any technological

advancement, the easy availability of tools and perhaps lack of

technical knowledge lead to misapplication.

One of our top priorities in university education is academic

integrity. It is important that well-grounded content is taught, but

also learned.

Learners must show that they can solve tasks independently

and learn to think in a networked way in their domain. To achieve

this, it is necessary to educate all stakeholders about the use of AI

and to point out its limitations. Of course, not everyone needs to

learn the technical details behind AI, but a basic understanding is

nonetheless necessary when using technical tools. HEAT-AI uses a

risk-based approach and specifies use cases to determine whether

AI may and may not be used.

The framework also provides information on labeling

requirements. Regulatory aspects are also included without

everyone having to read the legislation in its entirety. All students

should have the same chances of graduating successfully, not just

the students who have easy access to the right tools. To do this,

awareness has to be created that targeted support is allowed, but

the learning process is the most important thing.

In the following paragraphs, we would like to briefly share our

initial learnings from the application of HEAT-AI.

The brevity of the rules and the clear structure of HEAT-AI

resulted in the feedback of university lecturers and students that

the rules are transparent and understandable.

Communication is very important. The early involvement of

the stakeholder (e.g., academic directors, student representatives,

researchers) led to broad support. Active communication with

students is also essential to answer open questions before

introducing the approach.

Defining the use-cases in away that assignments are supported

in a sound manner initially requires some effort. However, it

could be observed that after a while, stakeholders get used to the

framework.

What still needs to be investigated is the analysis of access to

certain AI applications. The transparency requirements provide the

opportunity to see which AI applications are being used. This is

important to ensure fairness, for example, if paid versions of AI

applications would provide significantly better results but are not

accessible to students.

6 Conclusion

Due to numerous advantages of the usage of artificial

intelligence, the increasing use of this new technology in higher

education institutions is irreversible. The opportunities and

versatile benefits of using artificial intelligence for teaching and

research are undisputed. In this work, we therefore presented

selected use cases at the time of writing to highlight the current state

of practice.

Frontiers in Education 11 frontiersin.org

https://doi.org/10.3389/feduc.2025.1505370
https://www.frontiersin.org/journals/education
https://www.frontiersin.org


Temper et al. 10.3389/feduc.2025.1505370

However, as with almost any new technology that has a major

impact on the way we research, teach, or learn, the risks of using

it need to be carefully assessed by universities to mitigate any

emerging negative effects. It is already clearly recognizable that in

order to ensure academic integrity and ethical use, it is essential to

establish clear regulations governing the use of AI.

The major contribution presented of this article is the

introduction of a future-proof, and aforementioned flexible

framework for the usage in academia, which on the one side

encourages the usage of artificial intelligence technologies in order

to provide a modern education and on the other side establishes

clear rules, which also anticipates the rapid changes of this

technology. In order to achieve this flexibility, the structure of our

HEAT-AI policy adapts the risk-based governance approach of the

European AI Act.

The presented approach should serve as a reference for other

higher education institutions that are currently in the pressing

need to define a framework for regulating the usage of artificial

intelligence.

In line with European legislation, our introduced HEAT-

AI categorizes the usage of artificial intelligence into four risk

categories (according to their impacts on the core values of the

institution, academic integrity, ethics, and privacy) that determine

the different measures to be taken if AI is used in higher education

institutions.

Based on the results of this article, St. Pölten University of

Applied Sciences already established their rules for teaching and

learning, which came into force this semester.

Although the effects on teaching and learning cannot be fully

anticipated at the time of writing, many relevant stakeholders

are supporting the approach and actively participating in its

improvement by providing new use cases or experiences that can

be incorporated in future versions.

An important factor that has been identified is the development

of a new skill set for both teachers and students (e.g., prompting,

limitations, and risk of using AI), which poses a substantial

challenge due to the large number of individuals that must be

trained in a relatively short period.

We are aware that the pace of AI advances and the pervasive

nature of technology will require some changes in the future.

However, we are confident that the flexible structure will allow

one to integrate new requirements in an efficient manner. The

flexibility of the approach also allows other higher educational

institutions to follow our introduced approach and tailor it to their

specific needs and use cases.

7 Future work

As stated in the conclusion, St. Pölten University of Applied

Sciences has already introduced its AI guidelines, based on the

approach outlined in this article. In order to further improve

the approach, we established various evaluation and feedback

mechanisms with relevant target groups (e.g., lecturers, academic

directors, students, didactic specialists), which can be also used for

a more in-depth analysis of the effects on teaching, learning, and

usage of AI.

The initial feedback from both students and lecturers

is promising, suggesting that the herein-introduced approach

facilitates the use of AI in the academic field while also providing

clear rules. However, since the rules came into force quite recently,

more data and feedback have to be collected over a longer

period of time to perform a rigorous evaluation. A round table

meeting is scheduled for December 2024 to align HEAT-AI with

the requirements of the Ethics Advisory Board is scheduled for

December 2024. During this meeting, issues of ethical compliance,

among other topics, will be discussed.

Another area of research that we plan to tackle in the

future focuses on the support that is needed by higher

education institutions. In order to embed new rules in an

organizational setting and to facilitate the adoption of HEAT-AI

in other higher education institutions, we are currently working

on the definition of a holistic governance and management

framework, which incorporates our recent experiences and

is based on the seven components of the widely adopted

COBIT framework (i.e., Principles, policies, and frameworks;

Processes; Organizational structures; Culture, ethics, and behavior;

Information; Services, infrastructure, and applications; and People,

skills, and competencies). A first activity, which already started, is

the training concept of the internal and external lecturers.

The overall aim of our future research is the development of

a holistic reference model for AI governance and management

in higher education institutions, which can be tailored to specific

requirements of universities and research institutions.

This article solely concentrates on the usage of AI, especially in

the context of teaching and learning. As compliance requirements

of higher educational institutions in Europe are constantly

increasing (e.g., General Data Protection Regulation, Cyber

Resilience Act, NIS2), future research activities could extend

HEAT-AI to support further requirements (e.g., privacy, security,

and resilience).
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