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Due to the rapidly improving capability of large language models such as Generative 
Pre-trained Transformer models (GPT), artificial intelligence (AI) based tools have 
entered use in education at scale. However, empirical data are largely lacking on 
the effects of AI tools on learning. Here, we determine the impact of four GPT-
based tools on college-aged participants’ reading comprehension of standardized 
American College Test (ACT)-derived passages using a randomized cross-over 
online study (n = 195). The four tools studied were AI-generated summaries, AI-
generated outlines, a question-and-answer tutor chatbot, and a Socratic discussion 
chatbot. Consistent with our pre-registered hypotheses, we found a differential 
effect of AI tools as a function of baseline reading comprehension ability. AI 
tools significantly improved comprehension in lower performing participants and 
significantly worsened comprehension in higher performing participants. With 
respect to specific tools, low performers were most benefited by the Socratic 
chatbot while high performers were worsened most by the summary tool. These 
findings suggest that while AI tools have massive potential to enhance learning, 
blanket implementation may cause unintended harm to higher-performing students, 
calling for caution and further empirical study by developers and educators.
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Introduction

Background and recent innovations for AI in education

Since the infancy of intelligent tutoring systems in the 1950s (Skinner, 1961), researchers have 
been developing such systems to build scalable and personalized computerized tutoring. Intelligent 
tutoring systems are defined as computer programs that use computational models to assist in 
student learning, adapting to individual needs (Graesser et al., 2012; Paladines and Ramirez, 
2020). As argued by Bloom’s two-sigma problem, where he found that one-on-one tutoring 
improved test scores by two standard deviations, such personalized systems could have massive 
impact on educational outcomes as access to human-based tutoring is greatly limited (Bloom, 
1984). One example of a scalable computer-based intelligent tutoring system is Autotutor, a natural 
language chatbot tutor developed in 2004 that exhibited significant learning gains in experimental 
groups (Graesser et al., 2004). As the field of artificial intelligence (AI) has progressed, so have 
intelligent tutoring systems. Recent advancements in large language models (LLMs), such as the 
Generative Pre-trained Transformer (GPT) models, mark a significant leap forward in AI text 
generation and conversational capability. GPT models can generate coherent text responses by 
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repeatedly predicting subsequent words based on its training on massive 
and diverse text data in conjunction with reinforcement learning from 
human feedback (OpenAI et al., 2023). Such LLMs have shown promise 
to revolutionize multiple fields, especially education. Current foundation 
LLMs in a chatbot interface can already do all four parts of an intelligent 
tutoring system as defined by Pappas et  al. (domain expertise, 
pedagogical expertise, learner model, and interface) (Pappas and Drigas, 
2016). Due to this sophistication, AI tools have quickly diffused into 
education. In one study, 63.4% of German university students had used 
an AI-based tool for their studies (von Garrel and Mayer, 2023). Of the 
underlying AI models, OpenAI’s GPT was the most popular model used, 
and as such was the model used in this study. While previous literature 
suggests that AI tools could support students and improve learning 
outcomes (Grassini, 2023), there are existing concerns that students’ use 
of AI could decrease learning and retention of material, suggesting 
possible heterogeneity in the effect of such tools (Abbas et al., 2024).

Aims of this study

The lack of data due to the novelty of LLMs, and possible risks of 
GPT-based tools, create a pressing need for robust empirical research 
on the effects of such tools in order to inform schools and students on 
how to best implement them (Crompton and Burke, 2023). This 
includes empirical assessments that elucidate the heterogeneity in 
efficacy of AI tutoring tools, such as individual differences in student 
capabilities along with the impact of different specific AI tools. This 
study addresses this need by determining the impact of GPT-based 
tools on a crucial component of learning—reading comprehension.

Rationale for the focus on reading 
comprehension

Our focus on reading comprehension is motivated by two primary 
factors. First, reading comprehension is a foundational skill for students 
and therefore subserves many other elements of academic success. Poor 
reading comprehension impedes learning in most subjects, as difficulty 
understanding passages or books has been shown to negatively impact 
outcomes (Bigozzi et al., 2017). The ubiquity of reading comprehension 
positions it as a proxy for learning in general. Additionally, tests that 
assess reading comprehension, such as the Scholastic Aptitude Test 
(SAT) or the American College Test (ACT), are core components of 
college admissions, further emphasizing its importance. Thus, AI tools’ 
capacity to improve or worsen reading comprehension may greatly 
impact a student’s overall educational outcomes when using such tools. 
Second, GPT is particularly well-suited as a tool for improving reading 
comprehension due to its text-based nature. Past studies assessing the 
effect of intelligent tutoring systems on reading comprehension have 
shown significant but small effect size improvements, even after lengthy 
interventions (Xu et  al., 2019). However, these studies did not 
implement GPT or similarly advanced LLM technologies in the tools 
they tested. Therefore, these modest effect sizes could be, in part, due 
to limitations of the technology underlying prior tutoring tools. 
Additionally, heterogeneity in the population-averaged efficacy of AI 
tutoring tools may mask higher effect sizes in certain subgroups, calling 
for a more specific understanding of effects on different groups in order 
to personalize such tools to maximize positive impact.

Description of this study

Here we  conducted a pre-registered study of GPT-based tools’ 
effects on reading comprehension, and how these effects vary as a 
function of participants’ baseline reading comprehension ability. 
We  developed and tested four validated AI tools. (1) AI-generated 
summaries: One of the most common uses of ChatGPT is to summarize 
long or dense texts. We are not aware of prior research on the effect 
solely reading a summary has on comprehension despite the wide 
prevalence of its use by students (Črček and Patekar, 2023; Hadi Mogavi 
et al., 2024), underscoring the importance of including a summary tool 
in this study. (2) AI-generated outlines: the outline tool splits the passage 
into an annotated outline, adding topic headings and dividing the text 
into ideas, which has been shown to improve recall in artificial and 
textbook passages (Krug et al., 1989). (3) Q&A tutor chatbot: The Q&A 
tutor chatbot is modeled off human tutoring, where students ask 
questions and receive instruction until they understand the answer. This 
use case makes up a majority of all AI use in students (von Garrel and 
Mayer, 2023). (4) Socratic discussion chatbot: The Socratic discussion 
chatbot is modeled off the Socratic method, which is a method in which 
students take part in thoughtful back-and-forth dialogue aimed to 
increase deep and complex understanding of a subject (Calhoun, 1996). 
These tools are described and demonstrated in further detail in the 
Supplementary methods. While some uses of GPT can replace students’ 
critical thinking (Vargas-Murillo et  al., 2023) and therefore 
comprehension, the Socratic questioning implemented in this tool has 
been shown to significantly increase critical thinking and comprehension 
in students (Yang et al., 2005; Mahmud and Tryana, 2023). This tool, 
along with the Q&A tutor chatbot, take advantage of GPT’s 
conversational strength and constitute the popular vision of an AI tutor.

To assess the effect of these tools and their sensitivity to baseline 
reading comprehension performance, we  used passages from the 
Reading section of the American College Test (ACT), where 
participants read a standardized passage and answered the 
corresponding comprehension questions. After conducting a 16-person 
pilot study, we designed a well-powered and pre-registered prospective 
study of the effect of these 4 AI tools on reading comprehension of ACT 
reading passages. Our pre-registered hypotheses were as follows:

 1. AI tools will improve reading comprehension in lower 
performing participants (participants who performed below 
median on a control passage).

 2. AI tools will worsen reading comprehension in higher 
performing participants.

 3. The tutor and outline tools will improve quiz accuracy the most 
for low performers and the summary tool will not affect 
accuracy, while reducing time spent on passage.

Methods

Participants

Data for this pre-registered study were collected from 228 
participants sourced from the online research platform Prolific. 
Participants were required to currently reside in the United States (in 
states where age of majority is 18), be fluent English speakers, and 
be aged 18–22. Participants were compensated at $10 per hour with 
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an additional $6 bonus for the highest performing 5% of participants, 
which was made known to them at the beginning of the study. This 
study was reviewed by the Advarra Institutional Review Board (IRB) 
and found to be  exempt. No protected health information was 
collected from participants. All methods were carried out in 
accordance with the guidelines outlined in the Declaration of Helsinki 
for protection of human subjects. Informed consent was obtained 
from all subjects before participation in the study.

Study design

This study used a within-subject cross-over design with four 
experimental AI conditions and one control (no AI) condition, all 
performed in a single session with the order of presentation 
randomized. This ensured all condition sequences were similarly 
represented. Data were collected between March 7, 2024 and March 
16, 2024 (date of pre-registration was March 4, 2024). Details of the 
pre-registration can be found here: https://osf.io/f63x8. The task was 
administered via a custom-built web portal, accessible only on desktop 
devices. Prolific-verified descriptive data were extracted on all 
participants, including demographic information and student status. 
Total SAT/ACT score (if they had taken these tests), parental 
education, childhood household income, childhood ZIP code, and 
previous AI experience were independently collected in our portal.

Participants were presented with a practice block, consisting of a 
brief tutorial passage and quiz, to ensure that they understood the 
mechanics of the task prior to formally beginning the study. Following 
the practice block, each participant was presented with five iterative 
conditions in random order (see Figure 1), where each condition 
involved reading a novel text passage using one of four AI tools (i.e., 
“experimental conditions”), or no AI tool (i.e., “control condition”). 
Each passage was randomly selected for each participant from prior 
official ACT practice tests, with the specific passages used in this study 
described in the Supplementary methods. No passages were repeated 
within-participant. Participants then signaled their completion of the 
reading phase for that passage and transitioned to the 10-question 

multiple choice comprehension test associated in the ACT with that 
specific passage. This ensured that passages and corresponding 
assessments were both standardized and well-validated as tests of 
reading comprehension. This pattern was repeated similarly across the 
five randomly-ordered passages and conditions in the study. The AI 
tools used in the experimental conditions included: an AI-generated 
passage summary, a Socratic method discussion chatbot, a Q&A tutor 
chatbot, and an AI-generated collapsible/expandable passage outline. 
More detailed information on the user experience of the AI tools, their 
GPT 4.0 prompts, and images of the user interface, are available in the 
Supplementary methods.

The summary tool presented participants with an AI-generated 
passage summary in place of the original passage while maintaining 
the essence and voice of the passage. The Socratic chatbot tool 
incorporated a chatbot next to the full passage, where users engaged 
in a back-and-forth conversation about the passage in order to 
maximize comprehension based on the Socratic method. The Q&A 
tutor tool enabled participants access to an open-ended chatbot where 
they could ask any questions about the passage and receive responses. 
The outline tool grouped the full passage into hierarchical and user 
collapsible/expandable text groups based on the main idea of each 
section, to break up the passage into digestible and cohesive sections.

Given the current state of LLM technologies, it is not uncommon 
for these models to exhibit inherent inconsistencies or hallucinations 
(Ji et al., 2023). While this is not fully preventable, the seed values in 
the model settings were set to be constant to mitigate inconsistencies. 
None of the AI responses resembled hallucinations or a 
non-deterministic nature on review after data collection.

As seen in Figure 1, within a given condition, participants were 
instructed to read the passage and if applicable, utilize the tool provided. 
Following the participant-initiated progression to the testing portion of 
the condition, participants were presented a series of 10 multiple choice 
(4 options) ACT questions, all visible at once, but without access to the 
passage in order to isolate initial comprehension by preventing 
participants from searching for the answer in the text. In the case that a 
question referenced a specific part of the passage (e.g., “In lines x-y, what 
was the main theme?”), participants were shown the related excerpt only. 

FIGURE 1

Diagram of the experimental design in the study. For each of the 5 randomized conditions, participants were provided with the AI tool (if any—no AI 
tool for control) as well as (or in place of, for the summary and outline tool) the passage. Participants then moved onto the comprehension quiz, after 
indicating their readiness for it.
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Participants also rated the AI tool on a scale of 1–5 on its perceived 
effectiveness and enjoyment.

Data processing

Consistent with our pre-registration1, participants were removed 
based on the following quality control metrics: (1) scoring less than 
chance (below 30%, 3/10) on the comprehension quiz of two or more 
passages, or (2) being an outlier for time spent on any passage based 
on the 1.5 IQR rule. 33 participants were removed, resulting in a final 
sample size of 195 participants.

Per our pre-registered hypotheses as seen above, the sample was 
then split into low and high performer groups, based on control 
passage quiz accuracy (no-AI passage). Subsequent follow-up analyses 
did likewise based on SAT scores as a secondary analysis representing 
an independent way to define low and high performer groups. The low 
performer group in the control passage split was defined as 
participants performing below the median. The high performer group 
was defined as participants who performed at or above the median.

For participants who took the SAT or ACT, we converted their 
ACT scores into equivalent SAT scores based on guidelines released 
by the ACT (2018). Passage and quiz times (in seconds) were log 
transformed to achieve a normal distribution.

Statistics

Data were analyzed in SPSS version 29. Data were found to 
be normally distributed and thus parametric tests (T-tests) were used, 
as described in the results section, except for categorical variable 
analyses where chi-square tests were employed. T-values and Cohen’s 
d effect sizes were standardized to be positive to aid interpretation. All 
p values are two-sided.

1 https://osf.io/f63x8

Results

Based on our pre-registered hypotheses above, the primary 
analyses for this study examined the impact of AI tools on participant 
quiz accuracy, as well as time on passage. Secondary analyses included 
investigating the impact of AI tools on time on quiz and participant 
tool ratings.

Control passage performance participant 
split

Low Control Performer and High Control Performer sample 
characteristics are reported in Table 1. The only significant difference 
was seen on SAT scores and the portion of each group that had taken 
the SAT (taken approximately 1–5 years prior to this study). As 
expected, low control passage performers had substantially lower total 
SAT scores than high control performers (t(138) = 3.8, p < 0.001; 
Cohen’s d = 0.69), and a smaller portion of low performers had taken 
the SAT/ACT (𝜒2 = 8.8, p = 0.005; odds ratio 0.38). The groups did not 
differ in age, gender, student status, parental education, childhood 
household income, race/ethnicity, or previous AI experience 
(p’s > 0.053). The total SAT score difference is furthermore consistent 
in magnitude with the reported correlation between total SAT scores 
and college GPA in prior work (r ~ 0.35, corresponding to d = 0.75) 
(Coyle and Pillow, 2008). This finding provides additional validity to 
our group definition based on control passage performance as splitting 
by this variable has long-term predictive value with respect to total 
SAT scores, aligning with how SAT scores predict college performance.

Effects of individual AI tools in low and 
high control passage performers

We next investigated the impact of each AI tool (relative to control 
passage performance) on reading comprehension in both groups. As 
seen in Figure  2A, all AI tools improved quiz accuracy for low 
performing participants. The greatest improvement was with the 

TABLE 1 Comparison of the low and high performer groups when the sample is split based on control passage performance.

Measure Control passage performance split

Low performer group High performer group p-value

Sample size 71 124

Age (yr.; M (SD)) 20.7 (1.4) 21.3 (2) 0.053

Gender (% female) 71% 60% 0.161

Taken SAT/ACT (% who took test) 59% 79% 0.005

SAT score (M (SD)) 1,194 (183.2) 1,311 (163.9) <0.001

Student status (% student) 67% 73% 0.491

Parental highest level of education (% > 12 years) 41% 52% 0.137

Childhood household income (% > 50 k) 62% 62% 1

Race/ethnicity (% white) 46% 52% 0.552

Previous AI experience (% none or little experience) 48% 60% 0.135

All tests are independent sample t-tests, except categorical variables for which Chi-Square tests were used. The only group difference was SAT score, with lower performers’ scores being 
significantly lower than higher performers.
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Socratic Method Discussion Chatbot tool (“Socratic”; t(70) = 7.2, 
p < 0.001; d = 0.86), followed by the AI-Generated Passage Outline 
tool (“outline”; t(70) = 6.3, p < 0.001; d = 0.74), the AI Q&A Tutor 
Chatbot (“tutor”; t(70) = 4.2, p < 0.001; d = 0.5), and the AI-Generated 
Passage Summary tool (“summary”; t(70) = 3.8, p < 0.001; d = 0.45). 
By contrast, as seen in Figure 2B, all AI tools decreased quiz accuracy 
for high performing participants. The greatest decrease was with the 
summary tool (t(123) = 9.2, p < 0.001; d = 0.83), followed by the 
outline tool (t(123) = 5.7, p < 0.001; d = 0.51), the AI tutor chatbot 
(t(123) = 4.1, p < 0.001; d = 0.37), and the Socratic chatbot 
(t(123) = 3.7, p < 0.001; d = 0.33). As the control passage performance 
split resulted in slightly imbalanced sample sizes between low and 
high performers, due to the limited number of discrete possible values 
for control passage test accuracy, we conducted the same analyses but 
defining low performers as at or below the median (and high 
performers as above the median). However, these analyses yielded a 
similar outcome as above, indicating that the subgroup analyses are 
still reliable.

We next ran a correlation analysis between control passage 
accuracy and benefit from AI tools to account for the sensitivity of 
these findings to between subject variability, agnostic to performance 
groupings. As seen in Figure 3, we found a strong negative correlation 
between participant control passage accuracy and participant average 
effect of AI on test accuracy (r = −0.785, p < 0.001).

SAT/ACT performance participant split

As an additional and independent baseline performance-based 
participant split to validate our findings, we divided participants into 
three groups based on SAT/ACT performance: low performers (below 
median), high performers (at or above median), and those who did 

not take either test. The participant groups are compared in Table 2. 
To determine the relevance of the SAT/ACT-based split to our study, 
we examined control passage performance across these three groups. 
We found a significant difference in control passage performance 
between the low performing and high performing SAT/ACT groups 
(t(140) = 2.8, p = 0.005; d = 0.48), and a larger difference between the 
group that did not take the SAT/ACT and the high performing group 
(t(122) = 3.9, p < 0.001; d = 0.7). There was no significant difference 
in control passage performance between the group that did not take 
the SAT/ACT and the low performing group (t(122) = 1, p = 0.3; 
d = 0.19), indicating that participants that did not take the SAT/ACT 
were also lower performing individuals. The other differences 
between those groups reflected broader expectations around the SAT/
ACT, such as childhood household income and parental education 
being highest in the high performers, followed by low performers and 
then the group that did not take the SAT/ACT (Dixon-Roman et al., 
2013). Likewise, both low and high performer groups were more 
likely to be  students than the group that did not take the SAT/
ACT. The groups did not differ on demographics such as age 
or gender.

Effects of individual AI tools across SAT/
ACT-based groups

Figure 4 shows the effect of individual AI tools on quiz accuracy. 
Low SAT/ACT performers’ quiz accuracy was significantly improved 
when using the Socratic chatbot (t(70) = 2.2, p = 0.03; d = 0.26). 
Similarly, participants who did not take the SAT/ACT also saw a 
significant improvement in quiz accuracy with the Socratic chatbot 
(t(52) = 2.5, p = 0.017; d = 0.34). None of the other AI tools had 
significant effects for low performers or the no SAT/ACT group 

FIGURE 2

Effect of individual AI tools on accuracy using a split based on control passage performance. There was improvement in comprehension for low 
performers (a) and a negative effect for high performers (b). For low control passage performance participants, the mean (SD) quiz scores for each 
condition were: 44.9% (15.8) for control, 55.4% (18.7) for summary, 63% (18.7) for Socratic, 56.2% (19) for tutor, and 60% (21) for outline. For high control 
passage performance participants, it was: 82.5% (10.5) for control, 66.5% (18.4) for summary, 76.3% (17.9) for Socratic, 75.1% (19) for tutor, and 72.4% 
(19.2) for outline.
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(p‘s > 0.09). For high performers the summary tool again significantly 
worsened quiz performance (t(70) = 2.9, p = 0.005; d = 0.35), while no 
other tools showed a significant effect (p’s > 0.1).

Passage and quiz time, and tool ratings

Finally, we  examined passage and quiz times, as well as 
participants’ perceived tool effectiveness/enjoyment. There were no 
group differences on these measures (see Supplementary results), 

and thus did not confound the differential effects of these tools on 
outcomes across groups. Additionally, correlations between time 
spent on passages per tool and the tools’ effect on accuracy showed 
no significant results, except for the Socratic tool (r = 0.168, 
p = 0.02). This correlation indicated that the more time participants 
spent with the Socratic chatbot, the greater the improvement on 
their quiz accuracy. We also analyzed participant engagement in 
the Socratic and tutor tools (measured by character count) 
against accuracy changes, finding no significant correlations 
(p’s > 0.758).

FIGURE 3

Relationship between control passage accuracy and the effect of AI tools adjusting for control passage accuracy. Greater control passage accuracy 
predicted a lesser or negative effect of AI tools, suggesting that low performers benefitted more from AI tool use.

TABLE 2 Comparison of the group that did not take the SAT/ACT, low and high performer groups determined based on SAT/ACT performance.

Measure SAT/ACT Split

Did not take 
group

Low performer 
group

High performer 
group

p-value (low 
vs. high)

p-value (did 
not take vs. 

high)

Sample size 53 71 71

Age (yr.; M (SD)) 21 (1.4) 21 (1.3) 21.2 (2.4) 0.552 0.537

Gender (% female) 58% 64% 69% 0.595 0.253

SAT score (M (SD)) 1131.4 (117.7) 1420.3 (86) <0.001

Student status (% student) 48% 75% 81% 0.531 <0.001

Parental highest level of 

education (% > 12 years)

30% 46% 63% 0.063 <0.001

Childhood household 

income (% > 50 k)

43% 61% 77% 0.045 <0.001

Race/ethnicity (% white) 57% 46% 48% 1 0.368

Previous AI experience (% 

none or little experience)

58% 59% 49% 0.312 0.365

All tests are independent sample t-tests, except categorical variables for which Chi-Square tests were used.
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Discussion

In this study, we  found that AI tools have differential effects 
across individuals based on their baseline reading comprehension 
ability, significantly helping lower performers and significantly 
hurting higher performers. When splitting by control passage 
performance, our most direct and pre-registered measure, this effect 
was clear for all four AI tools. The greatest improvement in 
low-performers was seen with the Socratic chatbot and greatest 
worsening in high performers with the Summary tool. Additionally, 
we split participants by their SAT/ACT score, which is an independent 
way to define individual differences in baseline performance and 
represents a test participants took up to 5 years prior. In this split, the 
differential effect was apparent for the Socratic chatbot improving low 
performers’ scores and AI-generated summary worsening high 
performers’ scores. Together, these findings support our two key 

pre-registered hypotheses on the effects of AI tools. Additionally, 
these findings also extend previous pre-GPT literature in that 
intelligent tutoring systems have been found to disproportionately 
help lower performers over higher performers which may explain 
why higher performers were negatively affected (Ruan et al., 2024; 
Thomas et al., 2024).

The differential effect across performance-based groups was 
strong for the Socratic chatbot, where the goal was to reinforce 
comprehension through Socratic questioning, as a tutor might. Lower 
performers were significantly helped by use of this tool, whether 
defined based on control passage performance or SAT/ACT scores. 
Moreover, the group that did not take the SAT/ACT also had low 
performance on the control passage and likewise benefitted 
significantly from use of the Socratic chatbot, underscoring the 
robustness of the improvement seen in low performers with this tool. 
By contrast, higher performers were hurt by the usage of the Socratic 

FIGURE 4

Effect of individual AI tools on accuracy based on a SAT score median split (and a group that did not take the SAT/ACT). For low performing participants 
(a), the mean (SD) scores were: 66.2% (22.9) for control, 61.5% (18.3) for summary, 71.7% (20.4) for Socratic, 66.9% (21.9) for tutor, and 67.3% (17.6) for 
outline. For participants that did not take the SAT/ACT (b), they were: 62.1% (20.8) for control, 56.8% (16.6) for summary, 70.2% (18.4) for Socratic, 61.7% 
(21.4) for tutor, and 61.9% (25.3) for outline. For high performing participants (c), they were: 76.5% (20.2) for control, 67.6% (20.9) for summary, 72.1% 
(18.8) for Socratic, 74.4% (18.3) for tutor, and 73% (18.6) for outline.
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chatbot in our control passage performance split analysis. Although 
significance was inconsistent between the control passage split and 
SAT/ACT-based analyses, the directionality of the negative effect in 
high performers remained consistent. We  speculate that upon 
finishing reading, higher performers have a strong enough grasp of 
the passage that usage of the chatbot does not help them comprehend 
better, possibly even serving as a distraction that impedes 
comprehension. These findings demonstrate the potential benefit of 
similar tools to help those that need it the most, but also caution 
against blanket use of such tools in all students, as it may cause 
unintended harm.

To our knowledge, this study is the first to report data on the 
effect that reading an AI-generated summary has on comprehension, 
despite its prevalence in educational contexts. According to one 
recent study, 39.3% of AI use by German university students is in 
text processing, text analysis, and text creation (von Garrel and 
Mayer, 2023). Summarization of long texts makes up a major portion 
of this use case. As may be  expected, reading an AI-generated 
summary instead of the full passage significantly worsened 
comprehension in higher performers, likely because much of the 
detail and nuance of the passage was lost in the summary. The 
AI-generated summary’s effect on lower performers was inconsistent. 
In the control split analyses, reading a summary significantly 
improved comprehension, whereas when splitting by SAT/ACT 
score, the AI-generated summary tool had no significant effect. This 
stands in contrast to the consistent and strong negative effect reading 
a summary had on higher performers, evident across both analysis 
methods. We suspect this difference exists because low performers 
have greater difficulty extracting a passage’s theme and meaning 
from a distractingly long text in comparison to high performers. As 
such, lower performers may even derive benefit from reading a 
simplified text.

It was expected that the addition of topic headings by sorting the 
text into an AI-generated outline would improve comprehension 
(Krug et al., 1989). We observed this effect to some degree in lower 
performers; the control split yielded significant effects while the SAT/
ACT split yielded non-significant effects. Likewise, high performers’ 
outcomes were hurt by use of the outline tool in the control passage 
split analyses, with the SAT/ACT split providing directionally 
consistent but non-significant results.

The effect of the Q&A tutor tool was also less readily interpretable. 
The differential effect was significant for both groups in the control 
split analyses, but not significant in the SAT/ACT score split. This 
could have been at the fault of our implementation/prompt or due to 
a lack of quality engagement (usage was not required like it was for the 
Socratic chatbot). The Q&A tutor was entirely self-directed, and past 
research suggests that students may not have the metacognitive skills 
to take full advantage of such on demand help systems (Aleven et al., 
2003). Future studies should teach students how to best use the tutor 
in order to amplify its effects.

The findings of this study are strengthened by several aspects of 
its design, execution and analysis. We pre-registered our hypotheses 
and methods, which proved successful for our core hypotheses (AI 
tools helping lower performers and hurting higher performers). 
Second, testing the AI tools in college-aged participants ensured our 
findings generalized to a population that is already heavily and 
increasingly using AI tools. Third, the underlying approaches of the 
AI tools and the assessment method (ACT Reading tests) are well 

validated. Finally, performance on the control passage (which we used 
to split high and low performers) was correlated with SAT/ACT scores 
to a degree similar to the correlation of SAT score and college GPA, 
which means our high-low performer split is likely well validated.

Across all tools, we repeatedly found variations in the effect of AI 
tools on reading comprehension, where they helped lower performers 
and hurt higher performers, underscoring the need for caution and 
extensive testing before implementing such tools into the educational 
system en masse. One potential solution could involve diagnostic tests 
and using the results to limit access to tools depending on 
performance. Other solutions may include optimizing tool 
implementations and prompts so as to minimize negative effects or 
encouraging high performers to avoid summary-based tools in favor 
of other tools.

Limitations

As the data used in this study were sourced using the online 
research platform Prolific, the participant sample reflects those 
individuals who actively use Prolific and were interested in a reading 
comprehension study, which may skew the range of people on whom 
we  have information. For example, our sample had more female 
participants (64%) compared to the population average. Additionally, 
the portion of our sample that were students exceeded the national 
average for a similar age bracket (U.S. Department of Education, 
Institute of Education Sciences, 2024). SAT/ACT scores of the 
participants in our sample were also higher than the national averages 
(CollegeBoard, 2023). Even our low performer groups in this study 
tended to have average SAT/ACT scores higher than the national 
average. Ultimately, it will be important in future work to more closely 
mirror the broader population as findings observed in generally 
higher-performing college-aged individuals in the US may not 
be generalizable to the broader population. Additionally, as a major 
incentive in participation was monetary, effort levels may be variable, 
though we  designed our quality control process to identify and 
exclude low-effort participants. Given AI’s relatively novel and 
controversial role in society, participants may also have varying 
confidence and trust levels in AI, affecting their usage of the tools in 
this study. Our results are also subject to our implementation of the 
tools (i.e., the prompts we  used to create the tools as well as the 
underlying LLM). Negative findings may therefore be  due to 
insufficiently robust AI tools, which might be further improved in the 
future. For example, there was no required engagement level for the 
Q&A tutor tool, potentially leading to inconsistent effects. Adding a 
required level of engagement for participants may have yielded 
different outcomes. Lastly, participants only took each condition one 
time, potentially limiting detection power or increasing variance in 
our results – making it harder to clearly see the effects.

Areas of future research

Building on the findings of this study, we identify several areas 
where further investigation is important to enhance our understanding 
of AI’s impact on education. It is crucial to better understand how to 
develop tools that will benefit all learners, not just lower performers. 
To do this, analyses of the effects of other AI tools, beyond those used 
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in this study, and for other aspects of learning beyond reading 
comprehension, are necessary. The consistency of this differential 
effect should be determined. Next, in-classroom testing is necessary 
for a more realistic environment with higher levels of effort and 
motivation from students. Additionally, the effect of AI tools on other 
samples should be studied. For example, it should be assessed in K-12 
students, who make up the majority of the educational system and 
may be less equipped to best use LLM-based tutoring tools. Additional 
samples could include participants from different countries or with 
varying languages or learning ability. The effect of AI tools on 
participants in an international setting should also be examined. As 
mentioned above, the low performers in this study still had higher 
SAT/ACT scores than the US average SAT score, potentially indicating 
the presence of an additional group of low performers below those of 
our study. The effect should be studied in this group as they may have 
more potential to benefit from the AI tools. Studying these tools in 
individuals with below-average SAT/ACT scores or from educationally 
disadvantaged communities may provide an opportunity to explore 
AI’s impact on a wider range of learners. Additionally, future work 
should examine the effects of AI tools that vary in their implementation 
or prompts compared to those used in this study. Finally, longitudinal 
research over a longer period of time should be conducted to reliably 
test the effect of AI-based tools on learning in the long term, as 
participants in our study interacted with each condition once.
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