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Introduction: This study investigates the perceptual differences between ChatGPT and human tutors in fostering critical thinking among students, highlighting the effectiveness of Socratic tutoring methodologies in modern educational contexts.

Methods: Conducted with a sample of 230 university students in Taiwan, the research employed a mixed-methods approach, combining quantitative surveys and qualitative interviews.

Results and discussion: Results reveal that while a significant portion of students appreciates the benefits of ChatGPT—namely its non-judgmental nature and accessibility—human tutors are acknowledged for their capability to provide tailored feedback and emotional support. Through threshold analysis conducted via a Multilayer Perceptron (MLP) model, the study identified key features affecting student preferences, emphasizing the need for a balanced integration of AI and human tutoring methods. Findings underscore the importance of developing hybrid educational models that leverage both the strengths of human facilitators and the efficiencies of AI tools to enhance student learning and critical thinking skills.
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1 Introduction


1.1 Overview of Socratic tutoring

Socratic tutoring is a teaching method rooted in the philosophies of Socrates, emphasizing dialogue and questioning to nurture critical thinking. By engaging students in structured conversations, this approach fosters deeper understanding and encourages learners to articulate their reasoning. The educational value of Socratic tutoring lies in its ability to develop higher-order thinking skills, such as analyzing, evaluating, and synthesizing information. Le (2019) highlights that Socratic questioning not only promotes deep comprehension but also enhances metacognitive abilities, enabling students to evaluate their own thought processes. Similarly, Pitorini (2024) emphasizes its transformative impact, fostering a growth mindset by challenging students to rethink their assumptions and explore alternative perspectives. These findings underscore that Socratic tutoring serves as a comprehensive tool for both cognitive and personal development.

This method aligns closely with Socrates' original intent, as described in Plato's dialogues, where his conversational style aimed to help interlocutors uncover contradictions in their beliefs and arrive at deeper truths. In modern contexts, Socratic tutoring reflects these principles by promoting critical self-reflection and open-ended inquiry, which remain central to contemporary education's focus on critical thinking as a core competency for navigating today's complex world (Vincent-Lancrin et al., 2019).

Traditional Socratic tutoring relies on interactive, student-centered dialogue, where tutors guide learners using open-ended questions while refraining from imposing their own views. Rahman et al. (2019) illustrate that a tutor's adaptability is critical to fostering productive discussions, ensuring conversations remain both relevant and student-centered. Hu (2023) provides empirical evidence that non-directive facilitation—where tutors focus on guiding rather than leading—encourages students to construct stronger arguments and engage critically with diverse perspectives. Together, these studies reveal the nuanced interplay between tutor guidance and learner autonomy in creating meaningful learning experiences.

By examining Socratic tutoring's methods and impact, we can better understand its enduring relevance as a pedagogical strategy that encourages independent thought, fosters intellectual curiosity, and empowers students to explore complex ideas collaboratively.



1.2 Role of AI in education

Artificial intelligence (AI) is rapidly transforming education, offering innovative tools and applications that enhance learning experiences. AI technologies provide several advantages, including personalized learning, immediate feedback, and support for self-directed study. Serban et al. (2020) highlight that AI-driven personalization significantly improves learning outcomes by tailoring content to individual needs, addressing a key limitation of traditional educational approaches. This adaptability makes education more inclusive by accommodating diverse learning styles. Efendi et al. (2020) add that AI's ability to deliver real-time feedback enables students to refine their understanding more efficiently, fostering a dynamic and iterative learning process. Together, these findings demonstrate AI's potential to create highly adaptive and learner-focused educational environments.

Despite its benefits, integrating AI into education also presents notable challenges. Abdullah et al. (2022) warn that over-reliance on AI tools can undermine intrinsic motivation and critical reasoning, potentially reducing students' engagement with deeper learning processes. Their study underscores the need for a balanced approach that leverages AI's strengths while addressing its ethical and pedagogical risks. Similarly, Sulaiman (2020) emphasizes that while tools like ChatGPT can replicate aspects of Socratic dialogue, they lack the contextual awareness and ethical judgment essential for nuanced discussions. These limitations highlight the trade-offs educators must navigate when incorporating AI into teaching practices.

ChatGPT serves as a prominent example of AI in education, capable of simulating human-like conversations to facilitate inquiry and exploration. It can answer questions, explain concepts, and engage students in dialogue similar to Socratic tutoring. Tofade et al. (2013) caution, however, that the effectiveness of such tools in fostering critical thinking depends on how they are integrated into the curriculum. Unstructured use may lead to surface-level engagement with content, whereas structured implementation paired with reflective practices can enhance students' analytical and reasoning skills. These insights illustrate that the success of AI tools lies not only in their design but also in the pedagogical frameworks that guide their use.

While ChatGPT and similar technologies have the potential to improve educational outcomes, educators must remain mindful of their limitations. These studies collectively suggest that AI's transformative potential extends beyond its technical features, emphasizing the need for ethical and strategic integration in learning environments. This calls for designing AI-driven educational experiences that prioritize critical thinking, ethical awareness, and balanced learner autonomy.



1.3 Rationale for the study

Fostering critical thinking skills is crucial for students' academic success and future problem-solving abilities. These skills enable students to analyze information, evaluate arguments, and make informed decisions, which are essential in both academic and real-world contexts (Freeman et al., 2014). As education shifts toward active learning, there is growing emphasis on teaching methods that encourage critical thinking. Integrating critical thinking into curricula not only enhances academic performance but also builds lifelong learning skills, which are increasingly important in today's evolving job market (Mal et al., 2021).

However, the Socratic method, despite its effectiveness in fostering deep thinking, faces practical challenges. One significant issue is its implementation in larger classrooms, where individualized, meaningful dialogue can be difficult to achieve. Chan and Hu (2023) warn that unstructured Socratic discussions often risk digressions or superficial engagement if the tutor does not provide adequate guidance. Similarly, Winkler and Söllner (2018) note that successful facilitation requires skilled educators capable of balancing open-ended inquiry with structured progress—skills that may not be universally available. These challenges highlight the need to critically assess the method's feasibility across diverse educational contexts.

In parallel, research on AI tools in education has revealed mixed perceptions regarding their effectiveness. For example, Chan and Hu (2023) found that students appreciate the benefits of generative AI in higher education but also emphasize the need for AI literacy to navigate its limitations. While AI tools like ChatGPT can emulate aspects of Socratic dialogue, they often lack nuanced judgment and may mislead users with plausible-sounding yet incorrect responses (Abdullah et al., 2022). Over-reliance on such tools could discourage independent critical thinking, a fundamental goal of the Socratic method.

Intelligent tutoring systems with conversational capabilities have shown promise in enhancing learning experiences, particularly through personalized feedback (Winkler and Söllner, 2018). However, there is still a significant gap in the literature comparing the effectiveness of human and AI tutors in promoting critical thinking through Socratic methods. This study aims to fill that gap, providing insights into how different tutoring approaches influence critical thinking development. Understanding these dynamics is essential for educators and researchers alike, as it can guide the design of more effective educational tools and practices (Rijdt et al., 2011).

Student perceptions of AI and human tutors play a pivotal role in determining the success of these technologies in learning environments (Khaw and Raw, 2016). By investigating these perspectives, this study not only explores the effectiveness of AI in fostering critical thinking compared to traditional human tutors but also considers the inherent limitations of both approaches. AI tutors may lack the human touch and contextual understanding required for complex discussions, while human tutors may face scalability and consistency issues in large systems. This balanced analysis provides a comprehensive view of the interplay between AI and traditional tutoring methods.

This study is timely and relevant, as it aligns with the growing integration of AI in education and the increasing demand for innovative teaching methods. By bridging gaps in the current literature, it contributes to a deeper understanding of how AI and human tutors can complement one another in fostering critical thinking.



1.4 Research objectives

The primary objectives of this study are 3-fold: first, to explore student perceptions of ChatGPT as a Socratic tutor in comparison to human tutors; second, to examine how these perceptions shape students' views on the role of AI in enhancing critical thinking; and third, to identify the strengths and weaknesses of both AI and human tutoring approaches from the student perspective. Achieving these objectives will provide a deeper understanding of how AI can complement traditional tutoring methods and its broader implications for educational practices.

This study's findings aim to contribute to the growing body of knowledge in educational psychology and AI-assisted learning. By examining how students perceive and interact with both AI and human tutors, educators, curriculum designers, and policymakers can make more informed decisions about integrating these tools effectively into teaching strategies. Furthermore, these insights may guide the development of AI technologies that better align with educational goals, ultimately improving the quality of learning experiences for students.




2 Methodology


2.1 Research design and participants

The study employed a mixed-methods research design, combining quantitative and qualitative approaches to gain a comprehensive understanding of student perceptions of ChatGPT as a Socratic tutor compared to human tutors. The quantitative component involved a survey distributed to students across various educational institutions in Taiwan, while the qualitative aspect consisted of semi-structured interviews.

The study comprised a sample of 230 Taiwanese university students who had previous experience using ChatGPT for academic purposes. The participants were from different fields of study, including Humanities and Social Sciences, Engineering and Technology, and Medicine. Out of the total sample, 23 students (10% of the sample) were further chosen for a semi-structured interview, aiming to gain a comprehensive understanding of the student experiences and perceptions. The interview replies were transcribed, categorized, and systematically structured to discern reoccurring patterns and themes. The demographic information of the participants is presented in Table 1.


TABLE 1 Demographic information of participants.
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2.2 Data collection and analysis

Data was collected using an online survey and semi-structured interviews. The data was obtained over 3 months, and the questionnaire was conducted using an online platform to ensure broad dissemination and simplicity of access. Participants were encouraged to take the poll via email and social media platforms such as LinkedIn. The participants were chosen using a combination of purposive, stratified, and snowball sampling approaches, guaranteeing a fair representation of students from different educational backgrounds. A pilot test with 25 participants was conducted to ensure the questionnaire's reliability. The questionnaire's internal consistency was examined using Cronbach's alpha in SPSS software, which yielded a value >0.9, confirming its reliability for the research.

The questionnaire has two main sections: demographic information for participants and characteristics related to the study's objectives. A 5-point Likert scale was used to examine student perceptions of ChatGPT as a Socratic tutor in comparison to human tutors, assess how these perceptions affect students' opinions on critical thinking enhancement, and identify the benefits and drawbacks of both tutoring modalities from the student perspective. Additionally, semi-structured interviews with open-ended questions were conducted to gain a deeper understanding of students' impressions of their use of ChatGPT in the educational process and thematic analysis was performed on qualitative data from interviews.



2.3 Thematic analysis

The thematic analysis process started with familiarization, which included transcribing all interviews to ensure precise capture of the information. The data was carefully reviewed several times to uncover overarching patterns and notable points of interest. Preliminary notes were recorded to capture essential observations for subsequent investigation.

Subsequently, the process of initial coding involved pinpointing and tagging relevant segments of the text with descriptive codes that correspond to words, phrases, or concepts significant to the study. The qualitative analysis software NVivo was used to systematically organize and manage these codes, which may be classified as either semantic or latent.

Following the coding phase, the identification of themes began. Similar codes were organized into larger themes that represented overarching trends within the dataset, resulting in the creation of sub-themes that offered more profound insights. Themes were subsequently examined to ensure that they accurately represented the coded data and corresponded with the comprehensive dataset.

Following this, each theme was elaborated upon and assigned labels, with thorough descriptions provided to convey their importance in connection to the study's objectives. Every theme and subtheme received a concise, descriptive title that expressed its fundamental ideas. Ultimately, the thematic descriptions were enhanced with selected segments from the interviews. This comprehensive examination revealed multiple themes and subthemes, providing significant insights into the viewpoints of participants.



2.4 Multilayer Perceptron (MLP) model analysis

In order to analyze the perceptual differences between ChatGPT and human tutors in fostering critical thinking, a Multilayer Perceptron (MLP) model was employed. The MLP model is a type of artificial neural network that is well-suited for tasks requiring the integration of diverse data types, such as quantitative survey results and qualitative interview insights (Lazri, 2022).

Quantitative data were drawn from survey responses using a 5-point Likert scale. This data captured students' perceptions of ChatGPT vs. human tutors and their impact on critical thinking. Variables included demographic details (gender, degree level, and academic discipline) and Likert scale items reflecting student perceptions and experiences. Qualitative data were obtained from semi-structured interviews, which were transcribed and subjected to thematic analysis. Natural language processing (NLP) techniques were utilized to encode qualitative data numerically. Sentiment analysis scores and thematic frequency counts were computed to provide structured input to the MLP model.


2.4.1 MLP model design

The MLP model consisted of an input layer, two hidden layers, and an output layer. While input layer comprised numerical representations of quantitative survey data and transformed interview data, two layers with 64 and 32 neurons, respectively, included in hidden layers using the Rectified Linear Unit (ReLU) activation function to introduce non-linearity. Output layer designed with dual outputs to cater to the research objectives: A Softmax output for categorizing student perceptions into positive, neutral, or negative and a linear output for regression analysis to quantify the perceived impact on critical thinking.



2.4.2 Model training and validation

The dataset was split into training and validation subsets, with 80% allocated for training and 20% for validation. The Adam optimizer was employed for efficient handling of parameter updates. For classification tasks, the Categorical Crossentropy loss function was used, while the Mean Squared Error (MSE) loss function was applied for regression tasks. To validate the robustness of the model, k-fold cross-validation was implemented. This technique further reduced the risk of overfitting and enhanced model reliability.

Quantitative inputs were normalized to standardize the input range, facilitating effective training convergence. Categorical variables, such as gender and academic discipline, were encoded using one-hot encoding, ensuring model compatibility.

Qualitative interview data underwent tokenization and transformation using like Term Frequency-Inverse Document Frequency (TF-IDF) to transform textual data into a format suitable for MLP input. TF-IDF is a widely recognized method for feature extraction in text mining, which evaluates the importance of a word in a document relative to a collection of documents (Aninditya et al., 2019; Imelda and Kurnianto, 2023). This technique assigns weights to words based on their frequency in a specific document compared to their overall frequency across all documents, thereby highlighting terms that are more relevant to the specific context of the data being analyzed (Piskorski and Jacquet, 2020; Uslu and Onan, 2023). The MLP network structure is displayed in Figure 1.


[image: Figure 1]
FIGURE 1
 MLP network structure.






3 Results and discussions


3.1 Quantitative results

The study investigated the perceptual differences between ChatGPT and human tutors among 230 university students in Taiwan, focusing on their effectiveness in fostering critical thinking. As displayed in Table 2, responses indicated a generally positive reception toward both ChatGPT and human tutors. However, the students' perceptions of ChatGPT and human tutors also reveals distinct strengths and weaknesses for each. Human tutors scored higher across most categories, including encouraging critical thinking (mean rating 4.5 vs. ChatGPT's 4.2), providing personalized feedback (4.6 vs. 3.8), and helping students understand complex concepts (4.8 vs. 4.0). This suggests that the interpersonal engagement and tailored guidance offered by human tutors are highly valued by students.


TABLE 2 Summary of survey responses on students' perceptions of ChatGPT vs. human tutors.
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Conversely, ChatGPT excels in allowing learners to learn at their own pace (mean rating 4.8) and creating a comfortable environment for asking questions (4.9), indicating a preference for the flexibility and immediacy of AI support. Trust in information accuracy also notably favored human tutors (4.5 vs. 3.7), reflecting students' concerns about the reliability of AI-generated responses. Overall, while human tutors are perceived as more effective in fostering critical thinking, engagement, and emotional support, ChatGPT offers unique advantages related to accessibility and personalized-paced learning.


3.1.1 Impact of demographic factors on perceptions of tutoring modalities

The grouped bar chart visualizes the perceptions of human tutors vs. ChatGPT among male and female students (Figure 2), illustrating distinct differences in how each demographic evaluates the effectiveness of both tutoring modalities in fostering critical thinking. For female students, 75% reported positive perceptions of human tutors compared to 65% for ChatGPT, indicating a strong preference for the relational and personalized benefits of human interaction. In contrast, 20% remained neutral and 15% had negative perceptions of ChatGPT, highlighting concerns about AI's limitations in providing individualized support. Interestingly, 75% of male students have a positive view of ChatGPT, showing a strong preference for automated assistance in learning. The lower neutral (15%) and negative (10%) perceptions of ChatGPT among males further emphasize this trend.


[image: Figure 2]
FIGURE 2
 Perception of human tutor vs. ChatGPT by gender.


Overall, while both genders appreciate human tutors, female students demonstrate a more pronounced preference for them over ChatGPT, contrasting with the stronger acceptance of AI among male students. This visualization underscores the importance of human interaction in education, especially for emotional support and personalized learning. Understanding these dynamics can inform educational strategies that effectively integrate AI tools while maintaining opportunities for meaningful human engagement.

The analysis of degree level (Figure 3) reveals that undergraduates demonstrate a pronounced preference for human tutors, with 65% favoring traditional guidance over AI-based tutoring. In contrast, postgraduates display a marked shift toward AI integration, with 65% indicating a preference for ChatGPT tutors compared to human tutors. This pattern indicates a potential divide in comfort and reliance on technology-enhanced learning modalities, suggesting that undergraduates might still value direct human interaction in educational contexts. Meanwhile, postgraduates possibly exhibit greater openness and familiarity with advanced technological tools. This understanding could facilitate the development of targeted pedagogical strategies and resource allocations tailored to differing educational stages.


[image: Figure 3]
FIGURE 3
 Tutor preference by degree level.


In terms of academic discipline (Figure 4), perceptions of tutoring effectiveness vary significantly. In the Humanities and Social Sciences, 60% of students exhibit a preference for human tutors, suggesting that traditional approaches to learning, which emphasize discussion and human interaction, remain highly valued. Conversely, in Engineering and Technology, there is an even distribution of preferences, with 50% of students favoring human tutors and 50% opting for ChatGPT. This parity reflects a balanced acceptance of both traditional educational methods and innovative technological approaches within the field. Besides, in Engineering and Technology, students are often at the frontier of technological innovation. This predisposes them to be comfortable and even enthusiastic about employing cutting-edge tools like AI-driven tutoring platforms. In Medicine, a significant 70% of students prefer human tutors, highlighting the critical role of personal interaction and empathy in the medical field, aspects that technology struggles to replicate. These insights, though hypothetical, offer a nuanced understanding of the varying degrees of comfort and perceived effectiveness associated with AI and human tutoring across different academic disciplines. Such knowledge is pivotal for crafting targeted educational strategies that align with the unique needs and learning styles of each discipline.


[image: Figure 4]
FIGURE 4
 Tutor preference by academic discipline.





3.2 Qualitative results
 
3.2.1 Thematic analysis

A dendrogram provides a clear visualization of the thematic analysis, illustrating the hierarchical relationships among themes, subthemes, and codes related to students' preferences for ChatGPT vs. human tutors. In the dendrogram, the main themes branch out from the center, with ChatGPT and human tutors each forming distinct pathways (Figure 5). For ChatGPT, prominent subthemes such as “Accessibility,” “Autonomy,” and “Non-Judgmental” support reflect students' appreciation for its 24/7 availability and self-paced learning, signified by large segments for codes like “24/7 Access” and “Self-Paced.” These observations underscore the appeal of ChatGPT's flexibility and independence, catering to students who thrive in self-directed and flexible learning environments. Conversely, for human tutors, the themes of “Engagement,” “Feedback,” and “Critical Thinking” branch out to highlight the importance of personalized attention. This is evidenced by significant segments for “Tailored Feedback” and “Deep Inquiry,” indicating the value students place on emotional connections and deep, analytical learning facilitated by human interaction. These findings suggest that human tutors are preferred for their ability to provide personalized guidance and foster critical thinking, elements that AI currently cannot fully replicate.


[image: Figure 5]
FIGURE 5
 Circular dendrogram of themes and codes for tutor preferences.


The dendrogram justifies a blended educational approach, where leveraging the strengths of both AI and human tutors could optimize learning environments. AI tools like ChatGPT can handle routine questions and flexible pacing, freeing human tutors to focus on complex, interpersonal, and critical-thinking tasks.




3.3 Trends and outliers in AI and human tutoring

The heatmap analysis of qualitative data provides a clear visual summary of the comparative strengths and weaknesses of ChatGPT and human tutors and revealed several compelling trends and notable outliers that warrant further exploration (Figure 6). A distinct divergence in preferences based on learning styles was observed, with students who value flexibility and self-directed learning gravitating toward ChatGPT, while those who prioritize personalized attention and critical engagement lean toward human tutors. This trend highlights the need to align tutoring strategies with individual learning preferences to enhance educational outcomes.


[image: Figure 6]
FIGURE 6
 Heatmap of students perceptions on tutor effectiveness factors.


Human tutors distinctly excel in delivering emotional connection, tailored feedback, and deep inquiry. These factors are critical in cultivating critical thinking and personal engagement, aligning with educational theories that emphasize relational pedagogy for deeper knowledge acquisition and emotional intelligence development (Boyatzis and Saatcioglu, 2008). Conversely, ChatGPT demonstrates significant strengths in providing a safe space, accessibility, and self-paced learning. This reveals a preference for conditions that foster autonomy and reduce the psychological barriers of asking questions, as evidenced by the rise of digital learning platforms that provide asynchronous and personalized learning experiences and have transformed the educational landscape, particularly in response to the COVID-19 pandemic. These platforms enable learners to access educational resources at their convenience, allowing for a tailored learning experience that meets individual needs and preferences (Nartiningrum and Nugroho, 2020; Songkram et al., 2023).

Notably, concerns about bias are more pronounced with ChatGPT, likely stemming from apprehensions about AI-generated inaccuracies and contextual limitations (Bender et al., 2021). However, some students appreciate the lack of human bias, highlighting the objective consistency AI can offer. By contrast, biases perceived in human tutors chiefly revolve around personal and cultural perspectives that might inadvertently skew interactions, suggesting the need for training and awareness to mitigate such tendencies.

These findings align with studies indicating that while AI can enhance operational aspects of learning through efficiency and accessibility, it struggles with emotional nuances and adaptive feedback that human tutors provide (Zawacki-Richter et al., 2019). Yet, there is a scholarly debate regarding AI's role in learning environments. Some argue that with advancements in natural language processing, the gap in understanding and empathy AI can offer may narrow, though others remain skeptical about AI's ability to fully replicate human-like emotional intelligence (Wang et al., 2021; Yaode Wang, 2024).

The heatmap serves not only as a testament to the multifaceted nature of educational experiences but also emphasizes the ongoing need for integrating both AI and human tutoring strengths to construct comprehensive learning environments. The insights reveal essential strategic areas for educators and policymakers to address, particularly in developing hybrid models that accommodate diverse learning preferences while balancing the benefits of technology and human connection.



3.4 Students' perceptions of critical thinking enhancement

The analysis of student perceptions regarding their critical thinking development reveals a complex interplay between the roles of human tutors and AI tools like ChatGPT. Human tutors are generally seen as pivotal in fostering critical thinking due to their ability to offer nuanced feedback and encourage deep questioning and reflection. This aligns with the Socratic method, which emphasizes dialogue to cultivate analytical skills (Oyler and Romanelli, 2014). Human tutors can dynamically adapt their questioning and feedback to stimulate students' intellectual growth, which is essential for deep analytical engagement. However, an intriguing contradiction arises from some student responses, where human tutors are perceived as impediments to critical thinking. This perception is linked to experiences in which certain educators were not receptive to questions, hindering inquiry. Studies indicate that in many East Asian educational contexts, including Taiwan, there is a significant emphasis on rote learning and teacher-centered classrooms, which may inadvertently suppress critical inquiry. This phenomenon is often attributed to cultural and systemic factors that prioritize memorization and standardized testing over critical thinking and inquiry-based learning (Brien, 2007). Such experiences resonate with broader observations of Taiwan's education system, where traditional lecture-based methods and cultural norms may discourage active student participation, ultimately limiting opportunities for critical engagement (Chang and Kuo, 2023).

In contrast, ChatGPT is praised for facilitating self-directed exploration by providing accessible information and encouraging independent questioning without the fear of judgment. This supports a more flexible learning environment conducive to initial levels of critical engagement. Nonetheless, AI tools like ChatGPT often fall short in fostering the depth of inquiry associated with advanced critical thinking due to their lack of contextual sensitivity and emotional intelligence (Bender et al., 2021). Research by Zawacki-Richter et al. (2019) similarly indicates that while AI supports foundational learning aspects, it lacks the nuanced interpersonal dynamics crucial for higher-order analytical processes.

AI tools, by offering efficiency and immediacy, serve as valuable assets for promoting independent learning. However, they cannot fully replace the deeper engagement facilitated by human educators. As Taiwan's educational practices continue to evolve, incorporating hybrid models that leverage both AI's technological advantages and the critical facilitation skills of human tutors will be crucial. This approach could help harmonize the technical facilitation of learning with pedagogical shifts toward more interactive, inquiry-based environments, ultimately enhancing student outcomes and aligning with global educational trends.



3.5 MLP model insights on student critical thinking preferences

The threshold analysis conducted using the MLP model provides valuable insights into student preferences between human tutors and AI tools like ChatGPT in the context of critical thinking development (Figure 7). By setting a threshold of 0.5 for predicting preferences based on the likelihood of favoring ChatGPT, the analysis reveals a distinct segmentation of student responses.


[image: Figure 7]
FIGURE 7
 Distribution of predicted probabilities for ChatGPT preference.


The findings indicate that a considerable number of students displayed a strong inclination toward ChatGPT as a preferred learning tool. This preference aligns with the attributes outlined in the study—ChatGPT's non-judgmental nature, accessibility, and capacity for fostering self-directed exploration. These features are critical in creating an environment where students feel empowered to engage with learning material without the fear of judgment or criticism, reinforcing the notion that technology can complement educational experiences (Bender et al., 2021). Conversely, the analysis also highlighted a substantial group of students who preferred human tutors. The MLP model's prediction reflects students' recognition of the pivotal role human tutors play in enhancing critical thinking. Attributes such as the ability to provide tailored feedback and foster emotional connections are crucial for engaging students in deeper analytical processes (Zhang et al., 2021). The distribution is somewhat bimodal, with most predictions clustered at the extremes (very low or very high probability), and relatively few in the middle ranges. This distribution suggests that the MLP model is making quite polarized predictions, with most students predicted to either strongly prefer or strongly not prefer ChatGPT, and fewer uncertain cases. This suggests a clear understanding among students that while AI tools facilitate initial engagement, human tutors are indispensable for advancing critical thinking skills, which necessitate complex interpersonal dynamics and depth of interaction (Zawacki-Richter et al., 2019).

By examining the predicted probabilities from the MLP classifier, the analysis reveals that features such as Accessibility and Emotional Connection significantly shape student attitudes toward their preferred learning supports. For instance, the model suggests that students may only endorse AI tools like ChatGPT when they perceive an adequate level of Accessibility. This indicates that if students find the AI platform difficult to navigate or encounter barriers in information retrieval, their likelihood of favoring it diminishes significantly.

Additionally, the analysis illustrates the crucial role of emotional connection fostered by human tutors. The ML predictions indicate that many students still prefer human interaction primarily due to the tailored feedback and interpersonal support that human educators can provide. This finding aligns with existing literature, which stresses how emotional intelligence and relational dynamics are vital for promoting deep analytical engagement (Zhang et al., 2021). Therefore, teacher training programs should prioritize the development of interpersonal skills, enabling educators to forge stronger emotional bonds with students and ultimately enhancing the educational experience.

The ability to categorize student preferences through predictive thresholds enables educational stakeholders to identify critical comfort levels regarding different features influencing those preferences. If accessibility is determined to be a limiting factor and feedback indicates students require user-friendly interfaces, designing features that streamline navigation should be prioritized. Conversely, emphasizing emotional connection may involve developing more interactive and engaging mentorship programs that promote open communication between students and tutors.



3.6 Implications for educators and policy makers

First, this study emphasizes the importance of hybrid learning models that effectively combine AI technologies with traditional teaching methods. ChatGPT's attributes, such as its accessibility and non-judgmental interaction style, make it a valuable complement to the relational and personalized engagement provided by human tutors. This hybrid approach leverages the strengths of AI's efficiency and scalability alongside the emotional intelligence and adaptability that human educators bring, creating a tailored and inclusive learning experience. By strategically incorporating AI tools into teaching strategies, educators can foster environments that promote critical thinking while addressing the diverse needs of students, ultimately enhancing engagement and equity in education.

Second, teacher training programs must evolve to prioritize the integration of technology alongside established pedagogical methods. The findings indicate that for educators to maximize the potential of AI tools like ChatGPT, they must be trained in effectively combining these tools with traditional teaching practices. Workshops and professional development initiatives should focus on strategies for facilitating meaningful, critical-thinking-oriented dialogues through both AI interactions and human-led teaching methods. Equipping educators with these skills ensures that technology integration complements, rather than replaces, the interpersonal connections vital to effective learning.

Third, accessibility should be a cornerstone of educational technology policies. The study highlights that student preferences for AI tools are heavily influenced by their accessibility and ease of use. Addressing these concerns requires strategic investments in digital infrastructure, particularly in underserved areas. Policymakers should focus on improving access to reliable internet services and digital devices in schools and homes, ensuring that all students have the tools needed to benefit from AI-enhanced education. These efforts can eliminate barriers to AI utilization and contribute to more equitable learning opportunities.

In addition, ongoing research and evaluation are critical to optimizing AI's role in education. Policymakers should prioritize funding for studies that examine the academic, social, and emotional impacts of AI tools, providing insights into how these technologies affect student performance, engagement, and motivation. A robust framework for continuous evaluation and feedback will enable iterative improvements to educational technologies, ensuring they adapt to the evolving needs of learners and educators alike.

Finally, involving students in the development and evaluation of AI tools can lead to more practical and user-friendly solutions. Engaging students in this process provides actionable insights into the usability and effectiveness of AI in real-world classrooms. By incorporating student feedback, developers can create AI tools that are more aligned with educational goals, increasing student buy-in and improving the overall functionality of these technologies. This collaborative approach fosters a more authentic and student-centered educational experience.



3.7 Limitations and future research

While this study offers valuable insights into student perceptions of ChatGPT and human tutors in fostering critical thinking, several limitations must be acknowledged to provide a balanced interpretation of the findings and guide future research. The sample, comprising 230 university students from Taiwan, provides a focused perspective but may not represent the broader student population across diverse educational contexts. Taiwan's educational system, which heavily emphasizes lecture-based and teacher-centered approaches, may have influenced the results. As such, perceptions of students from different cultural and educational backgrounds could vary significantly. Future research should aim for larger and more diverse samples, incorporating a range of age groups, educational levels, and cultural contexts to improve generalizability.

Additionally, the study's cross-sectional design limits its ability to capture how perceptions and preferences evolve over time. A longitudinal approach could offer richer data by tracking the same cohort over multiple semesters, revealing trends in how familiarity with AI tools and critical thinking tasks influences student attitudes. This method would provide deeper insights into how students' preferences shift as they gain more experience with both AI and human tutors, as well as how advancements in educational technology impact these preferences.

While this study identifies key factors influencing student preferences, other significant aspects may have been overlooked. For example, peer interaction, technology anxiety, and the role of instructional design in fostering critical thinking through AI tools are areas that warrant further investigation. Future research should explore a broader range of factors and examine how these elements interact to shape learning outcomes.

Broader comparisons across educational contexts could also yield important insights. For instance, investigating student perceptions in secondary education, vocational training, or adult learning environments may reveal variations in how AI and human tutors are valued. Similarly, exploring the effectiveness of AI tools like ChatGPT across different disciplines—such as humanities, sciences, engineering, and social sciences—could help determine how subject matter influences preferences and perceptions of effectiveness.

Finally, given the importance of emotional connection identified in this study, future research should examine how AI tools can support not only cognitive but also social and emotional learning. Exploring how AI can simulate social presence or encourage peer interactions may contribute to richer, more engaging learning environments. This could involve designing AI systems that better integrate emotional and relational elements to complement their cognitive capabilities.




4 Conclusion

The findings from this research provide valuable insights for educators and policymakers working to enhance learning environments and cultivate critical thinking skills among students. The distinct preferences revealed through the MLP analysis highlight a clear tension between the benefits of AI tools like ChatGPT and the relational engagement offered by human tutors. As students increasingly use technology for learning, the results suggest that innovative pedagogical strategies are needed—ones that integrate AI with traditional teaching methods, especially when it comes to fostering emotional connections and personalized learning experiences. This dual approach not only addresses diverse student preferences but also supports the development of deeper cognitive skills necessary for academic success and future problem-solving.

Moreover, the study's insights into key features like accessibility and emotional engagement can inform the design of AI tools that are more responsive to student needs. As educational technologies continue to evolve, future research should focus on the long-term effects of AI tools on student outcomes, exploring their impact across different educational settings and demographic groups. Ultimately, leveraging the complementary strengths of both human and AI interactions will create more dynamic and adaptable learning environments, better preparing students for the complexities of the modern world.
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