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Background: In the recent generative artificial intelligence (genAI) era, health 
sciences students (HSSs) are expected to face challenges regarding their future 
roles in healthcare. This multinational cross-sectional study aimed to confirm the 
validity of the novel FAME scale examining themes of Fear, Anxiety, Mistrust, and 
Ethical issues about genAI. The study also explored the extent of apprehension 
among HSSs regarding genAI integration into their future careers.

Methods: The study was based on a self-administered online questionnaire 
distributed using convenience sampling. The survey instrument was based on 
the FAME scale, while the apprehension toward genAI was assessed through a 
modified scale based on State-Trait Anxiety Inventory (STAI). Exploratory and 
confirmatory factor analyses were used to confirm the construct validity of the 
FAME scale.

Results: The final sample comprised 587 students mostly from Jordan (31.3%), 
Egypt (17.9%), Iraq (17.2%), Kuwait (14.7%), and Saudi Arabia (13.5%). Participants 
included students studying medicine (35.8%), pharmacy (34.2%), nursing (10.7%), 
dentistry (9.5%), medical laboratory (6.3%), and rehabilitation (3.4%). Factor 
analysis confirmed the validity and reliability of the FAME scale. Of the FAME 
scale constructs, Mistrust scored the highest, followed by Ethics. The participants 
showed a generally neutral apprehension toward genAI, with a mean score of 
9.23 ± 3.60. In multivariate analysis, significant variations in genAI apprehension 
were observed based on previous ChatGPT use, faculty, and nationality, with 
pharmacy and medical laboratory students expressing the highest level of genAI 
apprehension, and Kuwaiti students the lowest. Previous use of ChatGPT was 
correlated with lower apprehension levels. Of the FAME constructs, higher 
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agreement with the Fear, Anxiety, and Ethics constructs showed statistically 
significant associations with genAI apprehension.

Conclusion: The study revealed notable apprehension about genAI among 
Arab HSSs, which highlights the need for educational curricula that blend 
technological proficiency with ethical awareness. Educational strategies tailored 
to discipline and culture are needed to ensure job security and competitiveness 
for students in an AI-driven future.

KEYWORDS

technophobia, anxiety, ChatGPT, artificial intelligence, Chatbots, higher education, 
health education, psychology in education

1 Introduction

The adoption of generative artificial intelligence (genAI) into 
healthcare is inevitable with evidence pointing to its current wide 
applications in different healthcare settings (Yim et  al., 2024). As 
genAI advances rapidly in its capabilities, it would fundamentally 
transform healthcare with subsequent revolution in operational 
efficiency with improved patient outcomes (Sallam, 2023; Verlingue 
et  al., 2024; Sallam et  al., 2025a). Nevertheless, the integration of 
genAI into healthcare practices is expected to introduce formidable 
challenges (Dave et al., 2023; Sallam, 2023). Central to these challenges 
is the expected profound implications on the structure and 
composition of the workforce in healthcare (Daniyal et al., 2024; Rony 
et al., 2024b).

On a positive note, the potential of genAI to streamline workflow 
in healthcare settings is hard to dispute (Mese et al., 2023; Fathima and 
Moulana, 2024). As stated in a commentary by Bongurala et al. (2024), 
AI assistants can decrease documentation time for healthcare 
professionals (HCPs) by as much as 70% which would enable a greater 
focus on direct patient care. To be more specific with examples, the 
improved efficiency provided by genAI can be  achieved through 
automated transcription of patient encounters, data entry into 
electronic health records (EHRs), and improved patient 
communication as illustrated by Small et al. (2024), Tai-Seale et al. 
(2024), Badawy et al. (2025) and Sallam et al. (2025b).

On the other hand, alongside the aforementioned opportunities, 
genAI introduces complex challenges in healthcare where even minor 
errors can lead to grave consequences (Panagioti et al., 2019; Gupta 
et al., 2025). An urgent concern of genAI integration into healthcare 
is the fear of job displacement (Christian et al., 2024; Rony et al., 
2024b; Sallam et al., 2024a). As genAI abilities to handles routine and 
complex tasks in healthcare is realized, the demand for human 
intervention may diminish, prompting shifts in job roles or even losses 
(Rawashdeh, 2023; Ramarajan et  al., 2024). However, this genAI 
anticipated impact is not uniform and it could vary across healthcare 
specialties and cultural contexts. This variability demands careful 
study to identify determinants of attitude to genAI and devise 
strategies that maximize genAI benefits in healthcare while addressing 
critical concerns, including job security (Kim et al., 2025).

Research studies have already started to examine how health 
science students and HCPs perceive the genAI tools such as ChatGPT 
mostly in the context of Technology Acceptance Model (TAM) (Sallam 
et al., 2023; Abdaljaleel et al., 2024; Chen S.Y. et al., 2024). In the 
context of concerns of possible job displacement, (Rony et al., 2024b) 
reported that HCPs in Bangladesh expressed concerns about AI 

undermining roles traditionally occupied by humans. Their analysis 
highlighted several concerns such as threats to job security, moral 
questions regarding AI-driven decisions, impacts on patient-HCP 
relationships, and ethical challenges in automated care (Rony et al., 
2024b). In Jordan, a study among medical students developed and 
validated the FAME scale to measure Fear, Anxiety, Mistrust, and 
Ethical concerns associated with genAI (Sallam et al., 2024a). This 
study revealed a range of concerns among medical students, 
highlighting notable apprehension regarding the impact of genAI on 
their future careers as physicians (Sallam et  al., 2024a). Notably, 
mistrust and ethical issues predominated over fear and anxiety, 
illustrating the complicated emotional and cognitive reactions that are 
elicited by this inevitable novel technology (Sallam et al., 2024a).

From a broader perspective, Nicholas Caporusso introduced the 
term “Creative Displacement Anxiety” (CDA) to define a 
psychological state triggered by the perceived or actual infiltration of 
genAI on areas that required human creativity (Caporusso, 2023). The 
CDA reflects a complex range of emotional, cognitive, and behavioral 
responses to the expanding roles of genAI in areas traditionally 
dependent on human creativity (Caporusso, 2023). Caporusso argued 
that a thorough understanding genAI and its adoption could alleviate 
its negative psychological impacts, advocating for proactive 
engagement with this transformative technology (Caporusso, 2023).

Extending on the previous research on genAI apprehension in the 
context of healthcare, our study broadens the FAME scale’s validation 
to a diverse, multinational sample of health sciences students in order 
to offer a more comprehensive understanding of attitude to genAI in 
healthcare. Key to our inquiry was the delineation of “Apprehension” 
as a distinct state of reflective unease that differs fundamentally from 
the immediate, visceral responses associated with fear or anxiety based 
on Grillon (2008). Herein, Apprehension was defined as a measure to 
reflect the awareness and cautious consideration of genAI’s future 
implications rather than acute, present-focused threats.

Thus, our study objectives involved the assessment of student 
apprehension toward genAI integration in healthcare settings, with 
confirmatory validation of the FAME scale to ensure its reliability in 
measuring anxiety, fear, mistrust, and ethical concerns. Specifically, our 
study addressed the following major questions: First, what is the degree 
of apprehension toward genAI among health sciences students across 
various disciplines, including medicine, dentistry, pharmacy, nursing, 
rehabilitation, and medical laboratory sciences? Second, does the 
FAME scale effectively capture and measure the specific determinants 
underlying this apprehension? Finally, which demographic variables 
and FAME constructs are significantly associated with apprehension 
toward genAI among health students in Arab countries?
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2 Methods

2.1 Study settings and participants

This study utilized a cross-sectional survey design targeting health 
sciences students, spanning fields of medicine, dentistry, pharmacy/
doctor of pharmacy, nursing, rehabilitation, and medical laboratory 
sciences. The study group comprised students of Arab nationality 
enrolled in universities across the Arab region, as outlined in the 
survey’s introductory section.

Recruitment of the potential participants was based on snowball 
sampling convenient approach as outlined by Leighton et al. (2021). 
This approach depended on widely-used social media and messaging 
platforms, including Facebook, X (formerly Twitter), Instagram, 
LinkedIn, Messenger, and WhatsApp, starting with the authors’ 
networks across Egypt, Iraq, Jordan, Kuwait, and Saudi Arabia and 
encouraging further survey dissemination. Data collection started on 
October 27 and ended on November 5, 2024.

Adhering to the Declaration of Helsinki, the ethical approval was 
granted by the Institutional Review Board (IRB) at the Deanship of 
Scientific Research at Al-Ahliyya Amman University, Jordan. Participation 
was voluntary without monetary incentives, and all respondents provided 
electronic informed consent following an introduction of the survey that 
detailed study aims, procedures, and confidentiality issues.

Hosted on SurveyMonkey (SurveyMonkey Inc., San Mateo, CA, 
USA) in both Arabic and English, the survey access was limited to a 
single response per IP address to ensure data reliability. All items 
required mandatory responses for study inclusion, with rigorous 
quality checks to ensure data integrity. A minimum response time of 
120 s was set, guided by a median pre-filtration response time of 
222.5 s and a 5th percentile benchmark of 111.85 s. Additionally, 
responses were screened for contradictions: participants who selected 
“none” for genAI model use but indicated the use of specific genAI 
models were excluded for inconsistency.

Our study design adhered to Exploratory Factor Analysis (EFA) 
and Confirmatory Factor Analysis (CFA) guidelines which suggest a 
minimum of 200 participants for sufficient statistical power 
(Mundfrom et  al., 2005). Considering the multinational scope, 
we targeted over 500 participants to robustly estimate apprehension 
to genAI across diverse populations.

2.2 Details of the survey instrument

Following informed consent, the survey began with demographic 
data collection including the following variables: age, sex, faculty, 
nationality, university location, institution type (public vs. private), 
and the latest grade point average (GPA). The second section inquired 
about the prior use of genAI, frequency of use, and the self-rated 
competency in using genAI tools.

The primary outcome measure in the study was “Apprehension 
toward genAI” entailing assessment of the anticipatory unease about 
genAI’s future impact on healthcare. Apprehension was assessed 
through three items adapted and modified from the State-Trait 
Anxiety Inventory (STAI) (Spielberger et al., 1971; Spielberger and 
Reheiser, 2004). These items were: (1) I feel tense when thinking about 
the impact of generative AI like ChatGPT on my future in healthcare; 
(2) The idea of generative AI taking over aspects of patient care makes 

me nervous; and (3) I feel uneasy when I hear about new advances in 
generative AI for healthcare. The three items were assessed on a 
5-point Likert scale from “agree,” “somewhat agree,” “neutral,” 
“somewhat disagree,” to “disagree.” Finally, the validated 12-item 
FAME scale was administered (Sallam et al., 2024a), measuring Fear, 
Anxiety, Mistrust, and Ethics, with each construct represented by 
three items rated on a 5-point Likert scale from “agree” to “disagree.” 
The full questionnaire is provided in Supplementary S1.

2.3 Statistical and data analysis

In the statistical and data analyses, IBM SPSS Statistics for 
Windows, Version 27.0, Armonk, NY: IBM Corp and JASP software 
(Version 0.19.0) were used (Jasp Team, 2024). Each construct score—
Apprehension, Fear, Anxiety, Mistrust, and Ethics—was calculated by 
summing responses to the corresponding three items, where “agree” 
was assigned a score of 5, and “disagree” a score of 1, yielding higher 
scores for stronger agreement with each construct.

Data normality for these 5 scale variables was assessed via the 
Kolmogorov–Smirnov test, justifying subsequent use of the 
non-parametric tests (Mann Whitney U test [M-W] and Kruskal 
Wallis test [K-W]) for univariate associations based on non-normality 
of the five scales (p < 0.001 for all). Spearman’s rank-order correlation 
was used to assess the correlation between two scale variables by 
measuring the Spearman’s rank correlation coefficient (ρ).

In examining predictors of apprehension toward genAI, univariate 
analyses identified candidate variables for inclusion in multivariate 
analysis based on the p value threshold of 0.100. Analysis of Variance 
(ANOVA) was employed to confirm the linear regression model validity 
with multicollinearity diagnostics using the Variance Inflation Factor 
(VIF) to flag any potential multicollinearity issues, with VIF threshold of 
>5 (Kim, 2019). Statistical significance for all analyses was set at p < 0.050.

To validate the structure of the FAME scale, EFA was conducted 
with maximum likelihood estimation and Oblimin rotation and 
sampling adequacy checked through the Kaiser-Meyer-Olkin (KMO) 
measure, while the factorability was confirmed by Bartlett’s test of 
sphericity. Subsequent CFA was performed to confirm the FAME 
scale latent factor structure. Fit indices, including the Root Mean 
Square Error of Approximation (RMSEA), Standardized Root Mean 
Square Residual (SRMR), Goodness of Fit Index (GFI), and the 
Tucker-Lewis Index (TLI) were employed to evaluate model fit. 
Internal consistency across survey constructs was evaluated using 
Cronbach’s α, with a threshold of α ≥ 0.60 considered acceptable for 
reliability (Tavakol and Dennick, 2011; Taber, 2018).

3 Results

3.1 Description of the study sample 
following quality checks

As indicated in Figure 1, the final study sample comprised 587 
students representing 72.6% of the participants who consented to 
participate and met the quality check criteria.

The final sample primarily consisted of students under 25 years 
(92.7%) and females (72.9%). Medicine (35.8%) and Pharmacy/PharmD 
(34.2%) were the most represented faculties. The most common 
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nationality was Jordanian (31.3%), and a slight majority of participants 
were studying in Jordan (51.3%), with most attending public universities 
(59.1%). A significant portion indicated high academic performance, 
with 67.1% reporting either excellent or very good latest GPAs. 
Generative AI use was widespread, with 80.4% indicating previous use 
of ChatGPT, although other genAI tools were used less frequently. 
Regular genAI engagement was common, and 55.9% of participants 
reported being either competent or very competent (Table 1).

3.2 Confirmatory factor analysis of the 
FAME scale

The CFA for the FAME scale showed a good model fit across 
several fit indices. The chi-square difference test revealed a statistically 
significant model fit improvement for the hypothesized factor 
structure (χ2(48) = 194.455, p < 0.001) compared to the baseline 
model (χ2(66) = 4315.983), which suggested that the four-factor 
model captured the structure of the data. The CFI was 0.966 and the 
TLI was 0.953, both of which indicated a good model fit while the 
RMSEA was 0.072 indicating an acceptable model fit.

Bartlett’s test of sphericity (χ2(66) = 4,273.092, p < 0.001) and the 
KMO measure of sampling adequacy (0.872 overall) indicated that the 
data were appropriate for factor analysis (Table 2).

Figure 2 presents the CFA model for the FAME scale, evaluating 
constructs related to Fear, Anxiety, Mistrust, and Ethics as factors 
influencing health science students’ perceptions of genAI in healthcare.

Each factor demonstrated strong factor loadings for its respective 
indicators, suggesting adequate construct validity within the model. 
Factor loadings ranged from 0.65 to 1.40 across items, indicating 
robust relationships between observed variables and their underlying 
latent constructs.

The inter-factor correlations revealed significant relationships 
between Fear and Anxiety (0.30), Fear and Mistrust (0.24), Anxiety and 
Mistrust (0.50), and Anxiety and Ethics (0.54), while Mistrust and 
Ethics showed a correlation of 0.59. The results highlighted the structural 

validity of the FAME scale, suggesting that Fear, Anxiety, Mistrust, and 
Ethics can be  reliably measured as distinct yet related factors in 
understanding health students’ attitude toward genAI role in healthcare.

3.3 Apprehension to genAI in the study 
sample

Apprehension toward genAI, as measured by a 3-item scale that 
showed an acceptable internal consistency with a Cronbach’s α of 
0.850, yielded a mean score of 9.23 ± 3.60, indicating a neutral attitude 
with a tendency toward agreement.

Significant variations in apprehension were observed across 
several study variables. Faculty showed the highest apprehension in 
Medical Laboratory (11.08 ± 3.29) and Pharmacy/Doctor of Pharmacy 
(10.11 ± 3.49) students, contrasting with lower scores in Medicine 
(8.00 ± 3.33; p < 0.001, Figure 3).

Kuwaiti students had the lowest apprehension (7.92 ± 3.46; 
p = 0.006), with students studying in Kuwait also reporting a lower 
apprehension (7.21 ± 3.48; p = 0.004). Public university students 
exhibited less apprehension (8.61 ± 3.55) than those in private 
universities (10.13 ± 3.47; p < 0.001).

Previous ChatGPT users reported lower apprehension 
(8.94 ± 3.5) than non-users (10.43 ± 3.75; p < 0.001), and daily users 
of genAI had lower apprehension (8.16 ± 3.49) compared to less 
frequent users (p < 0.001). Competency in genAI use was inversely 
related to apprehension, with “not competent” individuals scoring 
higher (10.9 ± 3.66) than those self-rated as “very competent” 
(8.63 ± 3.66; p = 0.006, Table 3).

3.4 The FAME scale scores in the study 
sample

The mean scores for the FAME constructs indicated varying 
distribution with Mistrust scoring the highest at 12.46 ± 2.54, followed 

FIGURE 1

Flowchart of quality control for final study sample selection. genAI, generative artificial intelligence.
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TABLE 1 General feature of the study sample (N = 587).

Variable Category N2 (%)

Age <25 years 544 (92.7)

≥25 years 43 (7.3)

Sex Male 159 (27.1)

Female 428 (72.9)

Faculty Medicine 210 (35.8)

Dentistry 56 (9.5)

Pharmacy/Doctor of 

Pharmacy

201 (34.2)

Nursing 63 (10.7)

Rehabilitation 20 (3.4)

Medical Laboratory 37 (6.3)

Nationality Jordan 184 (31.3)

Kuwait 86 (14.7)

Iraq 101 (17.2)

Egypt 105 (17.9)

Saudi Arabia 79 (13.5)

Other country 32 (5.5)

In which country is your 

university?

Jordan 301 (51.3)

Kuwait 48 (8.2)

Iraq 69 (11.8)

Egypt 95 (16.2)

Saudi Arabia 63 (10.7)

Other country 11 (1.9)

University type Public 347 (59.1)

Private 240 (40.9)

The latest Grade Point 

Average (GPA)

Excellent 171 (29.1)

Very good 223 (38)

Good 145 (24.7)

Satisfactory 43 (7.3)

Unsatisfactory 5 (0.9)

Number of generative AI1 

tools used

0 74 (12.6)

1 322 (54.9)

2 137 (23.3)

3 33 (5.6)

4 18 (3.1)

5 1 (0.2)

6 2 (0.3)

ChatGPT use before the 

study

No 115 (19.6)

Yes 472 (80.4)

Copilot use before the study No 511 (87.1)

Yes 76 (12.9)

(Continued)

TABLE 1 (Continued)

Variable Category N2 (%)

Gemini use before the study No 525 (89.4)

Yes 62 (10.6)

Llama use before the study No 581 (99.0)

Yes 6 (1.0)

My AI On Snapchat use 

before the study

No 491 (83.6)

Yes 96 (16.4)

Other genAI tool use before 

the study

No 515 (87.7)

Yes 72 (12.3)

How often do you use 

generative AI?

Daily 116 (19.8)

Few times a week 178 (30.3)

Weekly 71 (12.1)

Less than weekly 222 (37.8)

Self-rated competency in 

using generative AI tools

Very competent 101 (17.2)

Competent 227 (38.7)

Somewhat competent 217 (37.0)

Not competent 42 (7.2)

1AI, Artificial intelligence; 2N, Number.

TABLE 2 Confirmatory factor analysis fit indices, reliability, and sampling 
adequacy of the FAME scale.

Measure Value

Chi-square test

Baseline model (df = 66) χ2 = 4,315.983

Factor model (df = 48) χ2 = 194.455, p < 0.001

Fit indices

Comparative Fit Index (CFI) 0.966

Tucker-Lewis Index (TLI) 0.953

Root Mean Square Error of 

Approximation (RMSEA)

0.072

Standardized Root Mean Square 

Residual (SRMR)

0.047

Goodness of Fit Index (GFI) 0.991

Sampling adequacy tests

Kaiser-Meyer-Olkin (KMO) 0.872

Bartlett’s test of sphericity χ2 = 4,273.092, df = 66, p < 0.001

Reliability (Cronbach’s α)

Fear 0.879

Anxiety 0.881

Mistrust 0.657

Ethics 0.749

Overall FAME scale 0.877
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FIGURE 2

Confirmatory factor analysis (CFA) model of the FAME scale. F, Fear; A, Anxiety; M, Mistrust; E, Ethics.

FIGURE 3

The distribution of apprehension to genAI in the study sample stratified per faculty. genAI, generative Artificial Intelligence.
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by Ethics at 11.10 ± 3.06, Fear at 9.96 ± 3.88, and Anxiety at 9.18 ± 3.85 
(Figure 4).

A Spearman’s rank-order correlation was conducted to assess the 
relationship between apprehension toward genAI and the FEAR four 
constructs. The analysis revealed a statistically significant positive 
correlation between the Fear and apprehension constructs, ρ = 0.653, 
p < 0.001; the Anxiety and apprehension constructs, ρ  = 0.638, 
p < 0.001; a weak yet statistically significant positive correlation with 
the Mistrust score, ρ  = 0.100; p = 0.016, a moderate, statistically 
significant positive correlation with the Ethics construct, ρ = 0.440, 
<0.001 (Figure 5).

3.5 Multivariate analysis for the factors 
associated with apprehension to genAI

The regression analysis explained a substantial variance, with R2 
of 0.511, indicating that 51.1% of the variance in apprehension 
toward genAI was accounted for by the included predictors in the 
model. The regression model demonstrated statistical significance 
with an F-value of 54.720 and a p < 0.001 by ANOVA confirming that 
the whole model was a significant predictor of apprehension 
toward genAI.

The regression model examining predictors of apprehension 
toward genAI showed that faculty affiliation (B = 0.209, p = 0.010) 
and ChatGPT non-use prior to the study (B = −0.635, p = 0.027) 
were both significantly associated with apprehension, with faculty 
having a positive effect and non-ChatGPT use having a 
negative effect.

Nationality (B = −0.180, p = 0.034) and the country where the 
university is located (B = 0.183, p = 0.036) also demonstrated 
significant associations with apprehension levels. Among the 
psychological constructs, Fear (B = 0.302, p < 0.001), Anxiety 
(B = 0.251, p < 0.001), and Ethics (B = 0.212, p < 0.001) all showed 
strong positive associations with apprehension, suggesting that higher 
agreement with these constructs were linked with greater 
apprehension toward genAI (Table 4). In terms of multicollinearity, 
the VIF values indicated no severe multicollinearity concerns, as all 
are below 5. However, the Fear (VIF = 3.105) and Anxiety constructs 
(VIF = 3.118) were higher relative to other variables, suggesting 
moderate correlation with other predictors.

4 Discussion

In our study, we investigated the apprehension toward genAI 
models among health sciences students mainly in five Arab 
countries. The results pointed to a slight inclination toward 
apprehension about genAI, albeit the level of apprehension being 
close to neutral. Nevertheless, the level of genAI apprehension 
varied with notable disparities found in different demographic and 
educational contexts (e.g., nationality, faculty). The results 
suggested that while the participating students were not 
overwhelmingly apprehensive regarding genAI, they did harbor 
some apprehension about the implications of genAI in their future 
careers. This was manifested as a cautious acceptance of genAI 
rather than outright enthusiasm or rejection for this novel and 
inevitable technology.

TABLE 3 The association between apprehension to generative AI and 
different study variables.

Variable Category Apprehension 
to genAI

p 
value

Mean ± SD

Age <25 years 9.20 ± 3.56 0.393

≥25 years 9.63 ± 4.07

Sex Male 8.96 ± 3.95 0.277

Female 9.33 ± 3.46

Faculty Medicine 8.00 ± 3.33 <0.001

Dentistry 9.46 ± 3.88

Pharmacy/

Doctor of 

Pharmacy

10.11 ± 3.49

Nursing 9.19 ± 3.36

Rehabilitation 9.35 ± 3.98

Medical 

Laboratory

11.08 ± 3.29

Nationality Jordan 9.55 ± 3.54 0.006

Kuwait 7.92 ± 3.46

Iraq 9.89 ± 3.63

Egypt 9.36 ± 3.33

Saudi Arabia 9.03 ± 3.7

Other country 8.91 ± 4.08

In which country is 

your university?

Jordan 9.28 ± 3.62 0.004

Kuwait 7.21 ± 3.48

Iraq 9.86 ± 3.56

Egypt 9.54 ± 3.25

Saudi Arabia 9.37 ± 3.71

Other country 9.27 ± 3.8

University type Public 8.61 ± 3.55 <0.001

Private 10.13 ± 3.47

The latest Grade 

Point Average 

(GPA)

Excellent 9.13 ± 3.51 0.959

Very good 9.36 ± 3.51

Good 9.23 ± 3.82

Satisfactory 9.09 ± 3.5

Unsatisfactory 8.20 ± 5.22

The latest Grade 

Point Average 

(GPA)

Excellent/very 

good

9.26 ± 3.51 0.794

Good/

satisfactory/

unsatisfactory

9.17 ± 3.77

Number of genAI 

tools used

0 10.12 ± 4.06 0.120

1 9.11 ± 3.52

(Continued)
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The validity of our results is supported by the following factors. 
First, the rigorous quality check for responses received included 
ensuring the receipt of a single response per IP address, checking 
for contradictory responses, and setting a threshold for acceptable 
time to complete the survey to avoid common potential caveats in 
survey studies as listed by Nur et al. (2024). Second, the robust 
statistical analyses including EFA and CFA conducted helped to 
confirm the structural reliability of the FAME scale utilized in our 

assessment. Third, the diverse study sample primarily involving five 
different Arab countries provided acceptable credibility and 
generalizability to the study findings.

In this study, a substantial majority of the participants (87.4%) 
reported using at least one genAI tool, with a predominant use of 
ChatGPT by 80.4% of respondents. This result could highlight a trend 
hinting to the normalization of genAI tools’ use among health sciences 
students in Arab countries. In turn, this could reflect a broader genAI 
acceptance and integration into the students’ academic and potential 
professional careers.

The widespread use of ChatGPT specifically hints to its dominant 
presence and popularity compared to other genAI tools. As shown by 
the results of this study, lesser engagement with other genAI tools such 
as My AI On Snapchat (16.4%), Copilot (12.9%), and Gemini (10.6%) 
may indicate a disparity in functionality, user experience, or perhaps 
availability of different genAI tools, which suggests the ChatGPT 
position as the pioneering genAI tool. The pattern of genAI tool 
preference aligned with findings from other regional studies, such as 
that conducted by Sallam et al. (2024a), which also noted a variability 
of genAI use among medical students in Jordan, with ChatGPT 
leading significantly.

The dominant use of genAI tools, particularly ChatGPT, 
among university students, which was revealed in our study, hints 
to an emerging norm among university students in Arab countries 
as also shown in a recent study in the United  Arab  Emirates 
(Sallam et al., 2024b). This finding was reported internationally, 
as evidenced by Ibrahim et  al. (2023) in a large multinational 
study that was conducted in Brazil, India, Japan, the 
United  Kingdom, and the United  States. The aforementioned 
study highlighted a strong tendency among students to employ 
ChatGPT in university assignments as shown in other studies as 
well (Ibrahim et al., 2023; Strzelecki, 2023; Mansour and Wong, 
2024; Strzelecki, 2024). Taken together, the observed rise of genAI 
models’ use in higher education demands an immediate and 
thorough examination by educational institutions and educators 
alike (Masters et al., 2025).

Specifically, this scrutiny must assess how genAI models could 
influence learning outcomes and academic integrity as reported in a 
recent scoping review by Xia et  al. (2024). Such an evaluation is 
essential to ensure that the integration of genAI models in higher 
education does not compromise the foundational principles of 
educational fairness and integrity, but rather enhances them, 
maintaining a balance between innovation and traditional academic 
values (Yusuf et al., 2024).

The major finding of our study was the demonstration of a 
mean apprehension score of 9.23 regarding genAI among health 
sciences students in Arab countries. This result suggests a level of 
readiness among those future HCPs to engage with genAI tools, 
albeit with an underlying caution. Particularly pronounced was the 
Mistrust expressed in the FAME scale, where the Mistrust construct 
achieved the highest mean of 12.46 of the four constructs. This 
high score denoted an agreement among the participating students 
on the view of genAI inability to replicate essential human 
attributes required in healthcare such as empathy and personal 
insight. Such skepticism likely derives from concerns that genAI, 
for all its analytical capabilities, cannot fulfill the demands of 
empathetic patient care, which remains a cornerstone of high-
quality healthcare and patients’ satisfaction as shown by 

TABLE 3 (Continued)

Variable Category Apprehension 
to genAI

p 
value

Mean ± SD

2 9.34 ± 3.4

3 8.00 ± 3.75

4 8.83 ± 3.49

5 13.00

6 9.50 ± 4.95

ChatGPT use 

before the study

No 10.43 ± 3.75 <0.001

Yes 8.94 ± 3.5

Copilot use before 

the study

No 9.26 ± 3.6 0.632

Yes 9.04 ± 3.57

Gemini use before 

the study

No 9.30 ± 3.6 0.163

Yes 8.60 ± 3.54

Llama use before 

the study

No 9.22 ± 3.6 0.743

Yes 9.83 ± 3.49

My AI On Snapchat 

use before the study

No 9.2 ± 3.6 0.640

Yes 9.36 ± 3.57

Other genAI tool 

use before the study

No 9.16 ± 3.61 0.166

Yes 9.76 ± 3.45

How often do 

you use generative 

AI?

Daily 8.16 ± 3.49 <0.001

Few times a week 9.06 ± 3.68

Weekly 9.62 ± 3.42

Less than weekly 9.81 ± 3.52

Self-rated 

competency in 

using generative AI 

tools

Very competent 8.63 ± 3.66 0.006

Competent 9.11 ± 3.46

Somewhat 

competent

9.31 ± 3.62

Not competent 10.9 ± 3.66

p values were measured using the non-parametric Mann Whitney U and Kruskal Wallis 
tests; SD, Standard deviation.
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FIGURE 4

Box plots of the four FAME scale constructs.

FIGURE 5

The correlation between the apprehension to genAI scores and the four FAME constructs scores. genAI, generative artificial intelligence; ρ, Spearman’s 
rank correlation coefficient.
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Moya-Salazar et al. (2023). Nevertheless, this view has already been 
refuted in several studies that showed the empathetic capabilities 
of genAI at least to an acceptable extent (Ayers et al., 2023; Chen 
D. et al., 2024; Hindelang et al., 2024).

Additionally, ethical concerns among the participating students 
in this study were notable. This was illustrated by a mean score for 
the Ethics construct of 11.10, highlighting the anticipated ethical 
ramifications of genAI deployment in healthcare which were 
extensively investigated in recent literature (Oniani et al., 2023; 
Sallam, 2023; Wang et  al., 2023; Haltaufderheide and Ranisch, 
2024; Ning et  al., 2024). In this study, the students voiced 
substantial concerns over potential ethical breaches, including 
fears of compromised patient privacy and exacerbated healthcare 
inequities which are among the most feared and anticipated 
concerns of genAI use in healthcare (Khan et al., 2023). Thus, there 
is a necessity for robust ethical guidelines and regulatory 
frameworks to ensure that genAI applications are deployed 
responsibly, safeguarding both equity and confidentiality in patient 
care (Wang et al., 2023; Ning et al., 2024).

In this study, the Fear construct showed a mean score of 9.96. 
This result could signal a cautiously neutral yet discernibly fearful 
stance among health science students about the implications of genAI 
for job security and the relevance of human roles in the future 
healthcare. Such fear likely stems from concerns that genAI efficiency 
and accuracy could overshadow the human roles in healthcare. 
Subsequently, this can lead to job redundancies and a transformative 
shift in the professional healthcare settings. This result was in line 
with fears expressed in a recent studies among HCPs in Bangladesh 
(Rony et al., 2024a; Rony et al., 2024b). Additionally, the Anxiety 
construct, with a score of 9.18, may suggest that the traditional 
healthcare curricula may not be  fully preparing health science 
students for an AI-driven healthcare settings in the near future 
(Gantwerker et al., 2020). This suggests an urgent need to bridge the 
gap between current educational programs and the futuristic 
demands of a technology-driven healthcare sector as reviewed by 
Charow et al. (2021).

The nuanced patterns of genAI apprehension identified in this 
study should not be  interpreted in isolation. Rather, these 
observations likely reflect a confluence of contextual and 
demographic factors. These factors include the students’ academic 
backgrounds, levels of exposure to digital health technologies, and 
the broader socio-economic conditions surrounding healthcare 
education. The observed association between prior ChatGPT use 
and lower levels of genAI apprehension is particularly revealing. It 
suggests that familiarity with genAI tools can foster digital 
confidence, thereby reducing uncertainty and fear as shown in 
various contexts (Lambert et al., 2023; Abou Hashish and Alnajjar, 
2024; Hur, 2025). In contrast, students with little or no exposure to 
such AI technologies may form their views based on unfamiliarity 
or secondhand perceptions, which can heighten skepticism as 
reported by García-Alonso et al. (2024). These insights highlight the 
importance of future research that moves beyond surface-level 
statistics to explore how educational, cultural, and psychological 
influences interact in shaping perceptions of genAI in 
healthcare education.

In regression analysis, the primary determinants of apprehension 
to genAI in this study included academic faculty, nationality, and the 
country in which the university is located. Additionally, statistically 
significant factors correlated with apprehension to genAI included the 
previous ChatGPT use and three out of the four constructs from the 
FAME scale namely Fear, Anxiety, and Ethics.

Specifically, the regression coefficients indicated distinct 
apprehension among pharmacy/doctor of pharmacy and medical 
laboratory students. This result could be seen as a rational response to 
the feared devaluation of the specialized skills and traditional roles of 
pharmacists and medical technologists by genAI (Chalasani et al., 
2023). Additionally, the heightened apprehension toward genAI 
among pharmacy and medical laboratory students, relative to their 
peers in other health disciplines, can be  attributed to the specific 
vulnerabilities of their fields to AI integration (Antonios et al., 2021; 
Hou et al., 2024). Pharmacy students may perceive a direct threat to 
their roles in medication management and patient counseling, as 

TABLE 4 Linear regression analysis of factors associated with apprehension toward generative AI.

Dependent variable: 
apprehension to genAI
Independent variables

Unstandardized 
coefficients B

Standardized 
coefficients Beta

t p value VIF

Faculty 0.209 0.085 2.591 0.010 1.272

Nationality −0.180 −0.080 −2.128 0.034 1.676

In which country is your university? 0.183 0.079 2.101 0.036 1.683

University type 0.258 0.035 1.072 0.284 1.280

ChatGPT use before the study −0.635 −0.070 −2.215 0.027 1.179

How often do you use generative AI? 0.063 0.021 0.619 0.536 1.310

Self-rated competency in using 

generative AI tools

0.170 0.040 1.198 0.231 1.305

Fear construct 0.302 0.326 6.339 <0.001 3.105

Anxiety construct 0.251 0.269 5.223 <0.001 3.118

Mistrust construct −0.050 −0.036 −1.078 0.281 1.276

Ethics construct 0.212 0.180 4.914 <0.001 1.583

Statistically significant p values are highlighted in bold style; VIF, Variance inflation factor.
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genAI promises to streamline treatment personalization, potentially 
diminishing the pharmacist involvement in direct patient care 
(Roosan et al., 2024).

Similarly, medical laboratory students face the prospect of AI 
automating complex diagnostic processes, potentially reducing their 
participation in critical decision-making and analytical reasoning 
(Dadzie Ephraim et al., 2024). On the other hand, medical students in 
this study showed a relatively lower apprehension toward genAI. This 
may stem from the perception that their roles involve a broader range 
of responsibilities and skills that are harder to automate and the many 
options of specialization they have. The practice of medicine involves 
complex decision-making, direct patient interactions, and nuanced 
clinical judgment, areas where AI is seen as a support tool rather than 
a replacement (Bragazzi and Garbarino, 2024). Nursing and dental 
students, like their medical counterparts in this study, exhibited 
relatively lower apprehension toward genAI likely due to the hands-on 
and interpersonal nature of their disciplines, which are perceived as 
less susceptible to automation.

An interesting result of the study was the variability in 
apprehension toward genAI among health sciences students from 
different Arab countries. Specifically, heightened apprehensions to 
genAI were found among student from Iraq, Jordan, and Egypt, 
contrasted with the significantly lower apprehension in Kuwait. This 
result can be explained through several socio-economic, educational, 
and cultural perspectives. Such an observation could potentially 
reflect a broader socio-economic uncertainties and disparities in 
technological integration within healthcare systems in Iraq, Jordan, 
and Egypt. These countries, while rich in educational history, face 
economic challenges that could affect the employment rates and 
resulting in healthcare resource constraints (Lai et al., 2016; Katoue 
et al., 2022). In such conditions, the introduction of genAI might 
be  viewed more as a competitive threat than a supportive tool, 
exacerbating fears of job displacement amidst already competitive job 
markets (Kim et al., 2025).

The higher apprehension observed in these countries is likely 
compounded by concerns over the ethical use of AI in settings 
where regulatory frameworks might be perceived as underdeveloped 
or inadequately enforced. Conversely, Kuwaiti students’ lower levels 
of apprehension can be attributed to several factors. Economically 
more stable and with substantial investments in healthcare and 
education, Kuwait among other Gulf Cooperation Council (GCC) 
countries offers a more optimistic outlook on technological 
advancements (Shamsuddinova et  al., 2024). Subsequently, the 
integration of genAI into healthcare would be  seen as an 
enhancement to professional capabilities rather than a threat. 
Nevertheless, these cross-group differences warrant cautious 
interpretation. The current study did not adjust for potential 
confounding factors such as variation in educational curricula, 
differential exposure to genAI models, or culturally embedded 
attitudes toward automation in healthcare. In addition, the lack of 
measurement invariance testing precluded reaching definitive 
conclusions regarding the FAME scale performance across 
sub-groups. Thus, the observed differences in genAI apprehension 
may, in part, reflect measurement bias rather than genuine 
underlying perceptual divergence. Future studies employing 
qualitative or mixed-method designs are needed to more precisely 
delineate the contextual and cognitive factors underlying these 
variations in genAI apprehension.

Finally, the pronounced apprehension toward genAI among 
students exhibiting higher scores in the Fear, Anxiety, and Ethics 
constructs of the FAME scale, as well as among those who had not 
previously used ChatGPT should be  dissected through a 
psychological perspective. Students scoring higher in Fear and 
Anxiety constructs likely perceive genAI not merely as a 
technological tool, but as a profound disruption. Fear often stems 
from the perceived threat of job displacement which is a sentiment 
deeply in-built in the collective psyche of individuals entering 
competitive fields like healthcare (Reichert et al., 2015; Kurniasari 
et al., 2020; Zirar et al., 2023).

Anxiety, closely tied to fear as reveled in factor analysis, might 
be amplified by the uncertainty of coping with rapidly evolving genAI 
technologies that could alter the whole healthcare future settings 
(Zirar et al., 2023). On the other hand, the higher scores in Ethics 
construct in association with higher genAI apprehension suggested 
the role of ethical implications of integrating genAI in healthcare. 
Based on the items included in the Ethics construct, the students were 
likely worried about patient privacy, the integrity of data handling by 
genAI, and the equitable distribution of AI-enhanced healthcare 
services which are plausible issue as discussed extensively in recent 
literature (Oniani et  al., 2023; Bala et  al., 2024; Ning et  al., 2024; 
Williamson and Prybutok, 2024). The heightened apprehension 
among students who had not previously used ChatGPT before the 
study can be attributed to a lack of familiarity and understanding of 
genAI capabilities and limitations.

The study findings highlight the need for a systematic revision of 
the current healthcare curricula to address apprehensions about genAI 
and prepare future HCPs for careers soon to be heavily influenced by 
AI technologies (Tursunbayeva and Renkema, 2023). To address 
genAI apprehension and enhance proficiency, curricular developments 
should include AI literacy courses to explore AI functionalities and 
ethical dimensions, tailored to each healthcare discipline given the 
current lack of such curricular as revealed by Busch et al. (2024).

Ethics modules in healthcare education, specifically dealing with 
AI, should dissect real-world scenarios and ethical dilemmas (Naik 
et al., 2022). Additionally, the curriculum can encourage research and 
critical analysis projects that assess genAI impact on healthcare 
outcomes and patient satisfaction. Workshops aimed at hands-on 
training in genAI tools can help diminish fear of redundancy by 
illustrating how genAI augments rather than replaces human expertise 
(Giannakos et al., 2024). These initiatives can collectively culminate in 
successful incorporation of AI into educational frameworks, fostering 
a generation of HCPs who are both technically confident and 
ethically prepared.

The current study methodological rigor and multinational scope 
provided a strong foundation for its findings; nevertheless, despite its 
strengths, our study was not without limitations. First, the use of a 
cross-sectional survey design precluded the ability to establish causal 
relationships between the study variables, and longitudinal future 
studies are recommended to assess the trends of changing attitude to 
genAI and causality. Second, recruitment of the potential participants 
was based on a convenience and snowball sampling approach, which 
could have introduced bias by over-representing certain groups 
within the network of the initial participants and under-representing 
others outside of these networks. Third, although the total sample size 
was adequate for psychometric analyses, the distribution across 
countries was uneven, which could limit the interpretability of 
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country-specific comparisons and reduce the cross-national 
generalizability of findings. Fourth, while the FAME scale 
demonstrated strong psychometric properties in our overall Arab 
sample, we did not conduct formal measurement invariance testing 
across countries or academic sub-groups. Thus, the observed 
differences in this study may reflect potential measurement bias 
rather than true variation in apprehension toward genAI. This 
underscores the need for future studies to evaluate configural, metric, 
and scalar invariance to ensure cross-group comparability. Finally, 
the study relied on self-reported data (e.g., latest GPA, genAI use, 
etc.), which can be  subject to response biases such as social 
desirability or recall biases. While self-reporting is a practical and 
widely used approach in survey research (Demetriou et al., 2015), 
these limitations may affect the accuracy and consistency of the 
responses (Brenner and DeLamater, 2016).

To enhance the generalizability and contextual depth of future 
research, we recommend the adoption of stratified or probability-
based sampling methods to ensure more representative and balanced 
participant recruitment across diverse academic and national 
contexts. Additionally, while the FAME scale offers a robust 
framework for quantifying genAI-related apprehension, future 
studies should consider complementing it with qualitative approaches 
or expanded item sets that capture the more nuanced psychological 
and contextual dimensions of fear, anxiety, and mistrust toward 
genAI in healthcare. These strategies will support a more 
comprehensive understanding of how educational and cultural 
factors would shape attitudes toward emerging technologies among 
future healthcare professionals.

5 Conclusion

In this multinational survey, Arab health sciences students 
exhibited a predominantly neutral yet cautiously optimistic 
attitude toward genAI, as evidenced by a mean apprehension score 
that leaned slightly toward agreement. This perception varied 
notably by discipline and nationality as pharmacy and medical 
laboratory students expressed the highest apprehension, likely due 
to the perceived potential disruption of genAI in their specialized 
fields. On the other hand, Kuwaiti students showed the lowest 
genAI apprehension, potentially reflecting national policies 
favoring technological adoption and integration into educational 
systems or underlying job security. Significant associations were 
found between apprehension and three constructs of the FAME 
scale—fear, anxiety, and ethics—highlighting deep-seated 
concerns that call for targeted educational strategies to address 
genAI apprehension. However, given the limitations in sampling 
methods and lack of measurement invariance testing, these cross-
national differences should be  interpreted with caution and 
regarded as exploratory. As genAI tools advance, it is crucial for 
healthcare education to evolve accordingly, ensuring that future 
HCPs are not only technologically proficient but also well-
prepared to address ethical issues introduced by genAI. Integrating 
genAI into healthcare curricula must be done strategically and 
ethically, to prepare the students to effectively manage both the 
technological and ethical challenges posed by AI, thereby 
enhancing their readiness to address fears of job displacement and 
ethical dilemmas.
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Glossary

AI - Artificial intelligence

ANOVA - Analysis of Variance

CDA - Creative Displacement Anxiety

CFA - Confirmatory Factor Analysis

EFA - Exploratory Factor Analysis

EHRs - Electronic health records

FAME - Fear, Anxiety, Mistrust, and Ethics

GCC - Gulf Cooperation Council

genAI - Generative artificial intelligence

GFI - Goodness of Fit Index

GPA - Grade point average

HCPs - Healthcare professionals

HSSs - Health sciences students

KMO - Kaiser-Meyer-Olkin

K-W - Kruskal Wallis test

M-W - Mann Whitney U test

RMSEA - Root Mean Square Error of Approximation

SD - Standard deviation

SRMR - Standardized Root Mean Square Residual

STAI - State-Trait Anxiety Inventory

TAM - Technology Acceptance Model

TLI - Tucker-Lewis Index

VIF - Variance Inflation Factor
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