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The rapid advancement of artificial intelligence (AI) has led to its increasing

integration into academic environments, raising critical questions about its

educational implications. This study investigates the use of AI tools among

university students in Jordan, focusing on platforms such as ChatGPT, Google

Bard, Microsoft Bing, and Meta AI. A convergent-parallel mixed-methods

design was employed, with quantitative (closed-ended) and qualitative (open-

ended) data collected concurrently through an online survey distributed over

two months. A total of 337 valid responses were obtained from students

across 27 universities. The survey explored demographic characteristics, chatbot

awareness and use, perceived benefits and challenges, ethical concerns, and

future intentions. Results indicate that ChatGPT is the most recognized (94.3%)

and widely used (90.4%) tool, while Meta AI is the least utilized (7.8%).

Approximately 89% of students reported using AI tools for academic tasks, and

86.6% perceived them as educationally beneficial. However, only 39.7% believed

these tools significantly improved their understanding, while 57.6% reported a

positive impact on academic performance. These findings reveal a growing trend

of AI integration into student study practices in Jordan, highlighting both its

practical advantages and the need for further inquiry into its pedagogical value

and ethical use.

KEYWORDS

artificial intelligence in education (AIeD), learning analytics, large language models
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1 Introduction

1.1 Motivation

Artificial Intelligence (AI) has become an integral part of modern society, influencing

various industries and transforming traditional practices. In recent years, AI technologies

have made significant strides in the field of education, reshaping the way institutions

approach teaching, learning, and research. Scholars studied how AI technologies improve

teaching and research based on reinforcing and balancing feedback loops (Katsamakas

et al., 2024; Tomaskinova et al., 2024). The findings underscore the significant role of

AI in higher education institutions HEIs. AI-powered tools such as intelligent tutoring
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systems, learning analytics, and AI-driven assessments have

provided new opportunities to personalize learning experiences,

automate administrative tasks, and improve educational outcomes

(Popenici and Kerr, 2017; Crompton and Burke, 2023; Zawacki-

Richter et al., 2019). These innovations have the potential to

streamline operations and improve the quality of education,

making AI a critical component of modern educational practices.

One of the most notable developments in the application

of AI to education is the emergence of conversational AI tools

like ChatGPT. Such tools can significantly alter the way students

interact with educational content and engage in academic activities.

ChatGPT, in particular, has been praised for its versatility in

helping students with tasks such as writing essays, providing instant

feedback, and supporting research efforts (Ariyaratne et al., 2023;

Pallivathukal et al., 2024; Salvagno et al., 2023). However, while the

advantages of these tools are evident, their widespread adoption

has sparked a range of ethical concerns, especially regarding data

privacy, academic integrity, and the role of AI in promoting or

diminishing critical thinking skills (Holmes et al., 2022; Mahrishi

et al., 2024; Irfan et al., 2023a).

In the context of higher education, the introduction of AI

offers both opportunities and challenges. AI enables institutions to

track student progress in real-time and personalize learning on a

large scale. For example, convolutional neural networks (CNNs)

and classification models–such as support vector machines (SVM),

Random Forest, and KNN–have been applied to predict student

success (Shoaib et al., 2024). In parallel, artificial intelligence-

enabled intelligent assistants (AIIAs) support students through

adaptive instructional pathways that respond to individual needs

(Sajja et al., 2024). On the other hand, concerns about algorithmic

bias, unequal access to technology, and potential misuse of AI by

students pose significant risks to academic integrity and equity in

education (Tsai et al., 2020; El Alfy et al., 2019; Crawford et al.,

2023). These developments also prompt deeper inquiry into how

AI shapes students’ critical engagement with academic content and

learning behaviors (Mapletoft et al., 2024; Mujtaba et al., 2024).

While there is a growing body of global research on the

role of AI in education, gaps remain in understanding how

these technologies are being adopted in specific regional contexts.

In countries like Jordan, where educational institutions face

challenges related to infrastructure, digital literacy, and equitable

access to technology, the integration of AI tools brings both

new opportunities and obstacles (Al-Qerem et al., 2023; Mosleh

et al., 2023). Addressing these issues is essential for ensuring that

the benefits of AI are equitably distributed and that potential

drawbacks are mitigated.

1.2 Study aim

Building on the abovemotivation, the present work investigates

the uptake and educational impact of AI-powered chatbots–

principally ChatGPT–in Jordanian universities. Employing a

convergent-parallel mixed-methods design (Creswell and Plano

Clark, 2018), quantitative (closed-ended) and qualitative (open-

ended) data were gathered simultaneously via one survey

instrument and integrated during interpretation. The study is

guided by three research questions:

1. RQ1: To what extent, and for which academic tasks, do

Jordanian university students use generative-AI chatbots?

2. RQ2: What benefits, challenges, and ethical concerns do

students perceive when engaging with these tools?

3. RQ3: How do usage patterns and perceptions vary across

demographic variables such as gender, academic level, and

college type?

Clarifying these aims helps situate the subsequent methodology

and ensures that the mixed-methods design is explicitly linked to

concrete, answerable research questions.

2 Background

Artificial Intelligence (AI) has grown significantly, evolving

from theoretical frameworks to practical applications across

multiple fields. Since its inception, AI has permeated industries

like healthcare, finance, software development, and, most

recently, education, transforming traditional methodologies

(Beganovic et al., 2023; Rahmaniar, 2024; Tabone and De Winter,

2023). In education, AI tools like ChatGPT, learning analytics,

and automated assessments have been applied to transform

instructional delivery and assessment models. For example, AI is

used to provide instant feedback, adapt content in real time to

individual learner progress, automate formative assessment, and

generate personalized learning materials that cater to students’

specific strengths and weaknesses (Yadav, 2025). AI also offers

numerous opportunities to transform traditional teaching and

learning methodologies. For instance, in translation pedagogy,

AI technologies have been used to reduce assessment time and

automate grading systems (Khasawneh and Shawaqfeh, 2024).

Another example is the integration of AI in natural language

processing (NLP) education, enhancing both instruction and

learner engagement (Mishra, 2024).

Artificial Intelligence (AI) has grown significantly, evolving

from theoretical frameworks to practical applications across

multiple fields. Since its inception, AI has permeated industries

like healthcare, finance, software development, and, most recently,

education, transforming traditional methodologies (Beganovic

et al., 2023; Rahmaniar, 2024; Tabone and De Winter, 2023).

In education, AI tools like ChatGPT, learning analytics, and

automated assessments have started to reshape teaching and

learning practices (Yadav, 2025). AI also offers numerous

opportunities to transform traditional teaching and learning

methodologies. For instance, in translation pedagogy, AI

technologies have been used to reduce assessment time and

automate grading systems (Khasawneh and Shawaqfeh, 2024).

Another example is the integration of AI in natural language

processing (NLP) education, enhancing both instruction and

learner engagement (Mishra, 2024).

2.1 AI in higher education

Recent research underscores the growing significance of

chatbots in education, noting their scalability and potential to

provide personalized support. Key findings indicate that chatbots

play important roles in mentoring students, offering tailored
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feedback, and increasing student engagement through adaptive

interactions. Current challenges identified include ensuring

chatbot evaluations align with educational goals, effectively

utilizing chatbots for mentoring roles, and enhancing their

adaptability to individual learner needs (Wollny et al., 2021).

AI is increasingly transforming higher education by enhancing

instruction, administration, and research productivity. Studies

indicate that its integration improves personalized and adaptive

learning experiences, as well as overall educational outcomes

(Ke Zhang, 2021; Jiahong Su, 2023). Generative AI tools such

as ChatGPT have attracted significant attention, particularly in

engineering education, with benefits noted for both students and

instructors (Qadir, 2023; Eman A. Alasadi, 2023).

AI-powered systems such as intelligent tutoring platforms

and adaptive learning environments provide dynamic, real-

time feedback and personalized instruction by analyzing student

performance data (Crompton and Burke, 2023; Kamalov et al.,

2023; Wang et al., 2023; Celik, 2023). These tools support mastery

of complex topics, early identification of at-risk students, and

tailored intervention strategies (Chaudhry et al., 2023; Mackney

and Shields, 2019; Embarak and Hawarna, 2024; Sunandar et al.,

2024).

In addition to instruction, AI is increasingly used in grading,

administrative functions, and student support systems. Learning

analytics enables data-driven decision-making by offering insights

into student engagement and institutional performance (Ojha et al.,

2023; El Alfy et al., 2019; Jones et al., 2020; Shaik et al., 2022;

Schönberger, 2023).

Global trends reflect growing scholarly interest in AI’s role in

higher education. Most publications are concentrated in the United

States and China, with a marked increase in output between 2021

and 2022 (Crompton and Burke, 2023). A survey of 311 educators

found that using AI in classrooms positively influenced both their

perceptions of ease of use and their attitudes toward AI-enhanced

instruction (Youmei Wang, 2021).

Beyond teaching and learning, AI tools also support university

administration and student care functions (Hannan and Liu, 2023).

As AI continues to evolve, its integration into academic processes

is expected to expand further, raising important questions around

pedagogy, equity, and data ethics (Selwyn, 2022).

2.2 AI in scientific research and writing

In addition to transforming education, AI has significant

applications in scientific research. AI tools, such as ChatGPT,

assist researchers in drafting, editing, and summarizing academic

articles, thus streamlining the scientific writing process (Castillo-

Martínez et al., 2024). This automation can reduce the time and

effort required to produce research content, potentially enhancing

productivity. AI-generated content has been found useful for tasks

such as literature reviews, data synthesis, and report generation

(Uhlig et al., 2023). However, these benefits come with notable

limitations. Concerns around academic integrity, including the

risk of plagiarism and overreliance on AI, remain significant

(Pallivathukal et al., 2024; Mosleh et al., 2023). Moreover,

AI-generated texts may lack the depth, critical analysis, and

domain-specific insight expected in scholarly work. As such, while

AI can be a supportive tool, its outputs should be carefully reviewed

and supplemented by human expertise to maintain academic

standards.

In healthcare education, AI-driven tools are used to

support decision-making processes, diagnostic simulations,

and personalized learning experiences for students in medical

and pharmacy disciplines (Al-Qerem et al., 2023; Ajlouni et al.,

2023). While these tools show promise in enhancing educational

outcomes, they also bring ethical dilemmas related to fairness, data

security, and transparency (Dergaa et al., 2023; Crawford et al.,

2023).

2.3 Ethical concerns and challenges in AI
integration

AI’s growing presence in education and research brings

several ethical considerations, particularly related to data privacy,

algorithmic bias, and academic integrity (Kooli, 2023). The

rapid integration of AI technologies into academic environments

demands robust frameworks that address these concerns and

ensure that AI systems are used responsibly. For instance,

the “privacy paradox” in learning analytics, where students are

concerned about their data privacy yet benefit from AI systems that

rely on personal data, poses an ethical dilemma.

Researchers argue that institutions must develop transparent

policies and guidelines to manage the ethical use of AI tools in

academia. This includes creating frameworks to ensure that AI-

generated content does not hinder critical thinking and creativity

(Arman, 2023; Elbanna and Armstrong, 2024). Moreover, the

potential bias in AI algorithms and the risk of over-reliance on

AI technologies require careful consideration by educators and

policymakers (Irfan et al., 2023b; Zeb et al., 2024).

2.4 Challenges and future directions for AI
in education

Despite the promising benefits of AI in education, several

challenges remain. The technological infrastructure required to

support AI-based tools is often lacking in many institutions,

particularly in underserved regions. This digital divide limits the

potential of AI to deliver equitable learning outcomes across

different educational environments (Mahrishi et al., 2024; Dare,

2024). Additionally, educators need to be trained in AI literacy

to leverage the benefits of these tools fully (Mapletoft et al., 2024;

Mujtaba et al., 2024).

Future research should focus on developing more inclusive AI

tools that account for diverse student populations and creating

ethical frameworks that guide the responsible use of AI in education

and research. As AI continues to evolve, its role in enhancing

collaboration, critical thinking, and interactive learning experiences

will become increasingly important.

Educators and scholars are calling for a discussion about the

future of AI in higher education (Schön, 2023; K.F.Chiu, 2024).

The rapid change in the learning attitude of modern students,
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together with the implementation of AI in higher education, is

prompting lecturers and professors to adapt their pedagogical

approaches (Shrivastava et al., 2024). Modern students from

Generation Z often apply AI tools in higher education and prefer

a personalized approach to learning (Bennett and Abusalem,

2024).

2.5 Identifying gaps in the literature

While existing research has addressed AI applications in

healthcare education in Jordan, (Al-Qerem et al., 2023; Mosleh

et al., 2023) there remains a need to understand how AI tools–

particularly generative chatbots–are used across other academic

domains. A recent systematic review identified 69 studies on

ChatGPT in education, including work in general higher education,

engineering, social sciences, and health sciences. However, most of

these studies originate from North America, Europe, or Asia, and

none examine usage in Jordan or the Arab region more broadly

(Ansari et al., 2024).

This study seeks to address that gap by providing one of the

first empirical, survey-based investigations into the use of AI-

powered chatbots by university students in Jordan. The Jordanian

context introduces distinct variables–such as a strong emphasis

on academic integrity, varying levels of digital infrastructure,

and differing cultural attitudes toward AI-generated content–

that may shape usage patterns in ways not captured by existing

literature. For example, concerns about plagiarism and mistrust in

chatbot-generated information may be more pronounced due to

institutional codes of conduct and students’ limited exposure to

AI-integrated pedagogies.

Although our findings confirm global trends–such as

ChatGPT being the most recognized tool and ethical concerns

being widely shared–they also suggest that sociocultural and

institutional contexts may mediate student experiences.

This research thus contributes new insights by grounding

AI adoption in a specific underrepresented context and

demonstrating how global technological trends intersect with local

academic ecosystems.

3 Methodology

This section outlines the research methodology used to

investigate the integration and impact of AI-powered chatbots on

university students in Jordan. The study uses a mixed methods

approach, combining quantitative and qualitative data collection

to gain a comprehensive understanding of students’ perceptions,

experiences, and attitudes toward chatbot technologies, such as

ChatGPT, Microsoft Bing AI, Google Bard, and Meta AI, in

their academic practices. Using a cross-sectional survey design,

this research aims to capture diverse insights from students

from various academic disciplines at Jordanian universities.

The methodology ensures robust data collection and analysis,

allowing the identification of trends, challenges, and opportunities

associated with AI integration in education.

3.1 Survey design

This study used a cross-sectional survey to assess the impact

of AI-powered chatbots on university students in Jordan. The

survey, titled “Survey on the Impact of Using Chatbots in the

Educational Process in Jordan”, was designed to gather data on

students’ experiences, perceptions, and attitudes toward chatbot

technologies, such as ChatGPT, Microsoft Bing AI, Google Bard,

and Meta AI, in their academic practices. The survey comprised

both closed and open-ended questions, divided into sections

covering demographic information, knowledge and usage of

chatbots, perceived benefits, ethical considerations, and future

intentions to use AI tools in both academic and non-academic

contexts.

This study employed a convergent-parallel mixed-methods

design, in which quantitative (closed-ended) and qualitative (open-

ended) data were collected concurrently using the same survey

instrument. Each strand was analyzed independently and later

integrated during interpretation to enable triangulation of findings

(Creswell and Plano Clark, 2018).

3.2 Target population and sampling

The target population consisted of undergraduate and graduate

students enrolled in all faculties (scientific, humanities, and

health) at Jordanian universities, including public and private

institutions. A random sampling method was used to ensure a

broad representation of students from various academic disciplines.

The survey was distributed electronically using social media

platforms (e.g., university student groups) and group emails sent to

student bodies. This approach facilitated access to a diverse sample

of students representing a wide range of educational backgrounds

and experiences with AI technologies.

3.3 Survey instrument

The survey instrument was structured to capture both

quantitative and qualitative data and included the following

sections:

• Demographic information: participants provided details

on their gender, university affiliation, degree level, faculty

(scientific, humanities, or health), and year of study.

• Knowledge and usage of chatbots: this section assessed

participants’ awareness of various AI-powered chatbots,

including ChatGPT, and their extent of use for academic

purposes. Specific tasks such as finishing homework, coding,

writing reports and email drafting were also addressed.

• Perceptions and benefits: participants rated the perceived

benefits of using chatbots in their education, including

saving time, improving comprehension, and accessing diverse

resources. They also rated how these tools affected student-

teacher interaction, academic performance, and overall

learning.
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• Ethical and practical considerations: questions focused on

privacy concerns, trust in AI-generated content, and the extent

to which students cross-checked the information produced by

chatbots. Participants were also asked to rate their level of

reliance on these tools for academic tasks.

• Future use and challenges: this section captured participants’

intentions regarding the continued use of chatbots in both

academic and non-academic settings, as well as an open-ended

question about the challenges they faced while using these

tools.

3.4 Data collection

Data collection was carried out over a two-month period,

during which the survey was distributed via Google Forms to

students at Jordanian universities. Participants were recruited

through social media platforms (e.g., university Facebook and

WhatsApp groups) and group email distributions. The random

sampling approach ensured diverse participation, with students

from different faculties and academic levels represented in the

dataset. To encourage a higher response rate, reminders were sent

periodically during the data collection window.

3.5 Data analysis

The data collected were analyzed using both quantitative and

qualitative methods to fully understand the students’ perceptions

and experiences.

3.5.1 Quantitative analysis
Quantitative data from closed-ended questions were analyzed

using descriptive statistics, including frequencies, percentages, and

means. Likert scale responses, ranging from “strongly disagree”

to “strongly agree”, were used to assess student attitudes and

perceptions toward chatbot technologies. These data were further

analyzed by demographic variables such as faculty type (scientific,

humanities, or health), degree level (undergraduate or graduate)

and year of study to examine variations in chatbot usage and

perceptions between student groups.

3.5.2 Qualitative analysis
The open-ended responses were subjected to thematic analysis

to identify common challenges, benefits, and concerns raised by

participants regarding the use of chatbots. The responses were

coded into themes such as perceived benefits, ethical concerns (e.g.,

privacy), and challenges faced while using AI technologies. This

qualitative analysis provided deeper insights into students’ nuanced

experiences and the barriers they encountered when integrating

chatbot tools into their academic routines.

3.6 Ethical considerations

The survey followed strict ethical guidelines to protect the

rights and privacy of the participants. Informed consent was

obtained from all participants, who were informed of the purpose

of the study, how their data would be used, and the voluntary

nature of their participation. No personally identifiable information

was collected, and all responses were anonymized to ensure

confidentiality. Data privacy measures were adhered to, ensuring

that participant data was securely stored and accessed only by the

research team for analysis purposes.

3.7 Limitations

Although the survey used random sampling and reached a

broad audience through social media and university channels,

reliance on online distribution may have excluded students who are

less active on digital platforms or lack consistent internet access.

Furthermore, self-reported data may be subject to biases, such as

social desirability bias, where participants may provide responses

that they perceive as favorable.

4 Results

The survey revealed a nearly even gender distribution among

participants, with 49% identifying as female and 51% as male. A

substantial proportion of respondents, 25.1%, were affiliated with

the University of Jordan, the country’s oldest public institution,

while 16.1% came from Al-Hussein Technical University, Jordan’s

newest private university. Overall, the participants represented 27

out of the 30 registered universities in the country.

The overwhelming majority of participants, an impressive

94.3%, reported familiarity with ChatGPT,making it by far themost

recognized AI tool in the survey. Google Bard (Gemini) followed

with 36.7%, while 34.9% of respondents were aware of Microsoft’s

Bing AI chatbot. Meta AI was also known to 33.1% of participants.

A handful of other AI tools, including Microsoft CoPilot, Quillbot,

and Plusfinity AI, were recognized by a smaller percentage of the

respondents, highlighting the dominance of a few key platforms

in the AI landscape. A graph representing these results is shown

in Figure 1. Based on these results, it is clear that ChatGPT can be

considered themost widely used tool by students due to its ability to

understand and generate human-like text, which is consistent with

other findings in the literature (Beganovic et al., 2023; Rahmaniar,

2024).

The scientific faculties demonstrate strong recognition of

multiple AI tools beyond just ChatGPT. In addition to the

near-universal familiarity with ChatGPT (96.6%), a significant

proportion of participants are aware of other AI tools such as

Google Bard (40.2%), Meta AI (31.4%), and Microsoft Bing AI

Chatbot (39.8%). This suggests that students in scientific disciplines

are exposed to a wider range of AI technologies, likely due to the

technical nature of their studies, which often integrate cutting-

edge tools. In contrast, humanities and health faculties exhibit a

narrower scope of familiarity with AI tools, with their recognition

primarily centered around ChatGPT.
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FIGURE 1

Participants’ familiarity with various AI tools.

FIGURE 2

The distribution of AI tools used by students for task completion.

The usage of AI tools reveals that the majority of participants,

90.4%, used on ChatGPT to complete their tasks, making it the

most dominant tool in academic settings. This strong preference

highlights ChatGPT’s versatility and effectiveness in generating

human-like text to meet student needs. In contrast, 18.8% used

Google Bard (Gemini), 17.3% utilized Microsoft’s Bing AI chatbot,

and 7.8% employedMeta AI. The limited usage of these alternatives

suggests that students find ChatGPT more suitable for their tasks.

Other AI tools were used by only a small fraction of participants,

indicating that the AI landscape in education remains largely

concentrated around a few key platforms, as shown in Figure 2.

A comparison of Figures 1, 2 reveals that although many

participants are aware of other prominent AI tools, such as

Microsoft Bing AI chatbot, Google Bard (Gemini), and Meta

AI, they do not rely on them as heavily as they do on

ChatGPT for completing tasks. Several factors may explain this

preference: ChatGPT’s earlier introduction, which has led to

greater familiarity among students; its superior performance and

capabilities (Al Mashagbeh et al., 2024); and its more user-friendly

interface, which makes it more accessible compared to other tools

(Tabone and De Winter, 2023).

When asked whether they had used any AI tools during their

studies to solve homework, assignments, or other tasks, 89% of

participants responded positively, while only 11% indicated they

had not. This high level of usage reflects a major shift in how

students approach their academic responsibilities, leveraging AI

tools to enhance productivity and optimize learning outcomes.

The widespread adoption of these tools signals a transformation in

study habits as technology becomes increasingly embedded in the

educational experience.

The increasing use of AI tools presents both opportunities

and challenges for educators. On the one hand, these technologies

can create more personalized, adaptive, and engaging learning

experiences that cater to diverse student needs. By integrating

AI, educators can make learning more dynamic and accessible.

However, there are concerns that excessive reliance on AI could

hinder students’ ability to think critically and solve problems

independently. If students rely on these tools to complete tasks

without fully understanding underlying concepts, it may result

in superficial learning. Thus, educators face the challenge of

incorporating AI in a way that enhances learning while ensuring

students continue to develop essential cognitive and problem-

solving skills.

The results highlight notable trends in how students integrate

AI tools into various tasks. With 73.9% of students using these tools

for homework and assignments, it can be inferred that AI tools may

support students in improving efficiency and understanding, based

on their self-reported usage patterns. Studies such as Bin-Nashwan

et al. (2023) have highlighted similar motivations driving the use

of AI tools like ChatGPT, including time-saving and academic self-

efficacy. The fact that 59.6% use AI for writing projects shows its

growing role in complex tasks like essays and reports, suggesting a

significant change in traditional academic processes.

The 45% of students utilizing AI for coding highlights its

growing role in technical education, where real-time assistance

can enhance skill-based learning, as supported by Rohm et al.

(2021). However, the 31% of students using AI for online quizzes

raises concerns about academic integrity, underscoring the need for

careful monitoring of assessments. Additionally, 31.6% of students

using AI for writing emails demonstrates the broader application

of these tools beyond academic tasks, signaling their expanding

influence in everyday communication. The remaining participants,

accounting for less than 5%, used these tools for a variety of other

tasks including paraphrasing content, translating text, simplifying

complex concepts, providing explanations, and verifying solutions.

This illustrates the versatility of AI tools, as students are leveraging

them not only for traditional academic tasks but also for support in

more specialized areas of their studies.

When students were asked about the most useful features of

AI tools for educational purposes, responses varied. The majority,

86.6%, indicated that these tools help save time and effort when

searching for information. This finding suggests that many students

may prioritize efficiency and convenience, potentially focusing

more on achieving high grades with minimal time investment

rather than deeply engaging in the learning process itself. While AI

tools offer significant benefits in streamlining academic tasks, this

trend raises questions about whether students are fully exploring

the educational value these technologies can offer.

Although AI tools provide access to a vast range of information,

there is a risk that the information may be inaccurate or

misleading. Additionally, the convenience of these tools may

discourage students from using more traditional learning methods,

such as studying textbooks or conducting independent research.

These methods are essential for developing a stronger knowledge

base and fostering a deeper understanding of core concepts. As

students increasingly rely on AI, there is a concern that the

depth of their learning may be compromised in favor of speed

and convenience.
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FIGURE 3

Students’ perceptions of the extent to which AI tools have improved

their understanding of academic concepts.

FIGURE 4

Impact of using AI tools on students’ academic performance.

Students were asked, “To what extent do you believe that

using AI tools has improved your understanding?” The response

scale ranged from 1, representing very low improvement, to

5, representing very high improvement. The results, presented

in Figure 3, show that only 19.1% of students felt these AI

tools significantly enhanced their understanding of concepts. This

suggests that while AI tools may offer convenience and efficiency,

their impact on deep learning and conceptual comprehension may

be more limited than anticipated.

The encouraging news is that when participants were asked

whether the use of AI tools had impacted their academic

performance, 57.6% responded positively, as shown in Figure 4.

Only 2.7% believed these tools had a negative effect, while

28.1% indicated that AI had no impact on their performance.

The remaining participants were unsure. While these results

are promising, further investigation is needed to determine

whether students perceive this positive impact due to an actual

improvement in understanding or because AI tools enable

them to complete homework and assignments more efficiently,

with minimal time investment and potentially without deep

comprehension.

Another positive sign emerged when students were asked

whether they verified the answers obtained from AI tools. A

majority, 78.2%, reported that they checked the accuracy of the

answers, a practice essential for meaningful learning. However,

21.8% accepted the AI-provided answers without verification,

which raises concerns about potential over-reliance on these tools.

This minority may risk diminishing their analytical skills and

deep understanding. To mitigate this, educators should encourage

FIGURE 5

Distribution of students’ reliance on AI tools, indicating varying

levels of dependence from low to high.

cross-verification of AI-generated information and promote amore

reflective use of these tools, ensuring that they enhance learning

rather than hinder students’ educational development.

When asked whether they plan to continue using AI tools

in their future education, 86.3% of participants indicated they

would, while 13.7% stated they would not. This strong inclination

toward continued use suggests that students derive significant

benefits from these tools, whether through enhanced productivity,

comprehension, or academic performance. Understanding the

reasons behind the minority’s reluctance to use these tools could

provide valuable insights for developers, helping to address any

limitations or challenges that may be inhibiting wider adoption.

Additionally, as AI becomes more integrated into education, laws

and regulations must evolve accordingly, ensuring that these tools

are used ethically and effectively in shaping the future of learning.

Figure 5 illustrates the distribution of students’ responses

regarding their reliance on AI tools, with “1” representing low

reliance and “5” representing high reliance. As shown, 42.1% of

students reported low reliance on these tools, while 21.2% fell

into the high-reliance category. The remaining 36.7% selected “3,”

indicating moderate reliance. These results suggest that while a

considerable number of students find AI tools somewhat helpful,

they do not view them as essential for their academic success.

Figure 6 shows the distribution of students’ confidence in the

accuracy of answers provided by AI tools, where “1” represents

low confidence and “5” represents high confidence. The survey

results reveal a range of opinions: 26% of students reported low

confidence, indicating caution or skepticism, while 29.2% expressed

high confidence, suggesting trust in AI-generated results without

further validation. The majority, 44.8%, selected “3”, reflecting a

moderate level of confidence. These findings suggest that although

many students find AI tools useful, they often feel the need to

verify the information provided. The distribution highlights both

the strengths and perceived limitations of AI tools in delivering

accurate information.

The students were also asked whether they believed that the

answers obtained from the AI tools could be better than their own.

While 23.3% of students felt that the AI-generated answers could

surpass their own, only 16.7% disagreed, expressing confidence in

their abilities. Interestingly, 60% of the students were uncertain,

indicating uncertainty about the reliability or effectiveness of these

tools. This hesitation may arise from a lack of familiarity or
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FIGURE 6

Distribution of students’ confidence in the accuracy of answers

provided by AI tools, ranging from low to high confidence.

trust in AI tools, which aligns with the confidence levels shown

in Figure 6.

The majority of students, 77.6%, believe that the use of AI

tools positively contributes to the educational process, indicating

strong confidence in the role of digital technologies in enhancing

learning. This suggests that most students recognize the benefits

these tools offer, such as increased efficiency and improved access to

information. However, 11.6% of the students expressed skepticism,

potentially due to concerns about the risks of overreliance

on technology, which could undermine critical thinking and

independent problem-solving. The remaining students, who were

uncertain, may not have enough experience with these tools

to evaluate their impact fully. This uncertainty points to the

need for further research to understand whether these tools

foster deeper learning or provide surface-level convenience in

academic tasks.

Figure 7 presents students’ responses regarding their level of

concern about security and privacy when using AI tools, with 1

representing low concern and 5 representing very high concern.

As indicated, most students exhibit relatively low levels of concern

about the security and privacy risks associated with AI tools, with

only 19.4% selecting 4 or 5, signaling significant concern. This

suggests that most students do not prioritize these risks or may

not fully grasp the potential implications of security and privacy

when using such technologies. The low level of concern could be

attributed to the convenience and perceived usefulness of AI tools,

overshadowing their potential risks. Alternatively, it may reflect a

lack of awareness about how personal data is collected, stored, and

used by AI platforms. This points to the need for greater education

on digital security and privacy, ensuring that students are more

informed and cautious in their use of these tools. Understanding

these risks is essential as AI becomesmore integrated into academic

and personal activities.

The results show that 59.1% of the students use AI tools to

assist with non-academic tasks, highlighting their broader role in

personal productivity beyond education. Meanwhile, 40.9% limit

their use of these tools to academic purposes, suggesting varying

levels of adoption for everyday activities. This indicates that AI

tools are becoming integral to both academic and personal domains

for a majority of students.

FIGURE 7

Student responses about their level of concern regarding security

and privacy issues when using AI tools.

4.1 Qualitative findings: thematic analysis
of challenges

To analyze the open-ended responses regarding challenges

faced when using AI tools, we applied Braun and Clarke’s (2006)

thematic analysis method. Out of 337 participants, 93 provided

valid qualitative input. Five major themes emerged:

• Theme 1: accuracy and relevance issues–many students

reported receiving vague, inaccurate, or unhelpful responses

from AI tools. Several emphasized that the information

provided was either off-topic or confusing.

• Theme 2: difficulty in framing questions–respondents noted

that how a question is phrased significantly affects the quality

of the AI’s answer. Some expressed frustration with having to

reword their questions multiple times.

• Theme 3: ethical concerns and academic misconduct–a

number of students raised concerns about plagiarism and the

potential for duplicate responses among peers using the same

tools.

• Theme 4: lack of source credibility—several students

indicated that AI-generated content often lacked verifiable

sources or citations, making it difficult to trust or reference in

academic work.

• Theme 5: technical and language limitations—some

participants experienced technical issues, such as delayed

responses, language mismatches, or the inability to upload

images or complex input formats.

These themes provide deeper insight into the practical, ethical,

and pedagogical limitations students encounter when using AI

tools for academic purposes. Addressing these challenges through

institutional policy and digital literacy training may help improve

outcomes.

5 Discussion

The results indicate a high rate of adoption and recognition

of AI tools–especially ChatGPT–among Jordanian university

students. This finding aligns with global patterns observed in

prior research (Beganovic et al., 2023; Rahmaniar, 2024), which
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document ChatGPT’s wide popularity due to its accessibility,

effectiveness, and human-like response generation. The significant

reliance on ChatGPT over other platforms may reflect not only its

usability but also a lack of awareness or institutional promotion of

alternative tools.

The findings also suggest that students perceive AI tools as

beneficial for enhancing academic performance andmanaging their

workload efficiently. This corroborates prior literature (Ke Zhang,

2021; Celik, 2023), which emphasizes the productivity gains and

engagement benefits of integrating AI into higher education.

However, the limited proportion of students (only 19.1%) who

reported that AI tools significantly enhanced their understanding

points to a critical limitation. This aligns with studies that question

the depth of learning supported by AI tools (Tabone andDeWinter,

2023), indicating that while such technologies can facilitate task

completion, they may not necessarily promote conceptual mastery.

Moreover, qualitative findings revealed concerns about the

accuracy, ethical implications, and technical constraints of AI

tools. These are consistent with challenges noted in previous

studies (Jiahong Su, 2023; Hannan and Liu, 2023), especially in

relation to academic misconduct, the lack of source credibility, and

difficulties in generating contextually accurate outputs. The issue of

framing questions effectively was also prominent–underscoring the

importance of digital literacy and prompting skills, which should

be integrated into university curricula.

Interestingly, while most students reported verifying AI-

generated content (78.2%), a significant minority did not,

highlighting the risk of over-reliance and the potential erosion of

critical thinking skills. This concern has been echoed in literature

addressing the unintended consequences of unchecked AI use in

academic environments (El Alfy et al., 2019).

These findings illustrate the dual-edged nature of AI in

education: its potential to democratize access and enhance

efficiency, and its risk of diminishing deep learning and academic

integrity. As AI tools become increasingly embedded in student

practices, institutions should develop structured guidelines for

ethical use and offer support mechanisms that encourage

thoughtful, critical engagement with AI technologies.

Ultimately, this study offers valuable insights into student

experiences with AI in a developing country context, contributing

to the broader discourse on global educational transformation.

Future work should consider longitudinal analyses to capture

evolving perceptions and learning outcomes, and investigate the

differential impacts of AI use across disciplines and demographic

segments.

6 Conclusions and future research

6.1 Conclusions

This study provides valuable insights into the adoption of AI

tools among university students in Jordan, based on responses from

337 participants. The survey highlights the majority of chatbot

technologies, particularly ChatGPT, which emerged as the most

recognized and widely used tool for academic tasks. With 90.4% of

respondents utilizing ChatGPT, the findings demonstrate its pivotal

role in enhancing task efficiency and academic performance. Our

finding is aligned with other research in the field. For instance,

a study conducted across Germany found that nearly two-thirds

of students used AI-based tools in their studies, with ChatGPT

or GPT-4 being commonly mentioned by students in engineering,

mathematics, and natural sciences, which aligns with our findings

on the increasing reliance on AI tools for understanding and

explaining subject-specific concepts (Von Garrel and Mayer,

2023). However, only 19.1% of students reported significant

improvements in their understanding of academic concepts,

suggesting that while AI tools are beneficial for productivity, their

contribution to deeper learning remains limited. As noted in the

study by Foŝner (2024), while AI tools are increasingly recognized

for their efficiency in education, there are concerns about their

impact on learning quality and academic integrity, which align with

the findings indicated above.

The analysis also revealed differences in AI tool usage

across academic disciplines, with students from scientific fields

displaying greater familiarity with multiple platforms compared to

those in humanities and health disciplines. Additionally, ethical

considerations surfaced, as only 19.4% of students expressed

significant concern about privacy and data security. This lack

of awareness highlights the need to address the potential risks

associated with AI technologies and encourage responsible usage

practices.

6.2 Future research directions

Future research should investigate the long-term impacts of

AI tools on students’ academic performance, focusing on critical

thinking, problem-solving skills, and conceptual understanding.

Studies could explore how AI tools influence diverse learning

outcomes across disciplines, addressing the unique needs and

challenges of fields such as humanities, sciences, and health

education. Additionally, research should examine strategies for

effectively integrating AI into curriculum design, ensuring these

tools enhance learning processes without fostering over-reliance.

The development of ethical frameworks is another key area

for future work, particularly with regard to data privacy, academic

integrity, and equitable access to AI technologies. Investigating

how AI can address gaps in digital literacy and technology

infrastructure, especially in under-resourced regions, remains a

crucial focus.

Furthermore, new evaluation models should be developed

to assess the benefits of AI adoption in higher education. Such

models, incorporating multidimensional criteria, could streamline

the analysis of AI’s effectiveness in teaching and learning. They

would also enable educators to design consistent surveys and

compare data across studies, facilitating deeper insights into AI’s

impact on education.

In addition, future research should explore how sociocultural

and institutional factors mediate student engagement with AI

tools in diverse regional contexts. Comparative studies between

Jordanian and non-Arab university cohorts may reveal how

academic norms, technological readiness, and cultural attitudes

shape the perceived benefits and ethical concerns associated with

AI use. Qualitative investigations–such as interviews or focus
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groups–could deepen our understanding of how students and

educators interpret the role of AI in learning and assessment.

Moreover, policy-oriented studies could examine how institutional

guidelines on academic integrity and digital conduct influence AI

adoption in Middle Eastern education systems.

By extending this line of inquiry, future research can help

build a more globally inclusive evidence base and ensure that AI-

supported learning is responsive to both universal and context-

specific educational needs.
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