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Introduction: With artificial intelligence technologies such as ChatGPT becoming increasingly integrated into educational environments, understanding their influence on academic stakeholders is essential. This study investigates how exposure to ChatGPT and demographic factors shape perceptions of this emerging AI tool in higher education.

Methods: A cross-sectional survey was conducted at Auburn University, involving 761 participants including both faculty and students. The survey examined technology exposure, ChatGPT familiarity, demographic variables (e.g., gender), and overall perceptions of ChatGPT in academic contexts.

Results: The analysis revealed significant differences in exposure and attitudes toward ChatGPT, with gender emerging as a key variable. Males reported greater exposure and more favorable perceptions of ChatGPT compared to other groups. Familiarity with AI tools was positively correlated with supportive attitudes toward their use in education.

Discussion: These findings highlight the importance of AI exposure in fostering acceptance and effective utilization of tools like ChatGPT. The results suggest a need for inclusive and equitable strategies to integrate AI in academic settings, particularly for underrepresented or less-exposed groups. Further research is encouraged to guide ethical and effective AI adoption in education.
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1 Introduction

Generative Artificial Intelligence (GAI) has significantly advanced over the years. The field of Artificial Intelligence (AI) emerged in the mid-20th century (Groumpos, 2023; Kaplan and Haenlein, 2019), with early efforts focused on creating intelligent machines capable of doing basic tasks such as chess and checkers-playing programs (Ding et al., 2023; Tatnall, 2012). In the 1980s, expert systems mimicked human decision-making in specific domains, employing a symbolic framework grounded in rules and heuristics such as the R1 (Xcon) program (Pandey, 2023; Zhang et al., 2023). Then, in the 1990s, based on the principles of connectionism, neural networks or Parallel Distributed Processing (PDP) emerged, revolutionizing AI by allowing it to learn from data and giving birth to sophisticated applications such as computer vision and speech recognition (Pandey, 2023; Zhang et al., 2023). The true potential of AI became apparent with the introduction of generative models, which create new content using the patterns it discovers from existing data (Pandey, 2023; Ooi et al., 2023). In recent years, deep learning techniques, particularly Generative Adversarial Networks (GANs) and Generative Pre-trained Transformers (GPT)—have propelled GAI to new heights (Abukmeil et al., 2021; Baidoo-Anu and Owusu Ansah, 2023; Hu, 2022; Jovanovic and Campbell, 2022). However, a quantum leap in GAI occurred with the development of ChatGPT by OpenAI in 2022 (Haleem et al., 2022; Patel and Lam, 2023; Rane, 2023).

Running on the GPT language model architecture, ChatGPT is a language model designed to generate human-like text and engage in natural conversations with its users (Baidoo-Anu and Owusu Ansah, 2023; Aydin and Karaarslan, 2023). GPT belongs to the family of large-scale language models that are trained using a combination of supervised and reinforcement learning techniques (Kim and Wong, 2023). ChatGPT is sophisticated enough to conduct remarkably complex tasks such as Theory of Mind (ToM) tasks and demonstrates a cognitive capability comparable to that of a 9-year-old child (Yu, 2023). By leveraging large amounts of publicly available online data through natural language processing (NLP), it can generate texts ranging from short paragraphs to long essays (Baidoo-Anu and Owusu Ansah, 2023; Aydin and Karaarslan, 2023). The more advanced GPT-3, developed by Brown et al. (2020), employs a staggering 175 billion parameters and is the driving force behind ChatGPT's advanced language generation capabilities (Baidoo-Anu and Owusu Ansah, 2023).

Since its launch in November 2022 (González-Arias and López-García, 2023; Marr, 2023), ChatGPT's success has been unprecedented, reaching a user base of 1 million in just 5 days (De Angelis et al., 2023; Roose, 2022; Walsh, 2022), a milestone that continues to set a benchmark for emerging AI tools such as DeepSeek. Major social media platforms such as Facebook, Twitter, and Instagram had considerably longer journeys, with growth trajectories spanning 300, 720, and 75 days, respectively, to reach the same milestone (Biswas, 2023). In comparison, other prominent AI tools like Google's Gemini, Anthropic's Claude, Meta's LLaMA, and DeepSeek have entered the field with their own innovations. Claude focuses on interpretability and safety via constitutional AI, while Gemini integrates multimodal capabilities, and DeepSeek emphasizes open-source language modeling with multilingual support. While these tools are advancing rapidly, ChatGPT still holds a benchmark status for user adoption speed and early academic application.

ChatGPT has been adopted across education (Baidoo-Anu and Owusu Ansah, 2023; Tate et al., 2023), engineering (Baidoo-Anu and Owusu Ansah, 2023; Qadir, 2023), journalism (Baidoo-Anu and Owusu Ansah, 2023; Pavlik, 2023), medicine (Baidoo-Anu and Owusu Ansah, 2023; O'Connor, 2023), and economics and finance (Baidoo-Anu and Owusu Ansah, 2023; Alshater, 2022; Needleman, 2023). In academia, it supports personalized learning (Baidoo-Anu and Owusu Ansah, 2023; Ray, 2023), functions as an instructor aid (Ray, 2023; Kasneci et al., 2023), and facilitates tasks such as exam preparation (Ray, 2023; Tlili et al., 2023), language coaching (Ray, 2023; Rudolph et al., 2023), and on-demand tutoring (Ray, 2023; Pardos and Bhandari, 2023). It aids in code writing (Nam and Bai, 2023; Rayner, 2023), data analysis, and STEM learning (Kim and Wong, 2023; Belland et al., 2015; Wu and Zhang, 2023), while also supporting research and writing tasks in non-STEM fields (Chan and Tsi, 2023; Jowarder, 2023). Its ability to summarize complex texts and assist with writing and editing academic documents has made it a valuable educational tool (Haleem et al., 2022; Mondal and Mondal, 2023; Bom, 2023).

Despite these benefits, concerns remain. Critics point to inaccuracies (Wu and Zhang, 2023; Ahmad Alhadi et al., 1999), ethical risks (Wu and Zhang, 2023; Katar et al., 2023; Dehouche, 2021; Sok and Heng, 2023), and the threat to critical thinking (Marr, 2023; Wu and Zhang, 2023; Chan and Tsi, 2023; Ahmad Alhadi et al., 1999). Many faculty worry students may rely on ChatGPT excessively, potentially undermining academic integrity (Lo, 2023; Mhlanga, 2023; Iqbal et al., 2022). There is growing concern about the difficulty of detecting AI-generated content and the limitations of current academic policies to regulate such use (Ju, 2023; Shoufan, 2023; Koo and Li, 2016).

Understanding user acceptance of such tools is vital. One useful framework is the Technology Acceptance Model (TAM), which explains how users come to accept and use technology. According to TAM, perceived usefulness and perceived ease of use influence behavioral intention, which in turn predicts actual usage (Davis, 1989; Venkatesh and Davis, 2000). This model provides a theoretical foundation for examining constructs like ChatGPT exposure and perception in this study, which reflect user experience and acceptance dynamics.

To that end, this study centers on four key areas: technology exposure, ChatGPT exposure, perceptions of ChatGPT, and ethical considerations. These factors were chosen because they play a critical role in shaping how individuals engage with and adopt AI tools in academic settings. By exploring these dimensions within a single university and comparing perspectives across both faculty and students, the study aims to offer practical insights that can inform more inclusive and effective AI integration in higher education.



2 Materials and methods

A cross-sectional survey, conducted from 8 August 2023 to 1 December 2023, at Auburn University, Alabama, was used to gather insights from 761 participants, comprising both faculty and students, who were selected based on their active status as university community members. They were sent personalized email invitations that offered information about the survey's purpose, the duration of participation, and a direct link to the online questionnaire designed and hosted on the widely used Qualtrics platform. The questionnaire encompassed a range of questions designed to capture diverse perspectives on relevant topics (Ali et al., 2022, 2023a). Encouragement to participate was emphasized in the invitations to enhance engagement.

Auburn University is public research university in Alabama, United States, with an enrollment of over 31,000 students and more than 1,300 faculty members across 12 colleges and schools. Auburn is designated as an R1 institution, indicating very high research activity. As of Fall 2023, no formal university-wide policy had been established regarding the use of generative AI tools such as ChatGPT in teaching, learning, or research. Instead, decisions on AI usage were generally left to individual instructors or departments. Some faculty included disclaimers in their syllabi, either restricting or allowing the use of AI, while others had no mention of it. This decentralized approach reflects the emergent nature of institutional adaptation to AI technologies and underscores the importance of this study in informing future policy development.

While various studies have assessed ChatGPT's role in education, they often focus on either students or faculty, and frequently span different institutions. By contrast, this study focuses on both faculty and students within the same university, offering a more controlled comparison across roles and generations. This approach enables a clearer understanding of institutional and demographic factors influencing AI use.

This focus is timely and important. As universities rush to develop AI policies and training programs, there is an urgent need for evidence-based understanding of how different academic stakeholders perceive and use generative AI. Faculty shape curricula and academic standards, while students are the primary users of learning technologies. Their perspectives are interdependent yet distinct. Studying them together, within the same educational and cultural setting, enables institutions to develop more coherent, inclusive, and effective AI integration strategies. This research thus aims to fill a crucial gap and support academic institutions in navigating the complexities of ethical, equitable AI adoption.


2.1 Ethical considerations

This study obtained ethical approval from the Ethics Committee of Auburn University by the Declaration of Helsinki, as indicated by the Institutional Review Board (IRB) protocol references 20–238 EX 2005. The participants were informed about the survey's aims and the associated risks on the initial survey page, which was accompanied by a consent form that outlined the voluntary nature of participation and assured that no identifiable information would be collected to protect anonymity. This study did not compensate the participants for their time and engagement. It adhered to ethical principles, emphasizing voluntary participation, transparency, and participant privacy throughout the survey process.



2.2 Questionnaire development

The survey instrument was developed using the framework proposed by Carayon et al. (2006). This process encompassed four primary stages:

1. Conceptualization & operationalization: This initial stage involved the creation of a list of domains pertinent to the research objectives, along with corresponding items for each domain.

2. Preliminary testing: Interviews and focus groups were conducted with students and faculty from various disciplines to test the initial questionnaire and gather diverse perspectives.

3. Instrument modification: Based on the insights gathered from the pilot study, the survey instrument was modified.

4. Finalization and psychometric testing: To ensure reliability and validity, the revised instrument was subjected to further psychometric testing using a larger sample.

The content of the initial survey instrument, the methods for conducting the pilot testing, and the implementation of the final version of the instrument are detailed below.



2.3 Initial survey instrument

To ensure the reliability and validity of our survey, we utilized established scales where feasible, following the guidelines of Carmines and Zeller (1979). The initial questionnaire included the following domains derived from the identified gaps in the existing literature and a conceptual framework that was developed to connect the following domains:

1. Demographic and Background Information

2. ChatGPT Exposure Assessment

3. Perceptions of ChatGPT: Utility and Academic Application

4. Ethical Perceptions Related to ChatGPT

We conducted ~ 20 h of interviews with 25 students (across STEM and non-STEM majors, at both undergraduate and graduate levels), eight faculty members (from five different departments, with teaching and research responsibilities), and three instructors (focused on teaching, from three different departments). These interviews aimed to explore ChatGPT usage in classrooms and research settings, gather perceptions regarding the exposure to and comfort levels with ChatGPT, and collect observational insights from academic environments. Based on the data gathered, a new domain was added to the instrument:

1. Demographic and Background Information

2. Technology Exposure Assessment

3. ChatGPT Exposure Assessment

4. Perceptions of ChatGPT: Utility and Academic Application

5. Ethical Perceptions Related to ChatGPT

The construction of the survey instrument involved developing a preliminary list of items for each domain, informed by the interview data and inputs from four focus groups of experts. These groups comprised three faculty members (from Engineering, Psychology, and Education), five undergraduate students, three graduate students, an instructional course designer, an instructor, and our research team. Each focus group member independently reviewed the preliminary list, providing feedback and voting on the inclusion of each item based on relevance and content clarity using a Content Validity Index (CVI). A four-point Likert scale was employed to this end (Polit and Beck, 2006). The final version of the instrument was refined for clarity. Out of the 61 items evaluated, 40 were deemed relevant, 21 removed for irrelevance, and 13 revised for clarity. A five-point Likert scale, ranging from “strongly agree” to “strongly disagree,” was used.



2.4 Pilot study

A pilot study was conducted with 50 randomly selected faculty members and students (the target population). Two weeks later, the same questionnaire was redistributed to assess consistency. The intraclass correlation coefficient (ICC) was used to evaluate the participants' measurement consistency. The pilot study revealed high internal consistency reliability (Cronbach's α = 0.95 for the overall scale), and the ICC for total scores was 0.85 (p < 0.01), indicating acceptable stability over the 2-week period (Tavakol and Dennick, 2011; Koo and Li, 2016).



2.5 Operationalization of domains
 
2.5.1 Technology exposure assessment

Technology exposure refers to an individual's familiarity and comfort with the use of technological tools in teaching, learning, or research. This aspect assesses the extent to which someone is acquainted with incorporating technology into educational practices and explores any ethical concerns they may have encountered in the process (Holzinger et al., 2023; Kalonde and Mousa, 2016; Oh and Reeves, 2014).



2.5.2 ChatGPT exposure assessment

ChatGPT exposure assessment refers to the systematic evaluation of individuals' familiarity, knowledge, and engagement with ChatGPT. It involves exploring participants' awareness of ChatGPT, their online searches related to the tool, their understanding of broader AI concepts, and their practical usage experiences in both academic and non-academic settings. Through a series of targeted questions, this assessment aims to measure the extent of participants' exposure to ChatGPT and their overall interactions with AI-powered technologies (Ansari et al., 2023; Kumar, 2023; Sullivan et al., 2023).



2.5.3 ChatGPT perception

This section evaluates the perceived usefulness and applications of ChatGPT in academic settings, including learning, teaching, and research. The items in this section were designed to capture the quantitative aspects of the faculty's and students' perceptions related to ChatGPT's usefulness in learning and study, applications in teaching, role in research, and general academic use.



2.5.4 ChatGPT usefulness

ChatGPT usefulness refers to the participants‘ perspectives on the practical value of ChatGPT in academic settings. It evaluates ChatGPT's potential utility in teaching/learning and research and captures individuals' beliefs about the benefits of integrating ChatGPT into educational and research contexts, as reflected in their responses to survey items gauging its perceived usefulness (Ali et al., 2023b; Baradel, 2023; Rasul et al., 2023).



2.5.5 Application in work/study

ChatGPT application for students and faculty members involves evaluating their willingness to incorporate ChatGPT, or another AI-powered tool, into their teaching or research practices. This assessment includes evaluating the participants' openness to exploring potential applications, piloting the tool in educational settings, and considering the possibility of ChatGPT replacing some current instructor-related tasks. This assessment aims to reflect individuals' attitudes toward the integration of AI technologies, emphasizing a proactive stance in adopting and experimenting with ChatGPT to enhance teaching and research endeavors within academic environments (Akiba and Fraboni, 2023; Firat, 2023; Ipek et al., 2023).




2.6 Implementation of the revised survey instrument

The final step in developing the questionnaire survey was its implementation. The revised questionnaire was converted into a web-based format using Qualtrics and emailed to the participants. The first page of the survey provided all the necessary information. By proceeding with the survey, the respondents implicitly gave their consent to participate.




3 Results

Before analysis, the data were cleaned. Participants whose questionnaire progress was < 60% were excluded, reducing the total sample from 761 to 626. Most missingness occurred due to early survey dropout rather than item-level nonresponse. For the remaining cases, missing values were minimal and were imputed using the mode for categorical data and the mean for numerical data. This straightforward approach was selected given the low proportion of missing data and its scattered nature. Reliability was then analyzed using Cronbach's alpha coefficients, and the instrument demonstrated a robust overall Cronbach's alpha of 0.80. Each construct demonstrated strong alpha values, ranging between 0.75 and 0.86 (Table 1). These results align with the accepted threshold of 0.70 (Murtagh and Heck, 2012) and (Vaske et al., 2017) and suggest a satisfactory level of internal consistency.

TABLE 1  Reliability of domains.


	Domains
	Number of items
	Cronbach's alpha





	Demographic variables
	7
	NA

 
	Technology exposure assessment
	2
	0.75

 
	ChatGPT exposure assessment
	7
	0.80

 
	ChatGPT perception
	10
	0.86

 
	Ethical considerations
	12
	0.80






Further, the descriptive statistics of the demographic variables were examined. Then, a Kruskal-Wallis test was applied to investigate the effect of these variables on domains such as technology exposure, ChatGPT exposure, ChatGPT perception, and ethical considerations.


3.1 Descriptive statistics of demographic variables

Table 2 presents the descriptive statistics of the participants. The analysis revealed that students comprised 77% of the sample (n = 483), while faculty/instructors constituted 23% (n = 143). On average, faculty/instructors completed 98.79% of the questionnaire, while students completed 96.75%. The average age was 23.38 for students and 47.03 for faculty/instructors. Among the students, 61% (n = 296) were male, 37% (n = 180) were female, and < 1% (n = 2) were non-binary. Among faculty/instructors, 49% were male (n = 70), 43% were female (n = 62), 3% were non-binary (n = 3), < 1% were gay (n = 1), and < 1% were agender (n = 1). Faculty/instructors had an average of 10.94 years of work experience at the university, while the average duration of study for students was 2.60 years. The majority of participants were white, accounting for 71% (n = 344) of students and 71% (n = 102) of faculty/instructors, followed by Asian, Black American, and Hispanic, although the specific percentages for these groups are not provided. Faculty members were distributed across various colleges, with the highest representation in Liberal Arts (40%, n = 57). Other significant affiliations included Engineering (27%, n = 39), Business (4%, n = 6), and Sciences and Mathematics (7%, n = 10). The majority of students were in Engineering (59%, n = 286). The majority of students are in Engineering, followed by Liberal Arts (12%, n = 59), Business (9%, n = 41), and Sciences and Mathematics (8%, n = 37).

TABLE 2  Descriptive statistics.


	Demographic variables
	Students N = 483 (77%)
	Faculty members N = 143 (23%)





	Progress
	96.75
	98.79

 
	Years of working/studying (years)
	2.6
	10.94

 
	Age (years)
	23.38
	47.03

 
	Gender

 
	Male
	296 (61%)
	70 (49%)

 
	Female
	180 (37%)
	62 (43%)

 
	Non-binary
	2 (< 1%)
	3(3%)

 
	Gay
	0
	1(< 1%)

 
	Agender
	0
	1(< 1%)

 
	Prefer not to say
	5 (1%)
	6 (4%)

 
	Race

 
	White
	344 (71%)
	102 (71%)

 
	Asian
	51 (11%)
	14 (10%)

 
	Other
	64 (13%)
	18 (13%)

 
	Black
	16 (3%)
	5 (3%)

 
	Hispanic
	8 (2%)
	4 (3%)

 
	College

 
	Engineering
	286 (59%)
	39 (27%)

 
	Liberal arts
	59 (12%)
	57 (40%)

 
	Business
	41 (9%)
	4 (3%)

 
	Sciences and mathematics
	37 (8%)
	9 (7%)

 
	Agriculture
	13 (3%)
	10 (7%)

 
	Education
	10 (2%)
	7 (5%)

 
	Other
	9 (2%)
	9 (7%)

 
	Forestry
	9 (2%)
	2 (1%)

 
	Human sciences
	6 (1%)
	0 (0)

 
	Architecture
	6 (1%)
	3 (2%)

 
	Veterinary sciences
	4 (< 1%)
	1 (< 1%)

 
	Pharmacy
	3 (< 1%)
	2 (1%)






Among the students, 68% (n = 329) were undergraduates, and 32% (n = 154) were graduates. Approximately one-third of the faculty members (n = 48) were tenured, 17% (n = 24) were on the tenure track, 13% (n = 18) held full-time instructor or adjunct faculty positions, and the remaining 37% (n = 53) were categorized as “other.”



3.2 Correlation

Table 3 presents the correlation coefficients that examine the study variables' relationships among students. Age was found to be positively correlated with the number of years the students had been studying at the university (r = 0.315, p < 0.001) and negatively correlated with ethical considerations (r = −0.12, p < 0.001). Years students had been studying was also negatively correlated with ethical considerations (r = −0.10, p = 0.02). ChatGPT exposure assessment was also positively correlated with ChatGPT perception (r = 0.52, p < 0.001) and ethical considerations (r = 0.21, p < 0.001). A positive correlation was also found between ChatGPT perception and ethical considerations (r = 0.24, p < 0.001).

TABLE 3  Students' correlation coefficients.


	Variables
	Age
	Year students are studying
	Technology exposure assessment
	ChatGPT exposure assessment
	ChatGPT perception
	Ethical consideration





	Age
	1
	0.3151*
	0.08
	−0.01
	−0.07
	−0.12*

 
	Years students are studying.
	
	1
	0.03
	−0.06
	0.01
	−0.10*

 
	Technology exposure assessment
	
	
	1
	−0.06
	−0.08
	0.04

 
	ChatGPT exposure assessment
	
	
	
	1
	0.52*
	0.21*

 
	ChatGPT perception
	
	
	
	
	1
	0.24*

 
	Ethical consideration
	
	
	
	
	
	1







*P-value < 0.05.



Table 4 displays the correlation coefficients between the different domains among faculty/instructor members. Age was highly correlated with the number of years faculty/instructors had been teaching or researching at the university (r = 0.73, p < 0.001). Years faculties are teaching was also positively correlated with ethical considerations (r = 0.17, p = 0.048). ChatGPT exposure assessment was negatively correlated with technology exposure assessment (r = −0.24, p = 0.004) and positively correlated with ChatGPT perception (r = 0.57, p < 0.001) and ethical considerations (r = 0.26, p = 0.001). A positive correlation was also found between ChatGPT perception and ethical considerations (r = 0.30, p < 0.001).

TABLE 4  Faculty's correlation coefficients.


	Variables
	Age
	Year faculties are teaching
	Technology exposure assessment
	ChatGPT exposure assessment
	ChatGPT perception
	Ethical consideration





	Age
	1
	0.73*
	0.04
	0.05
	0.03
	0.14

 
	Year faculties are teaching
	
	1
	−00.02
	−00.04
	0.08
	0.17*

 
	Technology exposure assessment
	
	
	1
	−00.24*
	−00.15
	0.04

 
	ChatGPT exposure assessment
	
	
	
	1
	0.57*
	0.26*

 
	ChatGPT perception
	
	
	
	
	1
	0.30*

 
	Ethical consideration
	
	
	
	
	
	1







*P-value < 0.05.





3.3 Mann-Whitney U-test

Since the data were not multivariate normal, we employed a non-parametric method to analyze the difference between the responses of faculty and students. Specifically, we used the Mann-Whitney U-test to determine if the differences between the responses were significant. The Mann-Whitney U (Mann and Whitney, 1947) test is appropriate in this context because it does not assume a normal distribution and is suitable for comparing two independent groups. This test allowed us to assess whether there are statistically significant differences in the responses of faculty members and students. Table 5 presents results of the Mann-Whitney U test comparing the responses of faculty and students.

TABLE 5  The Mann-Whitney U test between faculty and students.


	T-table
	U-statistics
	Students mean
	Faculty's mean
	P-value





	Technology exposure assessment
	38,990.5
	5.6
	5.65
	0.013*

 
	ChatGPT exposure assessment
	31,712
	5.44
	5.36
	0.13

 
	ChatGPT perception
	30,512.5
	5.45
	5.33
	0.03*

 
	Ethical considerations
	36,978.5
	5.12
	5.15
	0.19







*P-value < 0.05.



The analysis revealed a significant difference in the technology exposure assessment scores between students and faculty. Faculty members were more exposed to technology (mean = 5.65) compared to students (5.60): 90% (n = 129) of the faculties believed that working with technology is comfortable, while 84% of the students (n = 408) shared the same view. Additionally, ethical concerns related to the use of technology in their teaching/learning or research were encountered by 33% (n = 47) of faculty and 47% (n = 228) of students.

The ChatGPT exposure assessment revealed no significant difference between the two groups. However, the ChatGPT perception results showed a significant difference between students and faculty. Students were more favorable toward ChatGPT (mean = 5.45) compared to faculty (5.33): 72% (n = 347) of the students believed that ChatGPT could be a useful teaching/learning tool, compared to 50% (n = 72) of the faculty. Additionally, 65% (n = 314) of students and 44% (n = 63) of faculty reported ChatGPT to be beneficial for research. Regarding ChatGPT application in courses, 60% (n = 289) of the students were in favor, whereas 46% (n = 66) of the faculty members were open to experimenting with ChatGPT in their courses.

Figures 1, 2 show the benefits of ChatGPT. Figure 1 illustrates students' opinions on the specific applications of ChatGPT. Figure 1 reveals that 60% of the faculty/instructor members believed ChatGPT could be beneficial for writing and debugging code. Additionally, 53% found it useful for extracting data from text. This is followed by its usefulness in finding answers to assignments, composing emails and essays, and assisting with grading. These findings highlight the varied potential applications of ChatGPT as perceived by faculty/instructors.


[image: Bar chart titled “Scores for Various Tasks” showing tasks ranked by scores. “Writing and debugging code” scores highest, followed by “Extracting data from text” and “Finding answers to assignment.” “Write a cover letter” scores lowest. Scores range from zero to just above zero point six.]
FIGURE 1
 Faculties' opinion regarding the specific application of ChatGPT.



[image: Bar chart titled “Scores for Various Tasks” displaying tasks on the vertical axis and scores on the horizontal axis. The highest score is for “Writing and debugging code,” followed by “Extracting data from text” and “Finding answers to assignment.” The lowest score is for “Write a cover letter”.]
FIGURE 2
 Students' opinion regarding the specific application of ChatGPT.


Figure 2 shows that a notable 75% of the student participants reported that they found ChatGPT useful for writing and debugging code. This is followed by its applications in extracting data from text, finding answers to assignments, composing, and grading. Each of these applications highlights the diverse potential of ChatGPT in enhancing various aspects of academic work.

Finally, the ethical considerations domain revealed no significant difference between the two groups. However, 31% of the students (n = 151) believed that using ChatGPT (or another AI-powered tool) in coursework is ethical, while this figure for faculty was 17% (n = 25). In addition, 19% of the students (n = 94) believed that ChatGPT should be added to academic integrity violations, while 39% of the faculty (n = 56) supported this.

Additionally, we asked both faculty and students about specific classes or assignments where they would be concerned about the use of ChatGPT. Faculty members reported the following concerns (Table 6), and students reported their concerns (Table 7).

TABLE 6  Faculty members reported concerns regarding students using ChatGPT.


	Course type
	Potential Issues





	Writing and composition courses
	• Entire essays being generated without critical thought.
• Plagiarism by students passing off AI-generated text as their own.
• Inability to develop composition skills.
• Use in writing first drafts or completing major writing assignments.

 
	Research and scholarly work
	• Inaccuracies and hallucinations in AI responses.
• Summarizing recent scholarly research as AI may not access paywalled or updated materials.
• Dependence on AI leads to shallow research efforts.

 
	Coding and programming assignments
	• Students using AI to generate entire code without understanding.
• Potential errors in AI-generated code going unchecked.

 
	Exams and quizzes
	• Use of AI for take-home exams and homework undermining learning.
• Unfair advantage and potential for cheating during assessments.

 
	Courses with intensive reading and analysis
	• Students use AI to generate summaries of peer-reviewed articles.
• Lack of engagement with reading material and critical analysis.

 
	Art and personal reflection assignments
	• AI-generated content lacking personal touch and authenticity.
• AI is unable to perform tasks requiring personal reflection and creativity.

 
	General education and ethical considerations
	• Environmental impact of AI usage.
• Ethical concerns about the accuracy and reliability of AI tools.






TABLE 7  Students reported concerns regarding students using ChatGPT.


	Course type
	Potential issues





	Writing and essays
	• Writing essays, term papers, and reports.
• Argumentative essays and research assignments.
• English and literature classes requiring textual analysis and written responses.

 
	Exams and tests
	• Take-home exams.
• Open-book tests and online exams.
• Multiple choice tests.

 
	Programming and coding
	• Introductory programming courses.
• Coding assignments.
• MATLAB and other software-related tasks.

 
	Research and reports
	• Research papers.
• Report writing.

 
	Courses with intensive reading and analysis
	• Students use AI to generate summaries of peer-reviewed articles.
• Lack of engagement with reading material and critical analysis.

 
	General academic integrity
	• Using AI to generate complete assignments without any student input.
• Using AI to generate content for assignments that are supposed to measure a student's understanding and personal effort.








3.4 Kruskal Wallis test

Given the non-normal distribution of the data, we utilized the Kruskal-Wallis test to analyze the variance. The Kruskal-Wallis test is a non-parametric alternative to the one-way ANOVA and is used to determine if there are statistically significant differences between the medians of three or more independent groups. This test is particularly useful when the assumptions of ANOVA, such as normality and homogeneity of variances, are not met (Kruskal and Wallis, 1952). Kruskal-Wallis test for demographic variables and the domains such as technology exposure, ChatGPT exposure, ChatGPT perception, and ethical considerations are shown in Table 8.

TABLE 8  Kruskal-Wallis test for demographic variables and four variables.


	Variables
	Variables
	F
	PR (>F)





	Technology exposure assessment
	Gender
	6.81
	0.23



	
	Race
	17.72
	0.47



	
	College
	8.51
	0.66



	
	Affiliation
	6.13
	0.01*

 
	ChatGPT exposure assessment
	Gender
	46.13
	0.00*



	
	Race
	16.234
	0.57



	
	College
	55.58
	0.00*



	
	Affiliation
	2.25
	0.133

 
	ChatGPT perception
	Gender
	18.914
	0.002*



	
	Race
	16.600
	0.69



	
	College
	4.48
	0.00*



	
	Affiliation
	4.56
	0.03*

 
	Ethical considerations
	Gender
	4.82
	0.51



	
	Race
	17.24
	0.506



	
	College
	13.41
	0.27



	
	Affiliation
	1.68
	0.195







*P-value < 0.05.




3.4.1 Technology exposure assessment

The Kruskal-Wallis test indicated that affiliation was a statistically significant predictor of technology exposure. Faculty/instructor members (mean = 5.65) had more exposure to technology than their student counterparts (mean = 5.60), as shown in Table 8.



3.4.2 ChatGPT exposure assessment

Gender was found to be a statistically significant predictor of ChatGPT exposure. Male attendees reported higher exposure (mean = 5.53) than other genders. College affiliation was also a significant factor. The top three colleges reporting higher ChatGPT exposure were business (mean = 5.71), engineering (mean = 5.50), and human sciences (mean = 5.39). In contrast, pharmacy, agriculture, and veterinary medicine reported the lowest exposure levels (means = 5.09, 5.07, and 4.63, respectively).



3.4.3 ChatGPT perception

The results revealed that gender significantly influenced ChatGPT perception, with male participants reporting a higher average (mean = 5.50) than other genders. College affiliation also played a significant role. Business (mean = 5.72), human sciences (mean = 5.59), and education (mean = 5.51) reported the highest perceptions. Conversely, liberal arts, agriculture, and veterinary medicine had the lowest average perceptions (means = 5.27, 5.23, and 4.87, respectively). Affiliation was also a significant predictor, with students reporting higher ChatGPT perception (mean = 5.45) compared to faculty (mean = 5.33).



3.4.4 Ethical considerations

Demographic variables were not significant statistical predictors of the ethical considerations.





4 Discussion

The present study aimed to explore the perceptions and exposure of faculty members and students to ChatGPT in an academic setting. The findings reveal intriguing patterns and correlations that warrant further discussion.

A significant positive relationship was found between students' familiarity and experience with ChatGPT and their positive attitudes toward its utility in academic contexts. This relationship was based on the evaluation of two key factors: “ChatGPT exposure,” which encompassed whether students had previously heard of ChatGPT, their understanding of artificial intelligence, and their prior use of ChatGPT or other AI tools in non-academic or educational settings; and “ChatGPT perception,” which was determined by students' beliefs about the usefulness of ChatGPT in their research and educational activities as well as their interest in exploring ChatGPT's potential academic applications. This suggests that the more students interact with ChatGPT, the more favorably they view its capabilities and potential applications in academic contexts. Conversely, increased interaction with AI tools such as ChatGPT enhances students' positive attitudes toward the utility of such applications. This might be explained by the concept of Familiarity Breeds Acceptance, according to which increased exposure to something results in individuals developing a liking to it and often leads to a better understanding and appreciation of it. As students interact more with AI technologies, they become more comfortable and proficient in utilizing them. “Ethical Considerations” aim to explore the perceptions of students regarding the use of ChatGPT and other AI-powered tools in academic settings. They address various aspects, including the appropriateness, ethicality, and fairness of using such tools, as well as concerns about academic integrity and potential regulations. The questions also seek to understand whether educators would be inclined to explicitly prohibit or encourage the use of AI tools in their syllabi and whether there are specific contexts in which the use of these tools might be problematic. The study found positive correlations between “ChatGPT Exposure” and “ChatGPT Perception” with “Ethical Consideration” among students, indicating that those more familiar with ChatGPT and exposed to other AI tools tend to have higher ethical considerations regarding their use. This correlation can be attributed to several factors: increased awareness and understanding of AI capabilities and ethical implications (Fjeld et al., 2020), fostering critical engagement and ethical decision-making (Binns et al., 2018), practical experience with AI highlighting real-world ethical dilemmas (Mittelstadt et al., 2016), and the impact of educational initiatives such as courses and workshops that include AI ethics (Floridi and Cowls, 2022), as well as institutional policies and guidelines that emphasize the importance of ethical considerations (Jobin et al., 2019).

The negative correlation between ChatGPT and technology exposure assessments among the faculty hints at a similar trend of skepticism or cautious approaches toward new AI technologies among more tech-experienced faculty. The faculty with extensive exposure to existing technology might adhere to more traditional teaching methods and tools. This “technological conservatism” can lead to a reluctance to explore or adopt newer AI technologies such as ChatGPT (Baer, 1998; Trivellas and Dargenidou, 2009; Waggoner, 1984), especially if they feel that their current teaching methods are effective. That AI tools might eventually replace certain aspects of their role—particularly in areas such as grading, feedback, and even some forms of instruction—might be a concern for the faculty (D'Agostino, 2023; Prothero, 2023). On the other hand, the positive correlation between ChatGPT exposure and perception among the faculty aligns with the students' trends, suggesting that increased familiarity with ChatGPT tends to enhance its perceived usefulness and acceptance. As faculty members gain more exposure to ChatGPT, they become more familiar with its functionalities and potential benefits. This increased familiarity can lead to a more positive perception as they discover practical applications for the tool in their teaching and research. With increased use, they may start to appreciate the unique benefits of ChatGPT, such as efficiency in handling administrative tasks, aiding in research, and providing new teaching methodologies. The correlation between ChatGPT exposure and ethical consideration and ChatGPT perception and ethical consideration among faculty members suggests that increased interaction with AI technologies fosters a greater awareness and understanding of ethical issues. These findings align with the results observed among students, where a positive correlation was also found between ChatGPT exposure and ethical considerations. Just as with faculty members, students who are more exposed to ChatGPT demonstrate a heightened awareness of ethical issues.

These findings strongly support the Technology Acceptance Model, which suggests that users' perceptions of technology's usefulness and ease of use influence their intention to adopt it. The positive correlation observed between ChatGPT exposure and perception among both students and faculty indicates that greater familiarity is associated with higher perceived usefulness, a key construct within TAM (Davis, 1989; Venkatesh and Davis, 2000). Moreover, the generally more favorable attitudes among students, who tend to have higher levels of exposure, further illustrate how experience can shape user attitudes and behavioral intentions. Taken together, these results underscore the relevance of TAM in understanding how generative AI tools like ChatGPT are being adopted in academic environments (Davis, 1989; Venkatesh and Davis, 2000).

The significant difference in technology exposure assessment between students and faculty, as revealed by the Mann-Whitney U-test, indicates that faculty members, on average, are slightly more exposed to technology than students. This could be due to faculty members‘ greater access to technological resources, training, and the necessity to integrate technology into their teaching and research activities. However, the significant difference (p = 0.03) in ChatGPT perception between students and faculty suggests that students generally perceive ChatGPT more favorably compared to faculty members. This might be due to students' greater enthusiasm and openness to exploring new technologies for academic assistance, while faculty members may have more critical views on its application and implications (Fjeld et al., 2020; Binns et al., 2018).

The analysis of technology exposure assessment, ChatGPT perception, and demographic variables using the Kruskal-Wallis test showed a significant difference based on affiliation. Faculty/instructor members have more exposure to technology than students. This can be attributed to faculty members' greater access to technological resources, continuous training, and the necessity to integrate technology into their teaching and research activities. Faculty often have more opportunities and requirements to stay updated with the latest technological advancements to enhance their educational and research capabilities.

Gender was found to be a significant variable in ChatGPT exposure and ChatGPT perception. Male attendees reported higher exposure to ChatGPT compared to other genders. First, gender disparities in information and communication technology (ICT) competencies have been noted even among younger people, indicating that boys generally gravitate toward computer and technology proficiency, while girls lean toward information-related skills (Corneliussen, 2012; Punter et al., 2017). This disparity, it is possible, widens as people grow older. Second, in job-related activities, the distinct motivations of men and women become evident. While women may be driven by a desire to help others, men's inclination toward money, power, and fame (Abele and Spurk, 2011; Eccles et al., 1999; Eccles and Wang, 2016) may increase their pursuit of newer technologies, such as ChatGPT. Third, in academia, male researchers prefer to pursue risker research agendas that are multidisciplinary and lead to groundbreaking discoveries (Santos et al., 2021), leading them to seek broader avenues, including ChatGPT, for assistance in conducting innovative research.

The analysis of ChatGPT exposure and demographic variables showed a significant difference based on college affiliation. The top three colleges with higher exposure to ChatGPT were business, engineering, and human sciences. In contrast, pharmacy, agriculture, and veterinary medicine reported the lowest exposure. This variation can be due to the differing emphasis and integration of AI technologies in the curricula and research priorities of these colleges (Floridi and Cowls, 2022; Jobin et al., 2019). Business, Engineering, and Human Sciences colleges may prioritize the integration of AI technologies to enhance transparency, accountability, technical robustness, and practical applications in their respective fields, leading to higher exposure levels to tools like ChatGPT. Pharmacy, Agriculture, and Veterinary Medicine disciplines may focus more on specialized, discipline-specific technologies and may not integrate general AI tools like ChatGPT as extensively into their curricula and research priorities, leading to lower exposure levels.

The present study's findings align with prior research conducted in various international contexts, demonstrating that exposure to ChatGPT and generative AI tools is positively associated with favorable perceptions and higher engagement. For example, university professors in European institutions have expressed concern about the potential ethical risks associated with ChatGPT, particularly its impact on the validity and fairness of assessment practices (Kiryakova and Angelova, 2023). These trends mirror our results at Auburn University, where faculty similarly reported apprehension about students' overreliance on AI tools and the potential erosion of critical thinking and independent learning.

While many studies have examined student or faculty attitudes separately, fewer have provided a direct comparison within the same institution. This study's design evaluating both groups in the same educational and cultural context offers a more controlled comparison and reveals interdependent attitudes that are critical for institutional AI integration strategies.



5 Implications and future research

The study findings have significant implications for the integration of AI technologies such as ChatGPT in academic settings. The varying perceptions and exposure levels across gender and affiliations suggest a need for tailored approaches to AI integration in academia. Future research should focus on understanding the underlying factors that contribute to these differences and exploring strategies to promote more inclusive and equitable AI adoption in academia.

Additionally, the study highlights the importance of exposure to and familiarity with AI tools in shaping perceptions. Educational institutions should thus consider proactive measures to introduce and integrate AI technologies such as ChatGPT into their curricula and professional development programs, ensuring that all members of the academic community have equitable access and opportunities to engage with such emerging technologies.
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o Multiple choice tests.
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Research and reports o Research papers.
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integrity without any student input.

o Using Al to generate content for assignments
that are supposed to measure a student’s
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| Issues

o Entire essays being generated without critical
thought.

o Plagiarism by students passing off Al-generated
text as their own.

o Inability to develop composition skills.

o Use in writing first drafts or completing major
writing assignments.

Research and scholarly
work

o Inaccuracies and hallucinations in Al responses.
o Summarizing recent scholarly research as AT
may not access paywalled or updated materials.

o Dependence on Al leads to shallow

research efforts.

Coding and
programming
assignments

o Students using Al to generate entire code
without understanding.

e Potential errors in Al-generated code
going unchecked.

Exams and quizzes

o Use of Al for take-home exams and homework
undermining learning.

o Unfair advantage and potential for cheating
during assessments.

Courses with intensive
reading and analysis

o Students use Al to generate summaries of
peer-reviewed articles.

o Lack of engagement with reading material and
critical analysis.

Artand personal
reflection assignments

o Al-generated content lacking personal touch and
authenticity.

© Al is unable to perform tasks requiring personal
reflection and creativity.

General education and
ethical considerations

o Environmental impact of Al usage.
o Ethical concerns about the accuracy and
reliability of Al tools.
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