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Introduction: Generative Artificial Intelligence (GenAI) is transforming education 
by enabling personalized learning and more efficient teaching practices. However, 
it raises critical ethical concerns, including data privacy, algorithmic bias, and 
educational inequality, requiring comprehensive regulatory frameworks and 
pedagogical strategies.

Methods: A Systematic Literature Review (SLR) was conducted, analyzing 53 peer-
reviewed articles published between 2020 and 2024. The search was performed 
in Scopus and Web of Science using defined inclusion criteria focused on GenAI 
applications in education. Data were synthesized thematically and supported by 
theoretical frameworks from ethics, regulation, and learning sciences.

Results: The findings reveal that while GenAI enhances personalized feedback, 
instructional automation, and learning accessibility, it simultaneously introduces 
risks such as loss of cognitive autonomy, institutional misuse of student data, 
and lack of regulatory oversight. Case studies from Stanford and the University 
of Toronto illustrate both opportunities and limitations of GenAI adoption in 
higher education.

Discussion: GenAI can benefit education if implemented within ethical, legal, 
and pedagogical boundaries. The study highlights the urgency of designing 
inclusive regulatory frameworks, strengthening digital literacy, and integrating 
GenAI tools with constructivist and self-determined learning models. This 
review offers practical recommendations for educators, policymakers, and 
technologists aiming to use GenAI responsibly in educational environments.
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1 Introduction: legal challenges and opportunities 
of GenAI in education

The integration of Generative Artificial Intelligence (GenAI) in education has profoundly 
transformed teaching and learning processes, posing both opportunities and challenges that 
require urgent attention. In a context where technology is advancing at an unprecedented pace, 
it is necessary to understand the ethical, regulatory and pedagogical implications that 
accompany these innovations. This research is part of a Systematic Review of the Literature 
(SLR), a rigorous methodology that allows analyzing and synthesizing previous studies to offer 
a comprehensive and updated overview of the current state of GenAI in education (Lasker, 
2024). The relevance of this analysis lies in its ability to identify the keys necessary for a 
responsible and sustainable implementation of GenAI in the field of education. Ethical 
challenges are contemplated, which address privacy, algorithmic biases and technological trust; 
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regulatory frameworks, focused on the development of adaptive and 
collaborative policies; and quality of education, focused on how 
GenAI can improve learning personalization and pedagogical 
efficiency. Through these constructs, the need to align technological 
innovation with ethical principles, equitable practices, and effective 
governance strategies to ensure responsible and beneficial adoption of 
GenAI in education is analyzed (Wu and Wang, 2024). These themes 
guide the research question that structures this work and prioritizes a 
comprehensive approach to answer it.

GenAI refers to AI systems capable of creating new content, such 
as text, images, and even educational materials, based on patterns 
learned from vast datasets. Unlike traditional AI models that focus on 
prediction and classification, GenAI actively engages in knowledge 
generation, making it a transformative tool in education. However, its 
unique characteristics also introduce ethical, regulatory, and 
pedagogical challenges that require careful evaluation. This study 
explores both the opportunities and risks of GenAI, considering its 
potential to personalize learning while addressing concerns related to 
academic integrity, algorithmic bias, and equitable access 
to technology.

The research question guiding this study is: What are the ethical 
challenges, regulatory frameworks, and opportunities for 
improvement in educational quality associated with the 
implementation of GenAI in education? The importance of this 
question lies in the need to provide empirical evidence and structured 
analysis on a topic that, although emerging, has a direct impact on the 
future of global education (Camacho-Zuñiga et  al., 2024). This 
proposes a systematic approach that contrasts with previous studies, 
allowing a more in-depth and contextualized analysis.

Unlike other similar studies and reviews that have limited 
themselves to exploring isolated aspects, such as the technical benefits 
of GenAI or its overall impact on education, this work offers a 
comprehensive and comparative approach. The trends identified in 
the graphs generated from the analysis of keywords are highlighted, 
which were contextualized with recent studies to confirm their validity 
and relevance. In addition, a detailed discussion is provided that links 
the quantitative findings with the theoretical constructs, allowing to 
identify existing gaps in the literature and suggest strategies to address 
the remaining challenges (Gajjar, 2024). The approach sets the stage 
for a more thorough assessment of the regulatory, ethical and 
educational aspects of GenAI.

This study takes a comprehensive approach, combining 
quantitative and qualitative analysis to examine the ethical, regulatory, 
and educational challenges of generative AI in education. Unlike 
earlier research that looked at these areas separately, this paper offers 
a holistic perspective that ties empirical trends to strong theoretical 
frameworks. It also provides practical guidance for educators, 
policymakers, and technologists aiming to implement GenAI ethically 
and effectively in learning environments.

Through an SLR, it was possible to synthesize empirical and 
conceptual evidence that reinforces the relevance of key issues such as 
privacy, equity, and legislative adaptability. This approach not only 
validates observed trends, but also connects these findings with 
concrete proposals to ensure ethical and efficient use of GenAI 
(Camacho-Zuñiga et al., 2024; Wu and Wang, 2024). In addition, the 
importance of developing dynamic and collaborative regulatory 
frameworks that balance technological innovation with the protection 
of individual rights is emphasized.

Another aspect that differentiates this work is its ability to identify 
existing gaps in the literature and suggest strategies to address them. 
For example, while previous studies have explored issues such as 
algorithmic biases (Baker and Hawn, 2022; Smith, 2020) or automated 
feedback (Bauer et al., 2023), this analysis highlights the need for an 
interdisciplinary approach that combines legal governance, digital 
literacy and clear ethical principles (Gajjar, 2024; Singh, 2024). This 
translates into a practical and informed guide for key factors such as 
educators, policymakers and technology developers.

Unlike other educational technologies based on predictive models 
or traditional chatbots, GenAI generates new content based on 
previous data, allowing for more dynamic and personalized 
interactions. Its ability to produce text, images, and adapted responses 
in real time represents a significant pedagogical advantage, but it also 
poses unique challenges in terms of ethics and regulation. These 
differences justify the need for a specific analysis of their implications 
in education.

The impact of GenAI on education requires an analysis based on 
a solid theoretical framework that allows both its challenges and 
opportunities to be  assessed. To this end, this study adopts an 
integrative approach that combines theories of ethics in AI, 
frameworks of technological regulation and principles of autonomous 
learning. Three key perspectives are considered: (1) IEEE’s Ethically 
Aligned Design framework for ethical AI development, (2) Nick 
Bostrom’s theory of existential risk and AI alignment, and (3) Self-
Determination Theory (SDT) applied to AI-driven learning.

What sets this study apart is how it brings together different 
methods and perspectives to give a clear, useful picture of how GenAI 
is being used in education. It goes beyond theory offering tools that 
help make sure this tech is applied in ethical, inclusive, and sustainable 
ways. To use GenAI responsibly, we have to first deal with the legal 
and ethical challenges behind it. Understanding those issues is key to 
building solid, practical solutions based on fairness and accountability.

2 Theoretical framework: legal 
foundations and ethical challenges in 
educational GenAI

2.1 Educational models and GenAI: 
autonomy and knowledge construction

The integration of GenAI in education requires a solid theoretical 
framework that allows both its risks and opportunities to be assessed. 
From a pedagogical perspective, this study is based on the SDT Ryan 
and Deci (2000) and in the Constructivism (Vygotsky, 1978), these 
frameworks that explain how students learn effectively when they 
experience autonomy, competence, and social relationships in their 
formative process.

The SDT suggests that students are more motivated when they 
perceive control over their learning (autonomy), face challenges 
appropriate to their level (competence), and participate in 
collaborative environments (social relationship). GenAI can enhance 
these aspects when it offers personalized learning experiences and 
supports self-exploration provided it’s used with clear pedagogical 
intent (Tan and Maravilla, 2024). However, it is crucial that these tools 
do not foster technological dependence but are used as support for 
active and self-directed learning.
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Constructivism, first introduced by Piaget and later developed 
through Vygotsky’s work (1978), emphasizes that knowledge is not 
just passed down, it’s built through the student’s own active process. 
GenAI can serve as a catalyst for self-directed learning, enabling 
guided exploration, generation of multiple perspectives, and 
immediate feedback (Jonassen, 1999). This model is reinforced by the 
proposal of Scardamalia and Bereiter (2006), who highlight that 
AI-powered learning communities can improve the collective 
construction of knowledge. In this context, GenAI should not be seen 
as an automation tool, but as an enabler that promotes creativity, 
critical thinking, and problem-solving skills in students.

2.2 GenAI ethics and regulation in 
education

From a regulatory perspective, the development and application 
of GenAI in education poses challenges that need to be addressed 
through well-defined ethical frameworks. The IEEE’s Ethically 
Aligned Design (Institute of Electrical and Electronics Engineers, 
2020) provides key principles for transparency, fairness, and human 
oversight in autonomous systems, ensuring that generative AI is used 
responsibly and for the benefit of society. This approach also draws on 
Bostrom’s (2014) AI alignment theory, which highlights the 
importance of designing artificial intelligences with goals that reflect 
human and educational values.

Beyond regulation, the implementation of GenAI in education 
must consider its ethical implications in terms of digital equity, 
algorithmic bias, and student data privacy. GenAI’s governance must 
include clear institutional policies that establish how, when, and for 
what purpose these tools can be used in educational contexts (Singh, 
2024). The University of Toronto, for example, has developed a model 
in which GenAI is used as a support in evaluation, but without 
replacing human judgment (Guo et al., 2023). This type of regulation 
helps mitigate risks and ensures that AI is used to strengthen, rather 
than compromise, educational quality.

In bringing together constructivism, self-determination, and 
ethical regulation, this study does not just map out the risks of using 
GenAI in education, it also points to its potential to boost motivation, 
engagement, and equity in learning (Tan and Maravilla, 2024; 
Williams, 2024). A strong theoretical framework helps us look at 
generative AI from a more balanced angle, seeing it not as a threat but 
as a tool. With clear ethical principles and solid pedagogical design, it 
could become a real asset for the future of learning.

2.3 Ethical challenges: legal implications of 
privacy and autonomy

The ethical challenges in the implementation of GenAI in education 
are based on three main constructs: privacy and data protection, 
algorithmic biases, and cognitive autonomy. The first of these, privacy, 
is at risk when personal data is mishandled, especially if generative 
models are trained on sensitive information without proper regulation 
(Williams, 2024). Second, algorithmic biases result from training data 
that perpetuates existing social inequalities, affecting educational equity 
(Liu and Li, 2024). Finally, cognitive autonomy is threatened when 
students rely excessively on these tools, limiting their critical thinking 

and autonomy in learning (Al-Kfairy et al., 2024). The integration of 
these constructs makes it possible to understand the complexity of 
ethical challenges and to establish strategies to mitigate them.

The use of GenAI in education presents additional ethical 
challenges that require detailed analysis. Algorithmic transparency is a 
key challenge, as users are unaware of how models process and generate 
information, limiting confidence in results (Liu and Li, 2024). Another 
relevant problem is academic plagiarism, where GenAI-generated 
content can facilitate dishonest behavior, blurring the boundaries 
between original effort and automated production (Williams, 2024). 
The lack of ethical responsibility in the use of these tools increases the 
risk of perpetuating misinformation, especially in educational settings 
where the veracity of the content is critical (Gajjar, 2024). Finally, 
insufficient digital literacy can lead to misuse or misinterpretation of 
GenAI’s capabilities and limits (Walczak and Cellary, 2023). The 
combination of these elements underscores the importance of adopting 
clear policies and ethical guidelines in the use of GenAI.

The adoption of GenAI in education must also address the 
constructs of trust in technology, institutional accountability, and ethics 
of disinformation. Technological trust is eroded when users are unaware 
of the accuracy and reliability of the content generated, which can result 
in the spread of misinformation (Adiguzel et al., 2023). Institutional 
accountability requires universities to establish clear standards and 
monitoring mechanisms to ensure the ethical and responsible use of 
these tools (Grájeda et al., 2024). Likewise, the ethics of disinformation 
involves creating strategies that combat the proliferation of fake news 
and deepfakes in educational and academic environments (Bountouridis 
et al., 2019). These constructs are critical to strengthening confidence in 
the use of GenAI and mitigating ethical risks in higher education.

As GenAI expands in education, multiple cases have been 
documented where algorithms have reproduced and amplified 
pre-existing inequalities. These biases can affect academic assessments, 
course recommendations, and even the allocation of learning 
opportunities. Below are two case studies that illustrate how these 
issues have emerged in different educational contexts.

2.3.1 Case 1: Bias in automated assessment 
algorithms in the UK

One of the most notorious cases of algorithmic bias in education 
occurred in the United  Kingdom in 2020, when the government 
implemented an automated assessment system to determine student 
grades during the COVID-19 pandemic. Since traditional exams were 
canceled, the algorithm used historical data on school performance 
and previous grades to predict students’ results. However, the system 
was found to disproportionately penalize students from schools 
located in low-income communities, lowering their grades compared 
to those from institutions with a track record of high performance. 
The backlash sparked a national scandal, and the government ended 
up scrapping the system letting teachers assign grades instead. This 
case showed that the use of AI in education, if not designed with 
equity in mind, can reinforce structural inequalities rather than 
mitigate them (Smith, 2020).

2.3.2 Case 2: discrimination in course 
recommendation systems on e-learning 
platforms

In 2023, researchers at the University of California looked into 
algorithmic bias in education by studying how online platforms like 
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Coursera and EdX recommend courses. It was found that algorithms 
tended to recommend advanced courses in science, technology, 
engineering, and mathematics (STEM) at a higher rate to male 
students compared to women or underrepresented minorities. This 
bias reflected historical patterns in enrolment data and perpetuated 
barriers to access to these fields of knowledge. In response, some 
platforms have begun to develop strategies to adjust their algorithms 
and ensure more equitable recommendations. This case emphasizes 
the need to constantly audit and improve AI models to avoid the 
reproduction of biases and promote more inclusive education (Deng 
and Joshi, 2024).

2.3.3 Case recommendations
These cases demonstrate that algorithmic bias in education is not 

an isolated problem, but a global phenomenon that requires urgent 
attention. Using AI in grading, course recommendations, or learning 
tools needs to come with audits and human oversight, so biases can 
be  caught and fixed before they harm educational equity. The 
implementation of ethical AI principles, such as those established in 
the IEEE Ethically Aligned Design framework (Al-Kfairy et al., 2024), 
as well as the incorporation of algorithmic equity audit models, are 
key steps to ensure that AI in education is a tool that favors inclusion 
rather than amplifies existing inequalities.

2.4 Regulatory frameworks: legal 
foundations for the responsible use of 
GenAI

To achieve effective integration of GenAI in education, it is 
crucial to find a balance that maximizes its potential while 
safeguarding individual rights, enabling adaptable regulations, and 
fostering global collaboration. This is not just about setting rules but 
about building an approach that blends innovation with 
responsibility, adapting to the challenges and opportunities of an 
increasingly interconnected world. The protection of individual 
rights implies the creation of regulations that guarantee the privacy 
of users and prevent the improper use of the information generated 
by these technologies (Linkon et  al., 2024). International 
collaboration, for its part, is essential to establish harmonized 
frameworks that allow for equitable and transparent use of GenAI at 
the global level (Bender et al., 2021). Finally, legislative adaptability 
is essential for laws to evolve with the speed of technological 
advances, avoiding legal loopholes that could lead to bad practices 
(Alnasib, 2023). These three constructs provide a solid foundation 
for designing effective regulatory policies that balance technological 
innovation and protecting users.

The effective regulation of GenAI in education relies on the pillars 
of cooperative governance, strategic institutional adoption, and 
ongoing assessment to ensure its responsible and impactful 
integration. Collaborative governance requires the joint work of 
politicians, educators and technologists to formulate applicable and 
coherent guidelines at the local and international levels (Chan, 2023). 
Institutional implementation focuses on integrating specific 
regulations in universities and other educational institutions, allowing 
the use of GenAI tools to be efficiently regulated (Camacho-Zuñiga 
et al., 2024). Continuous evaluation is essential to update and adjust 
regulatory frameworks as technology evolves, ensuring their relevance 

in a dynamic context (Gajjar, 2024). Finally, ensuring a balance 
between innovation and responsibility will allow technological 
development to be fostered without compromising ethics or individual 
rights (Deng and Joshi, 2024). These constructs are key pillars for the 
development of effective and adaptive regulations.

Strong regulatory frameworks are built on the foundations of legal 
legitimacy, active stakeholder involvement, and the capacity to adapt 
to ongoing technological advancements. Legal legitimacy refers to the 
need for regulations based on international norms and universal 
ethical principles, avoiding fragmented policies that limit their 
effectiveness (Bannister et al., 2023). The participation of key actors, 
such as educators, developers and policymakers, is critical to ensure 
that regulatory frameworks equitably address the needs of the 
education environment (Agbese et al., 2023). Finally, adaptability to 
technological innovation involves creating dynamic and flexible 
frameworks that can be updated as GenAI’s tools evolve (Camacho-
Zuñiga et al., 2024). These elements provide a solid basis for designing 
regulations that promote responsible innovation without losing sight 
of ethics and individual rights.

These regulatory foundations do more than just protect ethical 
and legal standards, they also help improve the quality of education. 
They promote fair access, support flexible use of technology, and build 
essential skills. This makes sure GenAI’s potential is used in a way that 
encourages both innovation and inclusion. Table 1 outlines a clearer, 
more organized comparison of different AI regulations relevant 
to education.

2.5 Quality of education: building a legal 
framework for equity and innovation

Educational quality in the context of GenAI is based on three 
constructs: personalization of learning, equity in access to technology, 
and development of critical competencies. The personalization of 
learning is manifested through GenAI’s ability to adapt educational 
content and methods to the specific needs of each student (Akgun 
and Greenhow, 2022; Alali and Wardat, 2024). Equity in access is a 
fundamental challenge, as the lack of resources in certain contexts 
could amplify the digital divide and limit the positive impact of these 
tools (Abramski et  al., 2023). Finally, the development of critical 
competencies involves preparing students to use technology in ethical 
and reflective ways, fostering skills such as critical thinking and 
problem-solving (Dimitriadou and Lanitis, 2023). These constructs 
are essential to ensure that GenAI contributes to improving 
educational quality in an equitable and sustainable way.

Improving the quality of education through GenAI is based on the 
constructs of educational accessibility, automated feedback, and 
interactive learning. Educational accessibility refers to GenAI’s ability 
to provide learning opportunities to students with limited resources, 
allowing equitable access to personalized content (Akgun and 
Greenhow, 2022). Automated feedback facilitates constant assessment 
of student performance, optimizing teachers’ time for more 
personalized approaches (Bekmanova et  al., 2021). Interactive 
learning promotes dynamic environments where students can explore 
complex concepts through simulations and AI-generated materials 
(Sailer et  al., 2023). Finally, combining these tools with teacher 
training ensures that the use of GenAI does not replace, but 
complements, traditional pedagogical practices (Cao et al., 2024). 
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These constructs are essential to harnessing the transformative 
potential of GenAI in education.

GenAI can improve education in three key ways: making teaching 
more efficient, ensuring fair access to tools, and updating curricula to 
match today’s needs. It can take over routine tasks so teachers can 
focus on students (Singh, 2024). But access is still a problem, every 
student should benefit, no matter their background (Pan and Yang, 
2021). Curricula also need to adapt, giving space for tools that spark 
creativity and innovation (Cao et al., 2024). When these pieces are in 
place, GenAI can support better, fairer education for everyone.

3 Method

The method used was the Systematic Review of Literature (SLR). 
The process included the formulation of questions, a literature search, 
the delimitation of inclusion and exclusion criteria and the analysis of 
the data (Kitchenham et al., 2010). The SLR identifies, analyses, and 
interprets research results in a specific period related to the topic of 
interest (García-Peñalvo, 2021), which in this case was GenAI. Figure 1 
shows the phases followed in this study.

3.1 Phase 1: research questions

Table 2 presents three research questions that researchers posed 
to find publications on GenAI in higher education in the period 2018–
2023. Three main themes emerged from the three research questions 
after reviewing documents in the area (Kitchenham, 2007). The 
development of the questions arose from the detection of opportunities 
in the current literature, as well as experiences and challenges. The 
possible answers were developed from the theoretical foundation of 
the study. The opportunity for further contributions to the study of 

GenAI in higher education drove the development of research topics 
and questions for the academic community.

3.2 Phase 2: search process

The search for articles was carried out in Scopus and Web of 
Science (WoS) because they are the two databases with the greatest 
coverage and reach. The delimiters were keywords (generative 
artificial intelligence and ethics), period (2020–2024) and type of 
document. The date of extraction of the databases was December 04, 
2024. Table 3 presents the search string used in the search process in 
WoS and Scopus.

3.3 Phase 3: inclusion and exclusion criteria

Studies published between 2020 and 2024 were selected due to the 
recent rise of GenAI in education and its increasing regulation. 
Empirical and theoretical research that directly addressed the 
implementation of GenAI in educational contexts was prioritized, 
excluding general AI studies, books, and reviews that did not present 
direct evidence of its impact on education.

3.4 Phase 4: data selection and extraction 
process

The number of articles in Scopus was 95 and 24  in WOS. Six 
duplicates were removed. To ensure that the articles included GenAI 
as the focus of the study, we applied quality criteria to ensure that the 
articles were in the areas of technology and education and used GenAI 
in their titles, abstracts, and keywords.

FIGURE 1

Systematic literature review (SLR) process. The phases followed in this study are presented, which include: (1) formulation of research questions, (2) 
literature search in indexed databases, (3) application of inclusion and exclusion criteria, (4) data selection and extraction, and (5) data synthesis. This 
process ensures a rigorous and structured collection of the relevant literature on generative AI in education.

TABLE 1 Concrete examples of existing regulations.

Regulation Region Main features Applicability in education

GDPR (General Data Protection 

Regulation) (Breen et al., 2020)

USA Protection of personal data, informed 

consent, right to be forgotten.

It regulates the handling of student data in generative AI 

platforms.

AI Act (European Union) (Comisión 

Europea, 2021)

USA It ranks AI systems by risk and sets rules 

to ensure transparency.

You can restrict the use of generative AI in education if it 

is considered high-risk.

White House Guidance on AI (Casa 

Blanca de EE.UU, 2020)

USA Ethical principles for the development 

and use of AI.

It recommends the use of AI in education with human 

oversight and bias mitigation measures.

National AI Strategies (Contreras, 

2024)

Latin America (e.g., 

Mexico, Brazil)

General framework for technological 

innovation with a focus on digital rights.

Lack of specific regulation for AI in education.
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Sixty articles that did not focus on GenAI in higher education 
were removed, leaving 53 (44 from Scopus and 9 from WoS) selected 
for SLR. The analysis reviewed authors, titles, DOI, abstract, and 
country data. Figure  2 shows the study following the 
PRISMA method.

3.5 Phase 5: data synthesis

Data extracted from each article’s database were analyzed to 
answer the study’s three SLR questions. The qualitative content 
analysis sought inferences from the information objectively 
considering two components, mechanical and interpretative 
(Kitchenham et al., 2010). The first organized the data into the study 

topics, and (b) the second determined which data effectively 
answered the research questions. The graphical representations in 
this article summarize the answers. The review looked for intriguing 
intersections of the article’s terms, keywords, and objectives.

This methodical approach ensured that the analysis was both 
comprehensive and targeted, enabling the identification of critical 
patterns and ethical concerns related to GenAI in education. These 
insights directly inform the results, providing a foundation for 
addressing the key research questions.

4 Results

RQ1: How can higher education institutions optimize the 
scalability and updating of their curricula to effectively integrate 
AI competencies and GenAI-related skills, and what impact does 
this have on students’ job readiness?

Figure 3 shows the keywords related to the ethical challenges that 
arise with the use of GenAI in education. The most frequent terms 
highlight topics such as data privacy, algorithmic biases, 
misinformation and the impact on human subjectivity (Liu and Li, 
2024). Recurring ethical concerns are reflected in the use of GenAI, 
such as the loss of creativity and the risk of dependence on 
technological tools (Al-Kfairy et al., 2024). The need to develop ethical 
use policies to avoid these problems is emphasized.

The ethical challenges arising from the use of GenAI in education 
encompass concerns such as misinformation and the disruption of the 
student–teacher relationship. The production of automated content has 

TABLE 2 Research questions.

Topics Research questions (RQ) Possible responses

Strategies for integrating GenAI competencies 

into higher education curricula and their 

impact on job readiness.

RQ1: How can higher education institutions 

optimize the scalability and updating of their 

curricula to effectively integrate AI competencies 

and GenAI-related skills, and what impact does 

this have on students’ job readiness?

 • Support higher education and research institutions to enhance 

programs to develop local AI talent

 • Promote gender equality in developing advanced AI competencies 

and create a gender-balanced pool of professionals

 • Develop intersectoral forecasts of the national and global job shifts 

caused by the latest GenAI automation, and enhance future-proof 

skills at all levels of education and lifelong learning systems based 

on prospective shifts in demand

 • Provide special programs for older workers and citizens who may 

need to learn new skills and adapt to new environment

 • Technologies to support economic development

(Zhou et al., 2022)

Ethical and effective training of educators and 

researchers in the use of GenAI to improve 

pedagogical and research methods.

RQ2: In what ways can educators and researchers 

be empowered to use GenAI ethically and 

effectively in teaching and research, and how does 

this influence the improvement of pedagogical 

methods and research practices?

 • Generative AI for research

 • Generative AI to facilitate teaching

 • Generative AI for Policy Development

 • Generative AI for Artistic Creation

 • Generative AI for Business Innovation

(Miao et al., 2024)

Development of adaptive and assessable 

education policies in response to innovations 

in GenAI to promote educational equity and 

accessibility.

RQ3: What strategies can policymakers adopt to 

ensure that education policies are coherent, 

evaluable, and adaptable in the face of rapid 

innovations in AI and GenAI, and how does this 

contribute to educational equity and accessibility?

 • Independent approach

 • Integrated approach

 • Thematic approach

 • Holistic Approach

 • Collaborative Approach

(Bandi et al., 2023)

TABLE 3 Search strings.

Search string in Scopus Search string in WoS

TITLE-ABS-KEY((“Large Language 

Models” OR “Open Language Models” 

OR “LLM” OR “AI Models”) AND 

(“Ethics” OR “Ethical framework” OR 

“Governance” OR “Regulation” OR 

“Accountability”) AND (“Educational 

Policy” OR “Education Policy” OR 

“Higher Education” OR “Public 

Policy”)) AND PUBYEAR > 2019 

AND (LIMIT-TO(DOCTYPE, “ar”))

TS = (“Large Language Models” OR 

“Open Language Models” OR “LLM” 

OR “AI Models”) AND TS = (“Ethics” 

OR “Ethical framework” OR 

“Governance” OR “Regulation” OR 

“Accountability”) AND 

TS = (“Educational Policy” OR “Higher 

Education” OR “Public Policy”) AND 

PY = (2020–2024)

https://doi.org/10.3389/feduc.2025.1565938
https://www.frontiersin.org/journals/education
https://www.frontiersin.org


García-López and Trujillo-Liñán 10.3389/feduc.2025.1565938

Frontiers in Education 07 frontiersin.org

raised alerts about the authenticity of learning and the risk of academic 
plagiarism (Williams, 2024). The impact of GenAI on digital equity 
depends on its implementation: if equitable access to these technologies 
is not guaranteed, the digital divide could widen (Landers and Behrend, 
2023). However, when designing accessible and inclusive educational 
programs, GenAI can also be a tool to reduce inequalities, offering 
personalized resources to students from communities with less access 
to quality education. Another relevant aspect is cognitive dependence, 
where excessive use of GenAI can inhibit the development of critical 
thinking skills and autonomy in students (Walczak and Cellary, 2023). 
Finally, the challenge of combating implicit biases in generative models 
remains crucial to ensure equitable outcomes in educational settings 
(Lasker, 2024). These elements highlight the need to adopt a proactive 
ethical approach that promotes equity and academic integrity in 
digital education.

Addressing these ethical challenges requires not only robust 
regulatory frameworks but also empowering educators and researchers 
to use GenAI ethically and effectively. Bridging this gap is essential to 
improve pedagogical methods and research practices while ensuring 
that technology serves as a tool for equity and innovation.

RQ2: In what ways can educators and researchers be empowered 
to use GenAI ethically and effectively in teaching and research, 

FIGURE 2

PRISMA diagram for the selection of studies included in the systematic review. It shows the total number of studies identified in databases, duplicate 
articles removed, studies excluded after title and abstract review, and final studies included in the analysis. This process ensures the transparency and 
reproducibility of the literature selection method.

FIGURE 3

Ethical challenges of GenAI in education. It is noted that the most 
frequent terms include ‘data privacy’, ‘algorithmic bias,’ and 
‘misinformation’, indicating that these are the main concerns of 
researchers in this field. These topics are related to the unauthorized 
use of student information and the risks of bias in AI-generated 
results.
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and how does this influence the improvement of pedagogical 
methods and research practices?

Figure 4 associated with the regulatory frameworks reflects the 
most relevant keywords linked to the implementation of policies and 
regulations for the use of GenAI. The predominant terms include 
regulation, governance, and policies. This suggests that one of the 
main concerns is how to balance technological innovation with 
regulation to protect individual rights and promote transparency (Wu 
and Wang, 2024). The graphic highlights the need for international 
collaboration to establish effective and adaptive legal frameworks.

The creation of effective regulatory frameworks for the use of 
GenAI in education must consider legal, ethical and technological 
aspects. A flexible but robust regulation can prevent abuses in the use 
of generative tools, guaranteeing the protection of data and copyright 
(Abramski et al., 2023). Experts suggest that international regulatory 
bodies play a key role in establishing common guidelines that promote 
responsible innovation (Gajjar, 2024). It is essential to address existing 
gaps in current policies to avoid confusion in their implementation, 
especially in globalized educational environments (Camacho-Zuñiga 
et al., 2024). In addition, integrating the perspective of educators, 
technologists, and students in the design of these regulations will 
strengthen their applicability and relevance (Deng and Joshi, 2024). A 
comprehensive regulatory framework can balance technological 
innovation with respect for academic and social values.

Once these regulatory foundations are in place, policymakers 
need clear strategies to keep up with how fast AI is changing. That’s 
the only way to make sure education policies stay flexible, inclusive, 
and truly help GenAI improve equity and access.

RQ3: What strategies can policymakers adopt to ensure that 
education policies are coherent, evaluable, and adaptable in the 

face of rapid innovations in AI and GenAI, and how does this 
contribute to educational equity and accessibility?

Figure 5 highlights the keywords linked to the impact of GenAI 
on educational quality. Recurring keywords include personalization 
and adaptive learning. Recent research shows how GenAI can 
personalize the teaching process, facilitating the creation of 
interactive content and the adaptation of pedagogical methods 
(Alali and Wardat, 2024). However, it also highlights concerns 
about academic integrity and the unethical use of 
these technologies.

GenAI’s impact on the quality of education offers opportunities to 
personalize and optimize teaching, but it also poses challenges. 
Automating administrative tasks and generating interactive content 
can free up time for teachers to focus on personalized teaching (Singh, 
2024). However, improper use of GenAI could result in a decrease in 
the quality of autonomous learning, affecting the development of 
critical skills (Williams, 2024). It is essential that educational 
institutions design training programs that allow teachers to integrate 
these technologies effectively and ethically (Bender et al., 2021). In 
addition, strategies must be  implemented that mitigate the risk of 
digital divides, ensuring equity in access to technological tools 
(Camacho-Zuñiga et al., 2024). Educational quality can be significantly 
improved if the balanced and responsible use of GenAI is promoted.

These considerations set the stage for a deeper exploration of how 
GenAI can be  harnessed to address educational challenges and 
opportunities. Understanding its transformative potential requires 
addressing ethical issues, regulatory frameworks, and the evolving 
dynamics of educational quality as interconnected elements.

4.1 Summary of some of the studies 
reviewed

To provide a clear and structured view of the studies analyzed in 
this systematic review, the following table has been prepared 
summarizing the main findings of the reviewed literature. Table 4 
presents information on the methodological design of each study, the 
region in which it was carried out, the key issues addressed and the 
most relevant findings. In addition, in order to go beyond ethical and 
regulatory aspects, a pedagogical perspective has been integrated that 
analyzes how GenAI impacts learning and teaching within existing 
educational frameworks. These findings allow us to understand more 
broadly the role of GenAI in education and its potential to transform 
current pedagogical practices.

5 Discussion: exploring the challenges 
and opportunities of GenAI in 
education

Throughout this analysis, ethical challenges, regulatory proposals, 
and findings related to educational quality will be  addressed, 
highlighting the convergence between the trends identified in the 
literature and the data represented in the graphs. This approach seeks 
to highlight both the challenges and opportunities that GenAI poses 
to transform education, promoting its ethical and effective use for the 
benefit of all actors involved.

FIGURE 4

Comparison of regulatory frameworks applicable to generative AI in 
education. The most recurrent terms in the literature on AI regulation 
are presented, including governance, transparency, data protection 
and international regulations. The graph suggests that one of the 
main concerns is how to balance technological innovation with the 
protection of individual rights and equity in access to AI-based 
education.

https://doi.org/10.3389/feduc.2025.1565938
https://www.frontiersin.org/journals/education
https://www.frontiersin.org


García-López and Trujillo-Liñán 10.3389/feduc.2025.1565938

Frontiers in Education 09 frontiersin.org

The examination of ethical challenges provides a foundation for 
understanding how these issues intersect with the broader implications 
of GenAI in education. This connection is critical, as addressing 
integrity and transparency issues directly informs the regulatory 
frameworks and quality standards needed to navigate the 
transformative potential of these technologies.

5.1 Ethical challenges: challenges in 
integrity and transparency

Figure 3, which presents ethical challenges in GenAI adoption, 
highlights the predominance of concerns such as data privacy, 
algorithmic biases, and misinformation. These findings align with 
recent literature. Liu and Li (2024) emphasize that the use of GenAI 

models, such as ChatGPT, raises serious concerns regarding personal 
data protection and the reinforcement of implicit biases. Similarly, 
Williams (2024) stresses the importance of addressing issues such as 
plagiarism and the improper use of technology in educational settings 
to uphold academic integrity. In the same vein, Gajjar (2024) 
underscores the necessity of regulatory frameworks to mitigate these 
ethical challenges and ensure the responsible development of 
GenAI. Consequently, the data in Figure 3 reflects a global consensus 
advocating for clear policies and comprehensive digital literacy 
programs to address these risks effectively.

Terms such as algorithmic bias, privacy and transparency also 
dominate the graph, supporting studies that warn about the ethical 
implications in the educational field. Lasker (2024) warns that biases 
in algorithms can perpetuate social inequalities if audits and 
responsible practices are not implemented. Singh (2024) stresses that 
data privacy must be protected through robust protocols to prevent 
misuse. In addition Wu and Wang (2024) suggest that the 
implementation of clear ethical policies is key to a responsible use of 
technology in education. These results reflect the need for ethical and 
technical solutions to address the challenges associated with GenAI.

The recognition of these ethical challenges naturally leads to the 
discussion of the regulatory frameworks necessary to address them. 
Figure 4 shows that to reduce risks and use GenAI responsibly in 
education, governance needs to keep up with how fast the technology 
is evolving.

5.1.1 Regulatory frameworks: adaptive 
governance and global collaboration

Figure  4 on regulatory frameworks highlights terms such as 
regulation, governance, and policy, evidencing the growing need for 
legal structures to control the use of GenAI in education (Cao et al., 
2024). They argue that effective regulatory frameworks are essential to 
balance technological innovation with the protection of individual 
rights. Camacho-Zuñiga et al. (2024) emphasize the importance of 
institutional guidelines in universities to guarantee the ethical use of 
these tools. Agbese et  al. (2023) emphasize that regulation must 
be flexible and updatable, aligning with technological advances.

Concepts such as governance and adaptive regulation, present in 
the graph, reflect the need for collaborative and multidisciplinary 
approaches. Deng and Joshi (2024) advocate for the harmonization of 

FIGURE 5

Impact of GenAI on educational quality. The potential benefits of 
GenAI, such as personalization of learning, automated feedback, and 
educational accessibility, are highlighted. However, risks such as 
technological dependence, decreased human interaction and the 
possible erosion of creativity in learning processes are also pointed 
out. The studies reviewed emphasize the need for balanced 
implementation and teacher training strategies to optimize the use 
of GenAI in education.

TABLE 4 Findings from some of the studies reviewed.

Study reference Study design Region/
Country

Key issues Main findings Pedagogical perspective

Lyu et al. (2025) Quantitative USA Equity and GenAI AI personalizes learning but 

can increase the digital 

divide.

Personalization improves student 

autonomy, but it must be balanced with 

traditional teaching.

Liu and Zhong (2024) Qualitative China AI regulation Lack of clear standards for 

GenAI in education.

Without clear regulation, teachers do not 

know how to integrate GenAI into active 

learning models.

Benítez et al. (2019) Mixed Spain Algorithmic bias Evaluation algorithms favor 

certain socioeconomic 

groups.

Need for pedagogical approaches that 

incorporate algorithmic audits into 

assessments.

Avello-Sáez and 

Estrada-Palavecino 

(2023)

Qualitative Global Constructivism and 

GenAI

GenAI can improve student 

autonomy and foster 

meaningful learning.

Constructivism-based approach: AI 

should be used to generate active learning 

rather than replace student creativity.
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regulatory policies at the international level to ensure that 
technological innovation is ethically managed. Pan and Yang (2021) 
add that regulations must include clear ethical principles to foster 
transparency and trust in these technologies. Figure 4 underscores the 
urgency of global and dynamic regulatory frameworks.

Regulatory frameworks aren’t just about managing ethical risks, 
they also shape how GenAI can genuinely contribute to better 
education. When there’s trust and clear accountability, it becomes 
easier to use these tools to personalize learning and streamline 
academic tasks.

5.2 Quality of education: personalization 
and academic efficiency

Figure  5 associated with the quality of education highlights 
concepts such as personalization, adaptive learning and efficient 
feedback, reflecting the transformative potential of GenAI in 
pedagogical environments. Singh (2024) argues that personalization 
allows content to be adjusted to the individual needs of students, 
optimizing their educational experience. Alali and Wardat (2024) 
stress that adaptive learning improves knowledge retention and 
educational inclusion. On the other hand Cao et al. (2024) warn about 
the risk of compromising academic integrity with an inappropriate use 
of these tools.

In addition, concepts such as accessibility and automated feedback 
stand out in the graph. It is noted that the digital divide can limit 
equitable access to these technologies in disadvantaged contexts 
(Walczak and Cellary, 2023). The need for teacher training programs 
to ensure ethical and effective use of GenAI in classrooms is 
emphasized (Bandi et al., 2023). In conclusion, Figure 5 confirms the 
potential of these technologies to improve educational quality, 
provided that inclusive and responsible strategies are implemented.

5.2.1 Genai’s impact on education
The integration of GenAI in education has sparked debates about 

its impact on teaching and learning. While some point to risks such 
as reduced human interaction, others argue that, when implemented 
in a pedagogically intentional way, GenAI can become a key tool for 
fostering student autonomy and active knowledge construction (Tan 
and Maravilla, 2024).

From a constructivist perspective, learning occurs when students 
actively participate in the construction of their knowledge rather than 
passively receiving information (Vygotsky, 1978). GenAI can serve as 
a catalyst for self-directed learning by providing environments for 
guided exploration and immediate feedback, stimulating critical 
thinking and metacognition (Jonassen, 1999). Rather than simply 
providing answers, these tools can encourage the formulation of 
questions and the exploration of multiple perspectives on the same 
problem (Papert, 1993).

In terms of collaborative learning, GenAI can also enhance socio-
constructivist approaches by facilitating the co-construction of 
knowledge in learning communities (Scardamalia and Bereiter, 2006). 
Tools such as intelligent conversational assistants and AI-based 
writing platforms allow real-time interaction with educational content 
and the receipt of personalized feedback. This reinforces the student’s 
autonomy and encourages the formation of deeper cognitive skills, 
promoting an active role in the acquisition of knowledge.

Still, to protect academic integrity, GenAI needs to be used with 
solid teaching strategies and clear rules in place. Siemens (2013) 
highlights that educational technology is only effective when it is 
integrated within learning models that prioritize creativity and 
problem-solving over simple task automation. In this context, the SDT 
of Ryan and Deci (2000) suggests that GenAI can strengthen students’ 
intrinsic motivation if implemented in an environment where they 
perceive autonomy, competence, and social connection. AI should not 
be  limited to being a provider of answers, but a facilitator that 
encourages guided exploration and the development of critical skills.

To achieve this, it is essential for educational institutions to design 
GenAI integration strategies based on collaboration and creativity. 
This involves:

 1 Teacher training in the pedagogical use of GenAI, ensuring that 
educators understand how to guide students in its critical and 
reflective use.

 2 Teaching digital literacy to students, enabling them to 
distinguish when and how to use AI ethically and productively.

 3 Implementation of hybrid models, where GenAI complements, 
but does not replace, human-centered teaching.

In conclusion, GenAI should not be seen as a replacement for 
traditional learning, but as an amplifier of students’ autonomy and 
critical thinking. An approach based on constructivist theory and 
TDS allows you  to maximize your potential without sacrificing 
fundamental pedagogical values.

5.2.2 Analysis with university case studies
To better understand GenAI’s impact on education, it is crucial to 

examine how diverse universities have implemented these 
technologies while managing ethical and regulatory challenges. Below 
are two emblematic cases of universities that have developed strategies 
to integrate GenAI responsibly into their educational environments: 
Stanford University and the University of Toronto.

5.2.2.1 Case 1: Stanford University—using generative AI in 
personalized tutoring

Stanford University has taken a leading role in testing GenAI in 
education, with projects like the Stanford Accelerator for Learning and 
its AI teaching guide from the Teaching Commons. In 2023, the 
university launched a series of efforts to integrate models like 
ChatGPT into university courses, not as automated tutors, but as tools 
to promote critical thinking, writing, and personalization of learning. 
These experiences demonstrated the potential of AI to improve 
student engagement and facilitate adaptive teaching processes. 
However, they also highlighted important challenges such as the need 
for digital literacy, the verification of generated content and the 
development of ethical guidelines for its responsible implementation 
(Stanford Accelerator for Learning, 2023; Stanford Law School, 2023). 
These initiatives underscore the importance of establishing strong 
institutional frameworks for the ethically and pedagogically valuable 
use of these emerging technologies.

5.2.2.2 Case 2: University of Toronto—regulation of GenAI 
in evaluation processes

In a different approach, the University of Toronto has focused its 
implementation of GenAI on learning assessment, especially 
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automated feedback on essays and written assignments. To ensure 
fairness and mitigate algorithmic biases, the university has developed 
a governance framework in which generative AI can only be used as 
a Support Tool and not as a substitute for human judgment (Guo 
et al., 2023). This framework regulates the use of GenAI in exams and 
academic papers, ensuring that final decisions remain in the hands 
of human professors and evaluators. In addition, Toronto has 
implemented an auditing system in which teachers and students can 
review the AI’s recommendations to verify their validity. This case 
demonstrates how proper regulation can mitigate ethical concerns 
and ensure that AI is used to strengthen, not replace, traditional 
educational processes.

Both cases reflect different approaches to the integration of 
GenAI in higher education, but they agree on the need for an ethical 
and regulatory framework that allows its benefits to be harnessed 
without compromising the quality or equity of learning. These 
examples highlight the key role of digital literacy and human 
supervision in the effective implementation of generative AI in 
educational settings.

6 Conclusions: legal challenges in the 
integration of GenAI in education

Bringing GenAI into education is not just about new tools, it 
raises tough questions around ethics, regulation, and what quality 
education really means. At the center of all this is the need to protect 
core rights like privacy, equality, and access. This study highlights how 
ethical principles need to be part of the law, especially when it comes 
to handling data, avoiding algorithmic bias, and being transparent 
about how these systems work. Promoting digital literacy is not a nice-
to-have it’s essential to make sure GenAI supports students, not puts 
them at risk.

Strong regulation is key to reducing the risks that come with 
GenAI. Adaptive and collaborative regulatory frameworks that 
prioritize transparency, accountability, and international cooperation 
are essential to safeguard individual and collective rights. Harmonizing 
global regulations and closing legal loopholes can prevent misuse and 
protect users, while ensuring that technological advancements align 
with societal values. This calls for a dynamic legal approach that 
responds to the rapid evolution of GenAI and its 
educational applications.

The potential of GenAI to transform educational quality highlights 
the importance of legal measures that ensure equitable access and 
mitigate risks of exclusion. Personalized learning and automated 
feedback, though promising, must be managed to avoid reinforcing 
educational divides or overreliance on technology. Regulatory efforts 
must also address teacher training and governance to create a balanced 
ecosystem where technology enhances learning outcomes while 
upholding the principles of inclusivity and equity.

Using generative AI ethically and effectively in education 
starts with having clear policies—both at the institutional and 
government levels. Based on existing governance models and what 
some universities are already doing, three key guidelines stand 
out. First, schools and universities should follow regulatory 
frameworks that ensure transparency and human oversight, like 

those in the IEEE Ethically Aligned Design. It’s also recommended 
that institutions create AI ethics committees to assess the risks and 
benefits of using these tools in teaching. Second, universities need 
clear internal rules on how GenAI is used in academic contexts. 
For example, the University of Toronto only allows AI to assist 
with assessments, not replace teacher judgment. Third, both 
students and educators should receive digital literacy training. 
This includes learning to identify algorithmic bias, critically 
evaluate AI-generated content, and apply these technologies 
responsibly in the classroom.

This analysis acknowledges certain limitations, including the 
quality and availability of data, which may restrict the 
comprehensiveness of the legal challenges addressed. Additionally, the 
lack of longitudinal studies hampers the ability to predict the long-
term effects of current regulatory measures. The rapid development of 
GenAI leaves room for unforeseen challenges that may emerge in the 
future, underscoring the need for continual research and 
adaptive policymaking.

Future studies should prioritize a law-centered approach to 
explore how regulations can evolve to address the ethical, educational, 
and technological implications of GenAI. Longitudinal research is 
essential to evaluate the sustained impact of these tools, while 
comparative international studies can identify best practices and 
expose regulatory gaps. It is also crucial to investigate governance 
strategies that foster cooperation among governments, educational 
institutions, and technology developers. Lastly, integrating ethical 
and digital literacy into legal frameworks can strengthen the 
protection of rights and build a foundation for responsible GenAI use 
in education.
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