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1 Introduction

As AI technologies continue to advance and influence healthcare, it is imperative

that medical education evolves to equip future physicians with the necessary skills

and understanding of AI applications. In pre-clinical curricula, AI tools can streamline

administrative processes, enhance teaching methodologies, and provide personalized

learning experiences for students. Moreover, AI has the potential to shape students’

professionalism, ethical decision-making, and critical thinking skills, which are essential

for their future roles in the medical field. However, this shift also raises critical challenges,

such as the need for ethical guidelines, adequate infrastructure, and avoiding over-reliance

on AI. Recent studies have shown a significant gap in formal AI education within medical

studies, while the general attitudes of students toward AI is positive (Bisdas et al., 2021)

This paper is based on a comprehensive narrative review of current literature and expert

discussions. It aims to identify the key areas affected by AI integration in pre-clinical

medical education, and to provide recommendations to maximize its benefits while

mitigating associated risks.

2 Challenges and opportunities

2.1 Organizational and administrative aspects

Universities face significant organizational challenges in integrating AI, such as

ensuring ethical AI usage, addressing data privacy concerns, and meeting infrastructural

requirements. Developing comprehensive policies to guide AI’s role in academic settings

is essential, including its application in exams, theses, teaching, and clinical decision-

making tools (Bisdas et al., 2021; Karabacak et al., 2023). Policy development requires good

cooperation between academic self-governance bodies (academic freedom) and university

management (management of personnel and financial resources, and enforcement of rules;

Abdul Kadir and Schütze, 2022).
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One significant opportunity presented by AI integration

is the optimization of administrative tasks. AI-driven

data analysis can improve resource management, allowing

universities to allocate resources more efficiently and effectively

(Knopp et al., 2023; Peacock et al., 2023). Additionally, AI

can enhance global collaboration in medical education

by facilitating communication and information sharing

across institutions worldwide. Implementing digital learning

infrastructures, such as virtual simulation labs and AI-assisted

learning platforms, has the potential to improve teaching

efficiency and provide innovative educational experiences for

students (Xu et al., 2024; Wu et al., 2024).

However, several challenges persist. Universities must

invest in digital technologies while balancing traditional

educational needs to prevent over-reliance on AI (Wu et al.,

2024; Kasneci et al., 2023). Ensuring equal and fair access

to AI tools for all students is crucial to avoid disparities in

educational opportunities. The freedom of teaching should

not be impaired by university-wide adjustments. Establishing

ethical frameworks is imperative to promote the responsible

use of AI, especially concerning patient data in AI models

(Wu et al., 2024; Li et al., 2024; Borenstein and Howard, 2021;

Gordon et al., 2024). Addressing these ethical considerations

is essential for safeguarding data privacy and upholding

academic integrity.

2.2 Impact on study program management

At the program management level, aligning the needs of

students and educators regarding AI usage in education is crucial.

This alignment impacts curriculum design, coordination among

educators, and the preparation of students for future job roles in

an AI-influenced healthcare environment (Civaner et al., 2022).

One of the primary challenges is ensuring that curricula

remain relevant amid AI’s growing impact on healthcare. This

necessitates significant restructuring of courses to integrate AI

tools while maintaining the essential human elements of medical

education, such as patient interaction and ethical decision-

making (Li et al., 2024; Chan and Hu, 2023; Khan et al.,

2023; Rasouli et al., 2024). Program managers must balance

the incorporation of new technologies with the preservation

of core medical competencies to provide a comprehensive

education under conditions in which these core competencies are

continually reassessed.

Conversely, AI offers opportunities to develop innovative

course structures that include experiential components. For

instance, AI simulations for clinical decision-making can enhance

learning outcomes by providing students with practical, hands-

on experience in a controlled environment. Additionally, AI

can help identify future job market needs, enabling study

programs to adapt their curricula and train students in AI-

driven medical technologies (Bisdas et al., 2021; Peacock et al.,

2023; Wu et al., 2022). This proactive approach ensures that

graduates are better prepared for the evolving demands of the

healthcare sector.

2.3 Impact on educators

For teaching staff, integrating AI into medical curricula

demands the acquisition of new skills and methodologies, as well

as an understanding of how to balance AI with traditional teaching

methods. AI tools such as virtual tutors and simulation resources

have the potential to greatly enhance the learning experience, but

only when applied appropriately. Therefore, educators need to be

trained adequately to use these tools effectively, and they need to be

willing to receive that training (Peacock et al., 2023; Li et al., 2024).

Opportunities for educators include utilizing AI-enhanced

teaching tools, including virtual simulations and real-time feedback

systems, which provide more personalized and adaptive learning

experiences for students (Chan and Hu, 2023; Zhang et al.,

2024). AI can also streamline assessment and grading processes,

allowing educators to devote more time to developing students’

higher-order thinking skills (Knopp et al., 2023). By reducing

administrative burdens, educators can focus on facilitating critical

analysis, problem-solving abilities, and clinical reasoning.

Nevertheless, challenges persist. Training educators in AI usage

is essential to ensure they can leverage these tools effectively and

confidently integrate them into their teaching practices (Knopp

et al., 2023; Wu et al., 2024). Additionally, ethical concerns

regarding the use of AI in education, such as issues of academic

integrity and potential biases in AI algorithms, need to be carefully

managed (Alam et al., 2023). Educators must be equipped not only

with technical skills but also with an understanding of the ethical

implications of AI to guide students appropriately.

2.4 Impact on students

Students can benefit significantly fromAI through personalized

learning experiences and real-time feedback, which allow them

to engage more deeply with educational content (Skryd and

Lawrence, 2024). AI technologies can tailor educational materials

to individual learning styles and pace, enhancing comprehension

and retention of information.

However, the risk of over-reliance on AI technologies poses

a significant challenge. There is a potential for undermining

critical thinking and problem-solving skills if students become too

dependent on AI for answers and guidance (Zhang et al., 2024).

Developing digital literacy skills is essential for students to critically

assess AI-generated information and to use these tools as aids rather

than crutches.

Opportunities for students include accessing tailored learning

resources based on their individual progress and needs (Kasneci

et al., 2023). AI-driven tools can assist with time-consuming tasks

such as literature reviews and data analysis, allowing students

to focus on more complex aspects of their studies (Wu et al.,

2024). This can enhance their learning efficiency and depth

of understanding.

Challenges include managing academic integrity, particularly

concerning AI-assisted assignments and exams (Chan and Hu,

2023). Studentsmust be educated about the ethical use of AI and the

importance of producing original work. Additionally, disparities
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in access to AI technologies can both bridge and widen gaps

in education, as the availability, functionality, and applicability

of tools may vary depending on university provisions and the

individual social backgrounds of students. Ensuring equitable

access and fostering an inclusive learning environment are essential

to prevent exacerbating existing inequalities.

3 Recommendations

3.1 For university administration

University administration plays a pivotal role in the effective

integration of AI into medical education. Firstly, establishing

clear ethical guidelines on AI usage in exams and research

is essential, with a focus on ethical concerns such as data

privacy, copyright, and academic integrity, particularly in the

clinical context (Wu et al., 2024; Li et al., 2024; Borenstein

and Howard, 2021). Promoting inclusivity is also crucial;

universities should ensure equal access to AI technologies for all

students by providing necessary resources and support, thereby

preventing disparities in educational opportunities. Investment

in robust digital infrastructure is required, including AI-based

tools for learning management systems and virtual simulation

environments, to support both students and faculty effectively

(Wu et al., 2024; Li et al., 2024). Implementing training

programs for teaching staff on the integration of AI into

curricula will ensure educators are equipped to use AI tools

effectively (Knopp et al., 2023; Li et al., 2024). Moreover,

developing frameworks for regulation and oversight is important

to monitor AI’s impact on student performance and academic

integrity, ensuring fair and equitable application across all

areas (Vilalta-Perdomo et al., 2023).

3.2 For study program management

Study program management must adapt curricula to

remain relevant in the face of AI’s growing impact on

healthcare. This involves restructuring existing curricula

by integrating AI-based tools into relevant courses while

maintaining critical aspects of patient interaction and human

contact (Peacock et al., 2023; Xu et al., 2024). Developing

specific AI-focused courses is recommended to introduce

students to basic AI concepts, current AI technologies in

healthcare, and future applications of AI in medicine (Knopp

et al., 2023; Wu et al., 2024). Encouraging interdisciplinary

integration through collaboration across departments can offer

students opportunities to work together on projects that solve

healthcare problems using AI (Knopp et al., 2023). Ensuring

alignment of taught skills and competencies with evolving job

market needs will help future physicians be prepared for AI-

integrated healthcare settings (Civaner et al., 2022). Additionally,

implementing appropriate assessment methods within AI teaching

environments is necessary to accurately determine students’

performance and scientific work, providing motivation for further

development (Boscardin et al., 2024).

3.3 For educators

Educators should embrace didactic innovation by

incorporating AI tools to complement traditional teaching

methods. This includes utilizing virtual tutors and AI-driven

feedback systems while maintaining face-to-face interaction for

the development of complex skills (Wu et al., 2024; Kasneci et al.,

2023; Zhang et al., 2024). Aligning curriculum development with

AI-driven learning by integrating experiential, problem-solving,

and simulation components can enhance students’ critical thinking

abilities (Xu et al., 2024; Li et al., 2024; Chan and Hu, 2023). Using

AI tools to streamline grading and offer personalized feedback

is beneficial, but educators must ensure proper oversight to

maintain academic integrity (Bisdas et al., 2021; Vilalta-Perdomo

et al., 2023; Tangadulrat et al., 2023). Furthermore, identifying

and demonstrating complementary skills to AI functionalities in

practical settings can provide students with context and relevance

to their theoretical knowledge (Katsamakas et al., 2024).

3.4 For students

Students should be trained in AI literacy, emphasizing the

responsible use of AI tools and the necessity of critical thinking and

scientific rigor when interpreting AI-generated results (Borenstein

and Howard, 2021; Weidener and Fischer, 2023; Katyal et al., 2024;

Jebreen et al., 2024; Nguyen, 2024). Encouraging students to use AI

tools to complement, rather than replace, traditional studymethods

can promote independent learning and problem-solving, as well as

accelerate time-consuming tasks like information extraction and

summarizing (Xu et al., 2024; Li et al., 2024). Equipping students

with the skills to critically evaluate AI-driven diagnostic tools and

integrate AI technologies into daily clinical practice is essential for

their future roles in healthcare (Tangadulrat et al., 2023).

4 Discussion

The integration of AI into medical education represents a

paradigm shift that offers both transformative opportunities and

significant challenges. Universities must carefully navigate ethical

considerations, infrastructural demands, and pedagogical concerns

to maximize AI’s benefits while mitigating associated risks. AI

tools have the potential not only to enhance learning but also to

influence the development of students’ professionalism and ethical

decision-making skills, which are essential for their future roles

as physicians.

In the context of increasing competition among universities,

the integration of AI into administrative, teaching, and research

activities becomes a strategic imperative. Implementing AI

technologies can differentiate institutions, create added value, and

provide relevant educational pathways that align with desired job

profiles in the healthcare market. Recognizing the opportunities

presented by AI allows higher education institutions to identify

complementary skills that should be incorporated into curricula

(Katsamakas et al., 2024). To overcome potential resistance to

change within institutions, it is crucial to communicate clearly
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about the opportunities and risks of AI integration and to involve

stakeholders in the planning process.

This paper has outlined a structured approach to AI

integration, emphasizing the importance of ethical oversight,

balanced curriculum development, and adequate training for both

educators and students. By addressing the identified challenges

and implementing the proposed recommendations, universities

can better prepare future physicians to operate in an AI-enhanced

healthcare environment, ensuring that medical education evolves

in tandem with technological advancements.

To fully harness AI’s potential in medical education—

particularly in the subsequent clinical training—future

considerations must include collaboration with clinical partners.

This collaboration is essential to ensure responsible AI integration,

with a strong emphasis on the ’human factor’ that AI cannot

replicate. Engaging clinical partners will help bridge the gap

between pre-clinical education and clinical practice, fostering a

holistic approach to medical training that combines technological

proficiency with essential human skills.

5 Conclusion

The integration of artificial intelligence into pre-clinical

medical education presents both promising opportunities and

notable challenges. By addressing ethical considerations, investing

in infrastructure, and providing adequate training, universities can

effectively incorporate AI into their curricula. Emphasizing the

balance between technological innovation and the indispensable

human aspects of medical practice will equip future physicians with

the competencies required in an AI-influenced healthcare system.
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