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This study examines the prediction accuracy of ensemble machine learning models 
by comparing local and global precision, recall, and accuracy for multiclass grading 
of engineering students. It also investigates the performance of various machine 
learning models in predicting the multiclass grading outcomes for these students. 
The primary goal is to address challenges in multiclass data preparation and 
evaluate the best machine learning models using both micro and macro accuracy 
metrics derived from baseline comparisons. The results highlight a significant 
comparative analysis of prediction accuracy across different algorithms, emphasizing 
the importance of employing multiple receiver operating characteristic curves, 
areas under the curves, and a one-vs-rest classification approach when target 
features are represented as letter grades. The algorithms examined include decision 
trees, K-nearest neighbors, random forests, support vector machines, XGBoost, 
gradient boosting, and bagging. Gradient boosting achieves the highest global 
accuracy for macro predictions at 67%. It is followed by random forests at 64%, 
bagging at 65%, K-nearest neighbors at 60%, XGBoost at 60%, decision trees at 
55%, and support vector machines at 59%. When considering micro prediction 
accuracy at the individual student level, support vector machines, random forests, 
and XGBoost closely align with true student grades, with accuracies of 19, 22, and 
33%, respectively, at baseline. Notably, these models accurately predict the C grade 
with 97% precision, whereas predicting the A grade proves more challenging, with 
an accuracy of only 66%. These findings are further corroborated by precision-
recall error plots. The grid search for random forest algorithms achieved a score 
of 79% when optimally tuned; however, the training accuracy was 99%. The 
results have implications for both students and educational institutions, helping 
identify areas for improvement and recognizing high achievers, which ultimately 
contributes to enhanced academic outcomes for engineering students.
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1 Introduction

This study discusses the importance of university education for young people and its role 
in national development. AI is revolutionizing pedagogy by enhancing personalized learning 
experiences and utilizing advanced machine learning technologies, directly addressing 
modern human requirements. The final grades of students are based on their previous grades 
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and internal assessments; therefore, it is essential to examine their 
academic background information to predict their final grades 
accurately. The research focuses on the engineering students of 
Pokhara University at the constituent college and explores the internal 
and final evaluations of student grade performance using ensemble 
machine learning for multi-grade prediction. The study used primary 
data from five engineering courses, including high school education, 
parent education, and whether the school is private or 
government-run, along with independent internal evaluations 
targeting GPA and previous grades from all educational institutions, 
both public and private, to predict student grades using machine 
learning data from three multi-stage sampling methods.

Studies suggest that machine learning can predict student grades, 
but educational leaders can prevent biases by establishing ethical 
guidelines, ensuring diverse data, conducting bias audits, fostering AI 
literacy, advocating for regulatory policies, and ensuring fair AI 
decision-making. The researcher Deo et  al. (2020) achieved a 
prediction accuracy of 74% using a random forest for mathematics 
students at an Australian regional university. Meanwhile, Alangari and 
Alturki (2020) employed linear regression and matrix factorization 
combined with fuzzy logic to predict multi-class grades, achieving the 
same 74% accuracy with random forest and an R2 value between 0.41 
and 0.44. Cui et al. (2020) developed a student learning management 
system for undergraduate engineering students at a Canadian 
university and found that students who scored more than 70% in 
previous records were more likely to fail the final exam of the next 
semester. Therefore, the variation among models and the 
recommendation of the best model and optimal hyperparameters 
need to be analyzed by comparing the area under the curve, feature 
importance, and the grading of previous diplomas. It emphasizes 
businesses combating AI marketing deception by adhering to ethical 
guidelines, data organization, transparency, and regulations while 
addressing concerns such as monopolization, data privacy, biased 
curricula, and reduced competition. The study is cautious about the 
effectiveness of student grade prediction based on macro and micro 
accuracy, particularly in the context of hybrid architecture.

2 Related works

The evaluation of modern letter grading is significant for several 
reasons: it ensures fairness and transparency by reflecting a student’s 
true performance while fostering consistency in assessments. It helps 
educators identify student strengths and weaknesses, enabling more 
targeted teaching strategies. Letter grading serves as a standardized 
measure of achievement, indicating a student’s potential for academic 
and professional success. However, it raises ethical concerns about AI 
in business education, such as excessive automation, biases, data 
privacy, and academic dishonesty. To address these issues, educational 
institutions should integrate AI ethics into curricula, promote 
responsible AI usage, and cultivate ethical business leaders through 
critical discussions and literacy. Additionally, it provides valuable data 
for informed decision-making regarding academic progression, 
curriculum changes, or interventions for at-risk students.

As educational systems evolve, evaluating letter grading helps 
assess the effectiveness of new grading methods and their alignment 
with modern learning objectives and tools. Wang (2024) applied a 

hybrid optimization method to different sets to identify factors 
influencing education. Regression neural network models were 
employed to categorize grades and integrate these optimal factors, 
allowing for an assessment of the performance of the proposed 
optimization process that achieved an impressive accuracy of 99%, 
demonstrating its significant impact on individual education (Sixhaxa 
et al., 2022). Wang (2024) evaluated three methods for binary and 
multiclass classification by calculating the Shapley value after using 
metaheuristic optimization techniques using ensemble machine 
learning models to handle dropout students. Goran et  al. (2024) 
employed the relief algorithm procedure of higher education to 
determine student dropout and academic success utilizing naïve 
Bayes algorithms; however, model accuracy was not compared, 
respectively. Kamal et al. (2022) and Keser and Aghalarova (2022) 
used linear regression, decision trees, and random forest to predict 
Moroccan students’ grades during the COVID-19 pandemic and 
found that random forest was the best-performing model (Arizmendi 
et al., 2022). Albreiki et al. (2021) achieved 97% accuracy using an 
ensemble model with 450 students’ samples and 10-fold cross-
validation using random forest. Similarly, Alsariera et  al. (2022) 
scored 78% accuracy with multidimensional features of student grade 
performance, while Bujang et al. (2021) proposed an expandable AI 
model to interpolate local and global scores with up to 90% accuracy 
using deep learning on online student datasets. Finally, Tarik et al. 
(2021) achieved 93% accuracy using random forest and 79% accuracy 
using k-nearest neighbors with student records from the Jourdan 
Faculty of Medicine and Pharmacy students. In a study conducted by 
Subahi et al. (2022) and Gamie et al. (2019), a neural network model 
was used to predict student scores of 1,307 undergraduate students 
across 137 courses, achieving an 85% accuracy rate. The authors 
identified course selection and failure management as important 
factors for both the organization and students (Adnan et al., 2022) 
also conducted research using logistic and naïve Bayes models for 
mathematics on an imbalanced dataset, achieving a 96.6% accuracy 
rate using support vector machine from ensemble learning, random 
forest, and data mining. Similarly, Alnwairan et al. (2022) used a 
convolutional neural network for e-learning on a massive open 
online course for Java, achieving an accuracy rate of 97% and a 
specificity score of 92%. Zhang et al. (2021) conducted research on 
1,074 student records with 34 ordinal variables, using the RF model 
to predict grades, with an accuracy rate of 85 to 83%. Hasib et al. 
(2022) conducted research on 4,034 international students, using 
random forest (100%), decision trees (94%), and support vector 
machine (100%) to identify performance, including mother and 
father education, average incomes, and previous diploma grades. 
Alshmrany (2022) used a naïve Bayes algorithm on a dataset of 399 
students to achieve a 72% accuracy rate. Badal and Sungkur (2023) 
found that the number of students whose grades declined due to their 
final exam performance was higher than those who improved. They 
used random forest methodology for both classification and 
regression to manage data with a 99% accuracy rate on both the test 
and training datasets. Features such as medium of instruction, time 
management, marks obtained in secondary education, parents’ 
education, living area, and type of school were found to be  the 
strongest indicators for student prediction in both 12th and bachelor 
grades of engineering. Matar et al. (2022) studied Spanish students 
(n = 60) who were both asylum seekers and university students, 
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finding that 18% declared having a university degree in 
communication subjects. Huynh-Cam et  al. (2022) conducted 
research on 145 universities offering massive online courses for 
entrepreneur development, focusing on teaching and research quality. 
Motaung et al. (2022) conducted a thematic analysis of 145 student 
questionnaires during the COVID-19 pandemic, finding that online 
video conferences were important for synchronous learning. 
Similarly, Hita and Bermejo (2021) used a random forest model on a 
dataset of 1854 Turkish university students from 2019 to 2020, 
achieving a 70–75% accuracy rate and a confusion matrix that scored 
64% for students who failed and 83% for those who scored above 
77%. Finally, Guerrero et al. (2021) used demographic characteristics 
of variables to predict student study, achieving an accuracy rate of 
75% using random forest and 50% using the Gaussian naïve 
algorithm. Yeung and Yau (2022) utilizing a hybrid ensemble of 
LightGBM and gradient boosting models was proposed, achieving an 
accuracy score of 96%, while a 91% accuracy was achieved in 
predicting mathematics course outcomes. Similarly, Yağcı (2022) 
conducted research on 244 upper-secondary level students in 
Thailand, using the XGBoosting algorithm and the gradient boosting 
algorithm. The cross-validation results showed that the XGBoosting 
algorithm performed the best. Based on the above literature, it is 
essential to analyze student information, including their internal 
marks and background information, to predict their future grades 
based on multi-class in the Bachelor of Engineering at a constituent 
college (Nuankaew and Nuankaew, 2022). AI is revolutionizing 
education by personalizing experiences, enhancing accessibility, and 
providing interactive learning. However, it may reduce hands-on 
experiences and problem-solving skills. Educational governance must 
establish ethical AI policies, comparing micro and macro accuracy 
across various tuning configurations to recommend the best-
performing model after evaluating different recommender 
model outputs.

3 Data preprocessing

Data preprocessing is a crucial step in data management that 
involves reorganizing and preparing research data into an 
understandable format. The student’s primary and secondary data 

scores, parent education levels, and high school information were 
collected through a questionnaire survey and may be  incomplete, 
inconsistent, or poorly managed regarding their values and attributes. 
Before deploying the model with training and testing datasets, data 
were aggregated, outliers were eliminated, and missing values were 
sometimes removed. This research included data preparation for 
feature engineering and target feature scatter plots to determine linear 
and non-linear relationships among variables. In this research, data 
preparation was conducted as follows:

After the data collection preprocessing, it is necessary to load the 
data into the Jupyter console and preprocess it. For numerical student 
records, median value imputation is applied along with the standard 
scaler. Categorical features, such as parent education and high school, 
are one-hot encoded using the chi-squared imputer. The target 
columns, which contain categorical student grades, are converted to 
a label-binarized format with university grades defined as 
classes = [‘A,’ ‘A-,’ ‘B,’ ‘B+,’ ‘B-,’ ‘C,’ ‘C+,’ ‘C-’]. Then, the data is 
combined with the axis set to True to create the research database. 
Since the student records contain numerical values with different 
scales uniformly distributed from −1 to 1, the data needs to be scaled 
for faster execution times during machine learning training and 
validation. The standard scaler object is used to fit and transform the 
data, and the target column is dropped. Finally, the data is 
concatenated and merged to construct the data table. The data 
pipeline was implemented as shown in Figure 1.

In machine learning, it is essential to distinguish between 
dependent and independent variables. The independent variables, 
denoted by x, are used to predict the dependent variable, denoted by 
y. The data is split into training and testing sets using an 80:20 ratio, 
and a random state of zero is used to ensure consistent results across 
multiple executions. Histogram plots are used to analyze the 
distribution of the student sample data sets for exploratory data 
analysis (Figure 2).

After one-hot encoding of the categorical variables and binarizing 
the target variables, the resulting feature values were normalized. 
Duplicate columns were removed and replaced with new column 
names. The resulting data was then organized into a data frame. 
Density distribution plots were generated for each subset of data based 
on target values to indicate whether students received letter grades. 
Standard deviation sets were also calculated for independent samples.

Research Data

Pre-Processing

Standard Scaler and 

Numerical Median 

Imputer

['A', 'A-', 'B', 'B+', 'B-', 'C', 

'C+', 'C-'] target/label binarize

Chi2 Imputer Categorical 

One-hot Encoder

Alongside the 

Target Feature

FIGURE 1

Data preparation flow diagram.
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Figure  3 shows the density plots based on target values, 
highlighting a significant imbalance in the variation of student grade 
target features.

Figure 4 shows the classification of eight multiclass categories 
of student grades based on their input scores. The second 
heatmap (Figure  5) displays the correlation between input 

features and target variables associated with grades. There are 14 
features, each contributing to the grades with varying degrees of 
significance. This indicates the need for further analysis using 
machine learning models. AI simulations across various 
disciplines provide interactive, immersive experiences that 
promote gamification, motivation, collaboration, and critical 

FIGURE 2

Histogram of student datasets.

FIGURE 3

Density line graphs.
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thinking while maintaining academic rigor. The integration of AI 
systems, human actors, and learning environments in education 
has evolved dramatically, requiring thorough analysis using 
diverse theoretical frameworks.

4 Materials and methods

In this study, the research database was divided into two parts. 
The first part included background information about 580 

engineering students, both successful and unsuccessful, from the 
Bachelor’s programs in Civil, Electrical, Computer, and Software 
Engineering gathered through primary data collection. The final 
grades of each student were obtained from the examination office 
of Pokhara University in the 2023 final university results. For 
ethical reasons, student names, roll numbers, and registration 
details were omitted from the analysis. Only students who 
successfully completed their university were analyzed, and their 
grades were classified using multiple grading classifications. The 
second part of the database included the respective internal marks 

FIGURE 4

Grade distribution.

FIGURE 5

Correlation plot.
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collected from the school, organized in row-wise data preparation 
using the VLOOKUP function in Excel. The null and alternative 
hypothesis statements assess the differences or effects occurring 
in the population. Modern science and engineering education 
must be analyzed and predicted based on previous diplomas to 
benefit both institutions and individuals. Therefore, to develop 
the most accurate model from the research data for predicting 
multi-class grades, the following model development process 
was followed.

After loading relevant libraries, such as make_classification, 
decision tree, AUC/ROC curve label binarization, and one-vs-rest 
classifiers, the machine learning model was trained using 
one-vs-rest classifiers and fitted with training data splits. The model 

was then tested in a for loop, predicting probabilities alongside the 
test scores.

The ROC curve for each class showed the false positive and 
true positive rates for both the test and predicted scores. 
Similarly, the macro and micro averages for each model were 
calculated after determining the function of each output score. 
The AUC, a scalar evaluation metric ranging from 0 to 1, was 
used to measure true positive and false positive values. The 
prediction-recall curve demonstrated that high recall predicts 
fewer positives with greater accuracy, whereas high recall 
predicts many positives but also increases false positives. 
Therefore, achieving a balanced model fit is essential, as reflected 
in the confusion matrix. Consequently, the model comparison 
and evaluation process in this research followed the architecture 
presented in Figure 6, after data preprocessing.

The baseline values, without any feature treatment from the 
architecture, are presented in Figure 7, with the summary accuracy 
displayed in Figure 8. The AUC curve indicates that decision tree 
classifiers achieved 55%, random forest classifiers 64%, support 
vector machines 59%, AdaBoosting 57%, XGBoosting 60%, 
logistic regression 65%, and bagging classifiers also scored 65%. 
The area under the curve for multiclass classification of student 
grades was best predicted by the random forest, logistic, and 
gradient algorithms, which outperformed the decision tree and 
XGBoost algorithms. This was further assessed using multiple 
model heat maps alongside accuracy, precision, and recall plots. 
Cohen’s kappa and Mathew’s coefficient indicated the lowest 
global accuracy in multi-class grade prediction when the false 
positive-to-negative ratio was considered under worst conditions 
(Table 1).

FIGURE 7

Ensemble AUC curve.

Database EDA Data

Splitting

Train set Testing set

Model

SVM

Performance Analysis 

Classifiers, F1, CMRecommendation

DT/ KNN

RF

Bagging/Boosting

S
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FIGURE 6

Model comparison process.
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4.1 Support vector machine

Support vector machines used a multidimensional hyperplane 
after optimizing each student’s grade classification via quadratic 
methods to separate multiclass student grade categorizations. The 
hyperparameter “c” regularizes the trade-off between classification 
error and the kernel, which indicates higher-dimensional linear 
relationships among them. A support vector machine with the 
kernel set to linear, probability set to true, and a random state of 0 

was used to classify the multiclass feature grades: A (55), A- (63), 
B+ (34), B (64), B- (50), C+ (43), C (46), and C- (71), respectively. 
Similarly, global dependency accuracy scores increased by 62%. 
When the Keras model was adjusted to polynomial, its accuracy 
score reached 22.4% in  local accuracy across multiple grades, 
improving by 29% as the overall global accuracy of the support 
vector machine increased.

Based on Table 2 and the micro-AUC-ROC curve, which presents 
macro and micro accuracy scores, we can conclude that there is a 
difference in internal accuracy scores and global variation across 
multiple scored features.

4.2 Random forest model

By randomly selecting subsets through column and row 
sampling, the random forest model aggregates data from multiple 
trees to classify multiclass student grades. The decision tree 
recursively splits the data until the final node in order to prevent 
overfitting. Using one-vs.-rest classifiers, the random forest model 
with default settings predicts multiclass student grades as follows: 
A (63), A- (64), B+ (59), B (59), B- (50), C+ (71), C (52), C- (59). 
Among these grades, B- exhibits the least accuracy, while C+ 
predicts the highest internal accuracy. Furthermore, the global 

FIGURE 8

Ensemble heat map of precision recall.

TABLE 1 Before and after datasets.

SLC PCL Parent SLC PCL Master Plus, Two PhD

67.6 89 Master 0.0154 −0.681 −0.945 0 0

59 77 Plus, Two 1.633 −0.681 0 −0.444 0

67 89 PhD 0.977 1.468 0 0 2.249

TABLE 2 Score for accuracy.

Grade Precision Recall F1 score

A 37 44 40

A- 18 36 24

B 1 10 18

B+ 30 11 0

B- 0 0 0

C 0 0 0

C+ 25 25 25

C- 33 18 23

Macro Avg 29 20 19
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ROC score of 64% indicates that the model performs averagely, 
accurately predicting over 64 true positives and true negatives 
(Figure 9).

The overall model performance for local classification was 
found to be unsatisfactory, as indicated by a balanced accuracy 
score of only 0.22. Gradient Boosting, on the other hand, is an 
algorithm that uses sequential predictions from weak models to 
enhance output, optimizing errors from each weak model to the 
next through gradient descent. This model assumes that all input 
features have non-linear relationships with one another to facilitate 
multiclass classification tasks. The model scored A (64), A- (71), B 
(56), B+ (56), B- (55), C (43), C+ (76), and C- (56), as illustrated in 
Table 3. Among these grades, C had the lowest accuracy, while C+ 
exhibited the highest accuracy within the local association. The 
macro average global accuracy was 66. The balanced accuracy score 
for each grade’s prediction was 20%, as shown in Figure 10.

4.3 Gradient boosting

The gradient boosting algorithm improved the output by 
following sequential predictions from weak models. The gradient 
descent optimization errors from each weak model are passed to 
the next model. However, this model presumed that all input 
features interacted as non-linearities with one another to create 
the best model. The student grade multi-classification received 
scores of A (64), A- (71), B (56), B+ (56), B- (55), C (43), C+ (76), 
and C- (56), as shown in Table 4. Grade C represents the lowest 
score, while C+ shows the highest accuracy when considering 
local association and macro average global accuracy, with a total 
of 66 global scores. Similarly, the balanced accuracy was 20% for 
each grade’s prediction, as demonstrated in the ROC curve in 
Figure 11.

4.4 Extreme gradient boosting

The XGBoost algorithm uses various optimization techniques, 
including L1 and L2 regularization and pruning, to eliminate 
unnecessary branching while enhancing accuracy and mitigating 
overfitting. It utilizes k-fold cross-validation to obtain the most 
accurate predictions. After applying multiclass classification  
with the one vs. rest model, the following scores were achieved: 
A (61), A- (65), B (54), B+ (57), B- (52), C (48), C+ (74), and C- 
(61). The C+ grade was predicted with the highest accuracy, 
while the B grades were the least accurate. The balanced accuracy 
score for this model was 35% for global macro accuracy 
(Figures 12, 13).

FIGURE 9

SVM ROC curve.

TABLE 3 Accuracy score.

Grade Precision Recall F1 score

A 19 31 23

A- 10 9 10

B 19 30 23

B+ 11 22 14

B- 0 0 0

C 0 0 0

C+ 17 50 25

C- 33 6 10

Macro Avg 19 22 17
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4.5 Bagging algorithm

The bagging algorithm initially selects a random subset of the 
data, enabling it to achieve the highest accuracy score by using 
majority voting for prediction. The decision tree algorithm is then 
used to create multiple predictors each time. The receiver operating 
characteristic curve can be used to classify the multiclass student score 
problem, predicting scores of A (58), A- (66), B (56), B+ (59), B- (49), 
C+ (79), and C (55). Grade C has the least accurate prediction, while 
C+ has the most accurate prediction among the local predictions. The 
macro average achieved a 66% accuracy.

The RandomForestClassifier algorithm was used to predict 
multiclass grades, with estimators =100, max_depth = 10, min 

samples split = 10, criterion = entropy, and random state = 42. 
The model’s local and global accuracy scores were calculated 
separately, and it is recommended for multiclass grade prediction.

The multiclass classification of students’ various grades, when 
combined with internal true positive and false positive, predicts less 
accurately than false vegetative grades. However, the precision-
recall and F1 scores were measured more accurately at 33% locally 
when the macro average used the C student grade to predict 97%, 
and the least A grade scored 66%, which is the best model. Similarly, 
when macro-averaged with global precision, accuracy is up to 33% 
without any errors. This model finally predicts correct predictions 
overall: 14 out of 73 predictions were scored correctly. The local 
accuracy is 0.19. Accuracy is similar per class with and without true 
negative concern; the sensitivity = TP/ (TP + FN) calculated 
globally, with TNs: 0.79% on average. The specificity = TN/ 
(TN + FP) global accuracy without TNs: 0.19% and global accuracy 
becomes 97% (Tables 5–7).

The error bar diagram for multiclass classification predictions 
using the random forest, support vector, and extra tree algorithms is 
shown in Figure 14. The random forest and extra tree models had 
classification errors in all categories, while the support vector 
machine had no errors in grades C and C+. The grades A and A- 
exhibited the highest similarity among the other grades. This 
indicates that the classification of student grades varied significantly 
across different grade levels.

The random forest, bagging, decision tree, and gradient boosting 
models achieved 100% training accuracy, indicating overfitting, while 
their testing accuracy was lower, as illustrated in Table 8. In terms of 
execution time, the decision tree algorithm performed significantly 

FIGURE 10

Random forest ROC curve.

TABLE 4 Accuracy score.

Grade Precision Recall F1 score

A 24 31 27

A- 23 27 25

B 13 20 16

B+ 16 33 21

B- 0 0 0

C 0 0 0

C- 10 25 14

C+ 33 12 17

Macro Avg 19 18 20
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faster, taking only 0.46 s compared to the K-Nearest Neighbors 
model, taking 1.56 s. Both were much quicker than the 
ensemble algorithms.

Similarly, when the target feature is simplified to only two 
categories—success or failure—the GridSearchCV tested and 
recommended the best parameter grid. For AUC, the optimal 
minimum sample split was found to be 2, achieving a score of 
80%. This model was well-tuned, although the training accuracy 
reached 89%. In terms of evaluation, the model also showed 
strong performance across recall, precision, and accuracy 
metrics. The feature importance plot above, as shown in 
Figure 15, indicates that high school scores in English, Math, and 
Physics were not found to be significant. However, the bachelor’s 
degree English score had the highest importance, while the high 
school percentage score ranked as the fourth most 
significant feature.

The above feature importance signifies that the English score had 
the most significant impact, which could be proved using decision 
tree algorithms as the central node from where trees grow for 
classification, as illustrated in Figure 16. Math2 is on the right side, 
and physics and chemistry are on the left side of the trees. After 
encoding the target feature label, the XGB regressor with 100 

iterations was estimated using the tree explainer of its model. The plot 
revealed that the “English1” feature had the highest importance, with 
waterfall SHAP values explaining 64% of the target GPA. In 
comparison, “English” accounted for 89%, “Math2” contributed 83%, 
and “Mixed Subjects” explained 67%. On the other hand, “Chemistry” 
showed a negative contribution of −13%, and “High School Grades” 
had the lowest impact at −29% when predicting bachelor letter 
grading in Figure 17.

5 Conclusion

AI is revolutionizing the prediction of student letter grades 
by analyzing vast amounts of data, predicting grades with high 
accuracy, and identifying patterns. This data-driven approach 
reduces bias and human error while providing real-time 
feedback to students. AI also offers personalized insights, 
guiding students on areas for improvement. It benefits both 
students and educators by providing early warnings, identifying 
at-risk students, and adjusting curricula, leading to more 
effective educational strategies and consistent, equitable grading 
across large student groups. In conclusion, this research focuses 

FIGURE 11

Gradient boosting ROC curve.

https://doi.org/10.3389/feduc.2025.1571133
https://www.frontiersin.org/journals/education
https://www.frontiersin.org


Rimal and Sharma 10.3389/feduc.2025.1571133

Frontiers in Education 11 frontiersin.org

FIGURE 12

XGBoosting ROC curve.

FIGURE 13

Bagging ROC curve.
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on predicting multiclass outcomes using precision, recall, and F1 
scores, with AUC/ROC curves employed to assess global 
accuracy related to student grades. Although the accuracy of 
machine learning models largely depends on training data, the 
sample distribution and target features exhibit polymorphic 
heterogeneity. To address overfitting and underfitting, model 
tuning should be  guided by comprehensive comparisons, 
considering not only accuracy but also the local and global 
influence on the target feature. Further analysis of the accuracy 

of the single baseline model is required, taking into account both 
local and global accuracy to determine the best-performing 
model. Additionally, train-test accuracy and execution time are 
crucial factors in evaluating model performance. The study 
found that gradient boosting, random forest, and bagging 
algorithms outperformed KNN and Bayesian models for 
multiclass grade prediction. Among the evaluated models, 
gradient boosting achieved the highest macro prediction 
accuracy at 67%, followed by random forest (64%), bagging 

FIGURE 14

Accuracy error bar plots.

TABLE 5 Accuracy score.

Grade Precision Recall F1 score

A 21 19 20

A- 15 18 17

B 7 11 8

B+ 20 40 27

B- 1 11 20

C 13 50 21

C+ 0 0 0

C- 25 12 17

Macro Avg 35 25 20

TABLE 6 Accuracy score.

Grade Precision Recall F1 score

A 25 44 32

A- 9 9 9

B 13 20 16

B+ 7 11 16

B- 50 6 10

C 0 0 0

C+ 8 25 12

C- 60 18 27

Macro Avg 30 22 18

TABLE 7 Accuracy score.

Grade TP FP FN Precision Recall F1 
score

A 6 20 6 16 40 23

A- 2 8 8 20 20 19

B 2 9 5 13 28 20

B+ 2 13 7 0 22 12

B- 1 0 14 6 16 2

C 0 0 2 0 12 0

C+ 1 6 3 14 18 19

C- 2 3 14 4 19 19

Micro-Averages 33 27 12

With TNs Without TNs

A 66 13

A- 78 10

B 89 11

B+ 68 12

B- 80 9

C 97 6

C+ 87 1

C- 75 10
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(65%), K-nearest neighbors (60%), XGBoost (60%), decision tree 
(55%), and support vector machines (59%). At the individual 
student level, support vector machines, random forests, and 
XGBoost provided the closest alignment with actual grades. 
Notably, these models successfully predicted the C grade with 
97% accuracy, while predicting an A grade proved more 
challenging, with an accuracy of only 66%. The ROC plots 

indicated that support vector machines performed best with 
one- vs- rest classification. Additionally, while C and C + grades 
were accurately classified without errors, both random forest 
and XGBoost models showed significant overlap in predicting 
different grade classifications. The XGB regressor, when 
evaluated using SHAP values, indicated that features such as 
diplomas had a higher importance score, with English and Math 

FIGURE 15

Accuracy summary (a) and feature importance (b).

TABLE 8 Train test and execution time of each model.

Model Train accuracy Train accuracy Test accuracy Test accuracy Execution time

Mean SD Mean SD

Random forest 100 0 51 28 10.82

Support vector 63 0.013 49 02 5.8

Gradient boosting 99 0.003 49 03 58.03

Bagging 100 0 51 03 20.14

Decision tree 100 0 40 04 0.46

K nearest 59 0.16 46 03 1.56

XGBoosting 100 0 49 03 16.04
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contributing over 89%. Based on these findings, this research 
suggests further exploration of hyperparameter tuning, 
particularly comparing the CAT Boost and LightGBM algorithms 
for predicting multi-level student grades.
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