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Introduction: Although Artificial intelligence (AI) has the potential to

revolutionize educational practices worldwide, particularly within the science

domain, the integration of such technologies in education remains a challenge.

This study investigates science teachers’ perspectives regarding AI and examines

how its integration influences teaching and learning processes. The research

employs the metaphor of a dedicated ant farm and a co-operative beehive

to analyze the potential of AI for enhancing science education. Two primary

mindsets are identified: ant-like and bee-like thinking. This conceptualization

illustrates how science teachers in the UAE perceive the integration of AI into

education. Two research questions guided the study design: (1) How do science

teachers perceive the impact of AI on science education’s effectiveness and

outcomes? (2) What insights do science teachers have regarding the integration

of AI into traits related to ant-like or bee-like thinking?

Methods: Consequently, a cross-sectional survey was carried out, designed to

collect data from 104 science teachers who voluntarily participated in this study

using a specifically developed and validated questionnaire.

Results: The findings indicate that the majority of teachers reported a high or

extraordinarily high level of understanding of the impact of AI integration in

science education, which implies strong agreement with its potential influence.

Discussion: The study’s findings offer a metaphor-based framework that

showed a wide range of responses to the ant-like thinking and bee-like thinking

metaphors, highlighting the complexity of science teacher perceptions. These

findings diagonalized the need for more evident conceptual framing and further

research on how such metaphors (heuristic tools) can be used to influence

teacher understanding and classroom application of AI in a science learning

context.
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1 Introduction

1.1 AI’s role in education

Artificial intelligence (AI) is a computer system that simulates
human processes and intelligence. Current technology has
developed programs that characterize or mimic human nature
and behavior (Holmes and Porayska-Pomsta, 2022). Technology
can simulate human behavior when trained using learning
algorithms (Darayseh, 2023). Ideally, AI uses a large amount
of information, observes patterns, and predicts a future state
(Jarrahi, 2018; Lee and Hauskrecht, 2021). AI deploys critical skills
such as learning, creativity, reasoning, and self-correction. There
are four general types of AI: reactive machines, self-awareness,
theory of mind, and limited-memory machines (Chung et al.,
2022). These types of AI offer various benefits to the users. By
automating tasks, AI’s growth and development have transformed
the labor market. Generative AI tools have also become
critical in business, education, and healthcare (Darayseh, 2023;
Al Arabi et al., 2023).

1.2 AI challenges in teacher adoption

AI has various disadvantages, including a deep technical
understanding, the fact that it is expensive, and that it results
in human unemployment (Korinek and Stiglitz, 2019; Dwivedi
et al., 2021). However, the benefits of AI far outweigh its
weaknesses, particularly in education and healthcare. The gaming
and healthcare sectors in the United Arab Emirates (UAE)
primarily employ AI (Darayseh, 2023; AlArabi et al., 2023).

The implementation of AI in education continues to pose a
significant challenge. In the field of science education, policies
aimed at integrating AI into the curriculum have yet to be
implemented. Consequently, the UAE remains behind in the
adoption of new technologies and platforms. Although there are
plans and steps to implement AI in science education, these
strategies require further improvement. Therefore, it is crucial to
conduct research to explore the potential applications of AI in
science education.

1.3 Theoretical grounding for
metaphorical frameworks

Thinking involves processing information, remembering facts,
and applying knowledge to various scenarios (Rumelhart, 2017;
Tairab et al., 2020). Thinking also entails making assumptions,
testing the idea against evidence and data, constantly updating
opinions in line with results, and generating new conclusions
(Baron, 2023; Khalil et al., 2023). Lake et al. (2016) stated that
humans have inherent thought biases that require evaluation
against the existing evidence. There are various types of human
thinking in science (Gibson et al., 2023; Shodiyev, 2023;
Alarabi et al., 2024).

Of the numerous cognitive models that guide scientific inquiry,
metaphorical explanations of thinking styles and behaviors can

offer revealing perceptions of how humans think about problem-
solving and collaboration. Teachers use these metaphors and
analogies, rather than literal comparisons, to describe certain
behavioral tendencies or personality traits in the thinking of some
species. This describes their thinking in a way that categorizes
their predominant behavioral tendencies or mindsets. Metaphors
simplify and offer a framework for understanding different modes
of thinking or organizational styles (Moffett, 2024; Shodiyev, 2023).
For example, ants are often associated with diligence, perseverance,
and strong work ethics (Sabouret, 2021; Foltýnek et al., 2023).
In terms of behavior, they are methodical, hardworking, and
focused on tasks. They may prioritize efficiency, organization, and
productivity. Ant-like thinking may involve meticulous planning,
attention to detail, and willingness to work diligently toward long-
term goals (Sabouret, 2021). The chief strength of ant-like mindsets
is their thought processes, which promote efficiency, thoroughness,
and strong work ethics (Foltýnek et al., 2023). However, as a
weakness, such thought processes may also lead to a lack of
flexibility or innovation if individuals become too focused on their
assigned tasks and fail to see a bigger picture (Sabouret, 2021).

Figure 1 illustrates ant-like thinking, characterized by
meticulous planning, attention to detail, and strong commitment
to long-term goals. This mindset fosters efficiency, discipline,
and perseverance, thereby ensuring systematic task completion.
However, its rigidity may hinder adaptability and innovation
as individuals may become overly focused on structured and
predefined objectives.

Conversely, bee-like thinking emphasizes individual skills,
wherein a group’s collective intelligence surpasses that of an
individual. Bees communicate and coordinate effectively to achieve
common objectives, explore ideas, and collaborate with diverse
groups (Sabouret, 2021). AI utilizes beelike thinking to develop
tools that facilitate individual expertise and learning through
collaboration with diverse individuals. Beelike thinking provides
optimal solutions for problems that require innovation and
creativity. Both species operate in a highly organized manner
within their group, each performing specialized roles to ensure
the success of the colony. Significantly, narrow-mindedness is
a characteristic of ants, whereas open-mindedness is associated
with bees. Ultimately, the relative efficacy of ant-like and bee-
like thinking depends on the context and specific objectives of
the current situation. In numerous instances, a combination of
both approaches may prove the most effective as it leverages the
strengths of each while mitigating their potential weaknesses (Olga
and Nadezhda, 2022; Ouyang and Jiao, 2021). Intelligence can
enhance the overall learning experience of science education by
incorporating both ant-like and bee-like principles. It possesses the
potential to create dynamic, adaptive, and collaborative learning
environments that better prepare students for future challenges
while fostering critical thinking, creativity, and effective problem-
solving skills (Olga and Nadezhda, 2022; Ouyang and Jiao, 2021).

Figure 2 illustrates beelike thinking, which emphasizes
collective intelligence, adaptability, and collaboration. This
mindset fosters innovation by integrating diverse perspectives and
dynamic problem-solving approaches. Individuals engage in open
communication and cooperative exploration to generate creative
solutions. However, its reliance on group interactions may lead to
inefficiencies or delays in decision-making.
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FIGURE 1

Ant-like thinking.

FIGURE 2

Bee-like thinking.

1.4 Rationale for the chosen metaphors

To frame teachers’ cognitive approaches (thinking styles) to AI
integration in science education, this study adopts these metaphors
of ant-like thinking and bee-like thinking. The rationale is that
ant-like thinking represents structured, collective, and task-driven
behavior; this is aligned with a set of traits that align with
traditional, procedural science learning (Zohar and Dori, 2003),
Where teachers emphasize structure, diligence, and incremental
task execution related to their teaching practices, therefore, these
traits are often linked with early or cautious stages of AI adoption
in science teaching pedagogies. In contrast, bee-like thinking
symbolizes adaptability, creativity, and synthesis, reflecting the
cognitive flexibility required to fully leverage AI’s interdisciplinary
potential (Sawyer, 2006), which also aligns with constructivist
and connectivist perspectives (Siemens, 2005) that cover or

capture traits such as adaptability, collaboration, and systems-level
thinking. More specifically, for teachers, these metaphors can help
them interpret their cognitive and emotional responses to AI in
science education. Therefore, by linking these cognitive metaphors
to established learning theories, the study moves beyond symbolism
to provide a framework that explains observed variations in their
attitudes toward the integration of AI in teaching science, revealing
underlying mindsets toward innovation and change. The use of
these metaphors can also highlight a broader issue in the field,
which is the gap between AI’s transformative capabilities in science
education and its limited acceptance by schools, teachers, and
learners (Holmes et al., 2019).

Science classrooms throughout the UAE adhere predominantly
to traditional teaching and learning methodologies. This
approach limits the potential of AI to personalize learning,
enhance comprehension, and foster creativity. Students lack
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access to AI-powered tools that can promote inquiry, facilitate
experimentation, or encourage the critical analysis of intelligent
outputs. Consequently, this deficiency not only diminishes the
potential for problem solving and future innovation but also
potentially impedes efforts to address global challenges, thereby
hindering economic growth. The current situation is characterized
by a significant disparity between the inherent capabilities of AI
in science education and its limited accessibility and acceptance
by educational institutions, teachers, and students. Despite AI’s
capacity to facilitate learning, generate innovative solutions, and
support academic advancement across various disciplines, the
UAE’s educational landscape lacks a comprehensive understanding
of its advantages in scientific education (Marquez et al., 2022).
This has created a disconnect between the students and the global
academic community. These disparities can be mitigated by
developing a more comprehensive understanding and improved
communication regarding AI in education, as it has the potential
to assist learners in mastering specific scientific concepts and skills.
This approach would revolutionize science education and create
a more inclusive and globally competitive learning environment
throughout the UAE. Therefore, there is an urgent need to advocate
the widespread dissemination of information regarding the broader
benefits of technology utilization in science education.

2 Purpose of the study

This study aimed to investigate the current practices of
science teachers in the UAE. Specifically, in the context of
potentially incorporating AI into science education, there are two
main mindsets (ant-like and bee-like). By focusing exclusively
on the current methodological practices of both ants and bees,
collectively, it is mindset-like. Thus, the integration of AI tools and
methodologies into science education could potentially identify the
current approaches, challenges, and opportunities. Moreover, this
study represents an inquiry into a comprehensive understanding
and foundation for feasible future advancements. The unexplored
domain in which AI and science education intersect establishes the
groundwork for AI development and integration across various
educational domains. Therefore, these findings can serve as a
catalyst for a new era of learning in which technology empowers
and inspires teachers and students to think critically about
any subject matter. Consequently, two research questions were
addressed: (1) How do science teachers perceive the impact of AI
on the effectiveness and outcomes of science education? (2) What
insights do science teachers have regarding the integration of AI
into traits related to ant-like or bee-like thinking?

3 Significance of study

Although researchers, such as González et al. (2017) and Zhai
et al. (2021), have extensively discussed AI’s contribution to the
development of teaching, learning, and instruction, there is a dearth
of research on AI and its applications in the UAE. This study aims
to bridge this research gap by enhancing the efficiency of teachers’
classroom practices by applying AI to both teaching and learning
processes. Furthermore, this study uses analogies of ants and
bees to reshape teachers’ perspectives on teaching strategies, such

as cooperative learning, problem-solving, and analytical thinking,
potentially facilitating effective science learning. The findings of
this study underscore the potential utility and integration of AI
capabilities in the teaching and learning processes, providing
learners with a range of innovative and engaging educational
experiences. Moreover, this study draws comparisons between the
cooperative methods of ant and bee colonies, and more efficacious
science learning. Additionally, the findings of this study will be
valuable in enhancing professional development programs for
science teachers to effectively implement AI in their instructional
practices.

4 Literature review

4.1 Theoretical framework

The relationship between AI and science education is
predicated on the mechanisms of information retention and
learning in individuals (Ng et al., 2023). Cognitive learning
perspectives, which elucidate the construction and development
of knowledge, serve as the foundation of this study. From a
cognitive learning perspective, the primary assumption is that
mental processes play a critical role in how individuals learn and
form an understanding (Johnson, 2019; Khalil et al., 2023). Student
cognition is integral to the cognitive processes that are essential
for learning (Adnan et al., 2021; Liu et al., 2024). By processing
substantial volumes of data generated during learner interactions
and data analysis, AI in science education influences learners’
cognitive processes by accelerating their semantic processes (Ng
et al., 2023; Al Arabi et al., 2023). Consequently, knowledge
construction facilitates learners in identifying patterns, assessing
the relevance of learning experiences, and making data-driven
decisions for constructing knowledge. According to the cognitive
learning theory, individual cognition determines learners’ affective
and behavioral responses (Slovic et al., 2004). This is particularly
salient in science education, where thoughtful abstraction is
crucial for understanding and interpreting information that
appears concrete or simplified (Luckin and Cukurova, 2019;
Alarabi et al., 2022). AI facilitates such learning processes as
it engenders a gradual progression from concrete to abstract
information, which ultimately promotes mastery (Johnson, 2019).
AI also influences individuals’ beliefs. For instance, when students
internalize the notion of not being proficient in physics, they
perceive it as challenging. In such cases, AI assists students to
make physics more cognitively accessible. If subject complexity
is high, students can request AI to further simplify it until it
becomes manageable. Thus, after assisting learners in the initial
physics tasks, AI altered learners’ perspectives by facilitating the
comprehension of increasingly complex concepts. The integration
of AI in science education is gradually reshaping pedagogical
approaches by enabling personalized, creative, and interactive
learning environments. As highlighted in Arıcı’s (2024) review,
AI technologies (e.g., ChatGPT) can autonomously generate
instructional content that is ideal for a teaching pedagogy
that simulates scientific phenomena for more straightforward
interpretations and quicker acquisition of their concepts and
supports hands-on learning through realistic virtual scenarios
(Krenn et al., 2022). It is worth mentioning that this incredible
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potential can confirm a deeper understanding of complex concepts
and reduce cognitive demands to get over any delay or hindered
understanding of advanced complicated scientific phenomena
(Arıcı, 2024).

Another potential element of AI is the enhancement of
deep work in the learning process from the elementary school
to university levels (Perrotta and Selwyn, 2020). Specifically,
learners can engage in meaningful abstraction for extended periods
without distractions, which may influence their learning and
cognitive processes. In the contemporary context, such higher-
level thinking has become more challenging for learners than in
distracted environments (Dignum, 2019). However, by facilitating
problem resolution, AI enables learners to engage in higher-level
cognitive processes that are essential for learning (Perrotta and
Selwyn, 2020). For instance, when initiating an essay, most word-
processing programs implement corrections and provide improved
sentence structure. Grammarly is an AI tool that offers a correct
sentence structure. ChatGPT facilitates the writing process. When
learners experience cognitive obstacles, they can obtain support
that maintains their cognitive engagement with the task at hand
(Johnson, 2019). According to a recent survey of more than 1,600
researchers worldwide, many scientists anticipate that AI will soon
become central to research practices (Van Noorden and Perkel,
2023).

The current study employs two metaphors to explain how
behaviors are formulated or will be formulated according to given
parameters within the context or the community. Metaphors
of ant-like and bee-like thinking, which are derived from the
principles of swarm intelligence (Nayyar and Nguyen, 2018;
Critchlow, 2023) and Distributed Cognition Theory (Hollan
et al., 2000; Green, 2013). These fields of study illustrate
how decentralized decision making and emergent behaviors
develop from the interactions of simple agents within complex
environments. Ant-like thinking is characterized by sequential,
rule-based, and reinforcement-driven problem-solving, similar to
how ants utilize pheromone trails to determine optimal paths
(Garnier et al., 2007). This approach aligns with structured
procedural learning methods in education. Conversely, beelike
thinking emphasizes exploration, adaptability, and distributed
communication (Wise et al., 2014), reflecting dynamic, networked,
and inquiry-based learning strategies that are important as
highlighted in the UAE science curricula (Khurma and El
Zein, 2024). Research on cognitive learning theory supports
these metaphors, indicating that sequential learning (ant-like) is
beneficial for novices, whereas more exploratory approaches (bee-
like) benefit advanced learners. Furthermore, Csikszentmihalyi’s
(2014) flow theory proposes that alternating structured and flexible
learning modes can enhance engagement and cognitive efficiency.

4.2 Historical perspective

Alan Turing’s 1950 publication of “Computer Machinery and
Intelligence” marked the inception of artificial intelligence (AI).
Subsequently, in 1952, Arthur Samuel developed a program
capable of autonomously playing checkers (Woolridge, 2022). AI
experienced rapid advancement in the late 1950s and the 1960s,
with the creation of programming languages, films, and books
(Garnfinkel and Grunspan, 2018; Fleck, 2018). AI progressed at a

more moderate pace in the 1980s and the early 1990s as investors
were scarce due to the global economic downturn (Woolridge,
2022; Lee, 2018). Despite the economic challenges of this period,
comparable software from 1970 onward facilitated the launch of
the Hubble telescope and sequencing of the entire genome in the
1990s (Hagen, 2000; Levay, 2021). Significant advancements across
scientific disciplines have occurred since the early millennium
(Lee, 2018; Woolridge, 2022). In 2011, Apple introduced Siri,
which was the first AI virtual assistant. In 2020, OpenAI initiated
GPT-3 testing, followed by the development of DALL-E in 2021
(Woolridge, 2022). In 2022, OpenAI launched ChatGPT, which
enabled essay composition (Lund et al., 2023). Through intuitive
processing, AI operates through multiple imputations of large
datasets. By analyzing the behavioral patterns within these datasets,
AI modified the algorithms to generate estimates. Dignum (2019)
asserted that the initial step involves the engineer inputting data
into a program. Text, videos, and images can serve as input data.
Data context and desired outcomes were defined. The second
step entails data processing, during which AI determines the
computational approach. Contingent upon pre-programmed data,
AI interprets real-time information to adhere to specific behavioral
patterns. Following the processing, the data output was obtained
through prediction (known as imputation). AI can correct and
adjust errors (Johnson, 2019). The final stage is an assessment in
which the AI analyzes the data and estimates the probability of
its predictions. There are various types of AI. The first is natural
language processing (NLP), which enables computer programs
to comprehend, modify, and generate human languages. NLP
can interrogate voice and text data. ChatGPT and Siri (a voice-
language assistant) exemplify NLP applications (Moore, 2019).
Another category of AI is computer vision, which facilitates
the generation of meaningful messages from images and video.
For instance, computer vision encompasses the face and finger
unlocking capabilities of a smartphone. Robotics is another form
of AI. Robotics involves programming AI tools to replicate human
movement (Sabouret, 2021). Starship delivery robots and Nimbo
security robots are examples of robotic AI.

The metaphor “scientists should be like bees and not ants
or spiders” comes from Francis Bacon’s writings, in which he
compares different methods of gaining knowledge and conducting
scientific inquiry (Bacon, 2014; Danziger, 2002). Ants symbolize
those who focus solely on empirical data collection and lack
a deeper analysis or transformation. They gather facts but do
not innovate or theorize. On the other hand, spiders symbolize
individuals who depend on abstract reasoning, constructing
theories based solely on their own ideas or previous knowledge,
without empirical grounding. However, Bees exemplifies this
optimal approach. They collect knowledge from external sources
(similar to flowers) and transform and refine it into something
new and useful (comparable to honey). The true labor of
philosophy mirrors this process, as it neither depends solely
on cognitive abilities nor merely stores raw data from natural
history or mechanical experiments but instead transforms and
processes it within the understanding (Draaisma and Vincent,
2000; Bacon, 2014). Bacon advocates scientists to embrace this
balanced approach: acquiring knowledge through experimentation
and observation while critically engaging with and transforming
that knowledge into new theories and applications (Bunge, 2017;
Jalobeanu, 2015).
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4.3 AI and science education

A study by Darayseh (2023) on the acceptance of AI in
science education has revealed positive outcomes. According to
science teachers, AI has positive implications for ease of use, self-
efficacy, and attitudes. This research indicates that both teachers
and learners perceive AI as beneficial for science education. Nja
et al. (2023) assessed the impact of AI on science education.
The results revealed that the implementation of AI in science
education enhances the ease of instruction and student learning.
AI has enabled teachers to articulate concepts more effectively
than traditional teaching methods have. Furthermore, Li et al.
(2024) examined the performance of 23 student teachers in
“Human-Human” and “Human-Machine” collaborative learning
approaches. Their study found that student teachers who utilized
AI-generated activities demonstrated improved critical thinking
skills, completed tasks more efficiently, and experienced a reduced
cognitive load. Moreover, additional researchers have discovered
that AI enhances student learning in areas where students
encounter difficulties (Yang et al., 2021; Chen et al., 2022). The
literature indicates that AI positively influences science education
by improving learning and instruction.

Abstract thought plays a critical role in science education
because it provides a problem-solving system (Matthee and
Turpin, 2019; Lamb et al., 2018). According to Dignum
(2019), thinking provides a systematic method for offering
solutions to problems experienced by people. Consequently,
when one method of thinking is ineffective, an individual can
explore alternatives. Different thinking methods facilitate effective
problem-solving (Cocking and Mestre, 2013; Wismath and Orr,
2015). Additionally, thinking is important in science education as
it distinguishes assumptions from facts. Rather than relying on
abstract assumptions, thinking enables the assessment of evidence
as the basis for drawing conclusions (Sjöström and Eilks, 2018).
Beyond insisting on evidence, thinking in science education
also evaluates the reliability of evidence (Kneusel, 2023). Science
education typically requires updating evidence over time (Kuhn
and Modrek, 2022). Evaluating evidence facilitates the development
of new methods to draw conclusions.

AI systems emulate human cognitive processes in several
ways. In terms of ant-like cognition, AI robotics replicates
the characteristics of ants, including collective intelligence, task
completion efficiency, and rule adherence. AI applications in
science education facilitate the decomposition of problems into
smaller components and provide solutions (Moore, 2019). In the
context of science education, AI tools adhere to predetermined
rules and accomplish tasks within specified time frames. AI can
establish programs that require students to work collaboratively,
thus creating an ant-like cognitive structure (Seeber et al.,
2020). Furthermore, AI generates cues for learners to facilitate
the process and deconstruct complex tasks. Conversely, beelike
cognition promotes individual expertise and exploration of ideas
from diverse backgrounds. AI employs beelike thinking when
developing learning tools for students (Sabouret, 2021). AI creates
tools that emulate teachers and tutors to assist learners with
difficulties in developing their skills (Dignum, 2019). Moreover, AI
facilitates collaboration between students and teachers from diverse

backgrounds (Dignum, 2019). The varied perspectives offered
foster creativity and innovation.

AI tools typically utilize decentralized processing and
distributed learning, which draws inspiration from collaborative
and creative beelike navigation systems (Rahmadika et al.,
2022). This replicated the interconnectedness of the hive,
resulting in enhanced learning efficiency, resilience, and
adaptation. The objective of AI designers is to augment an
extensive digital knowledge repository using collective intelligence
(Saurabh et al., 2019).

5 Materials and methods

A cross-sectional survey design was chosen for its ability
to efficiently collect quantifiable data from a large sample of
science teachers within a particular window of time. This method
facilitated the identification of overall trends in the science
teachers’ perceptions and awareness related to AI integration.
Research acknowledges how mixed-methods design would have
added richness in the form of interviews or open-ended responses,
however, the scope of the current study was set toward acquiring an
overview of prevalent attitudes and levels of knowledge, little, high,
extremely high, etc.

A cross-sectional survey was conducted to examine science
teachers’ perspectives on AI integration into science education.
Cohen-Mansfield et al. (2016) define questionnaires as tools
for collecting self-reported data on participants’ views, opinions,
and experiences. Cross-sectional surveys are efficient in quickly
collecting data from a broad sample of participants (Creswell and
Hirose, 2019). This design elucidates the scientific community’s
perspective of AI in science education. Participants’ perspectives
on AI in science education were assessed using the Scale for AI in
Science Education through Ants and Bees Thinking (AI-SEABT).

The AI-SEABT scale has been developed by a panel of
subject matter faculty in science education, information and
communication technology, and research experts to capture
science teachers’ cognitive orientations toward AI integration in
their science teaching practices or used pedagogies grounded in
metaphor-based cognitive theory and pedagogical literature. The
scale consists of three subscales: (1) Procedural Engagement, (2)
Collaborative Adaptability, and (3) Transformative Openness. The
first subscale reflects ant-like thinking, aligned with behaviorist
and task-oriented teaching models, focusing on individual effort,
routine, and linear AI use that aims to support instruction (Zohar
and Dori, 2003; Reigeluth, 2013). The second and third subscales
reflect bee-like thinking: Collaborative Adaptability captures
attitudes toward shared inquiry, peer-learning, and responsiveness
to change—aligned with constructivist and connectivist pedagogies
(Sawyer, 2006; Siemens, 2005), while Transformative Openness
addresses broader epistemological beliefs (whether AI integration
would affect learning, mental processes, or believing that science
can be learned through inquiry) and willingness to reimagine
science learning through AI. Item generation followed a deductive
approach, where constructs were derived from theory and
validated metaphorical frameworks, then operationalized into 5-
point Likert-scale items.

To ensure the AI-SEABT scale validity, the developers reviewed
and provided feedback to ensure scale validity, the feedback
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TABLE 1 Cronbach’s alpha values for the questionnaire.

Constructs No of
items

Mean Standard
deviation

(SD)

Cronbach’s
alpha (α)

UAC 6 4.763 0.446 0.968

ALT 10 4.212 0.387 0.874

BLT 10 4.116 0.524 0.896

TABLE 2 Understanding of AI functionalities and levels of AI thinking.

Constructs No of
items

Questionnaire
items

UAC 6 1, 2, 3, 4,5,6

ALT 10 8, 11, 13, 15, 17, 18, 21, 22,
25, 26

BLT 10 7, 9, 10, 12, 14, 16, 19, 20,
23, 24

TABLE 3 Participant characteristics.

Subject N Percentage (%)

Biology 34 32.7

Physics 46 44.2

Chemistry 24 23.1

Total 104 100

required the tool to be refined and get piloted to evaluate three
important main jobs: First, their revisions to ensure the theoretical
coherence with the metaphors and instructional realities of AI use
in Abu Dhabi schools. Second, to ensure that the data collection tool
moves beyond attitude measurement and instead, it function as a
heuristic diagnostic for categorizing science teachers’ dispositions
toward AI integration across instructional, collaborative, and
epistemological domains. Third, the revisions required piloting
test to ensure item clarity across the recruited participants. Their
suggestions have enhanced the instrument’s construct validity.
Cronbach’s alpha for the internal consistency metric was calculated
(Table 1). A high score of 0.913 suggests that the questions
effectively capture the intended constructs. The AI-SEABT, which
focuses on participants’ understanding of AI functionalities and
analogies, consists of 26 items (Likert-type statements) designed to
provide quantitative data on participants’ levels of AI awareness.

Table 2 details the categorization of the items into three core
constructs: Understanding AI Capabilities (UAC), Understanding
the Analogy (Ant-Like Thinking) (ALT), and Understanding the
Analogy (Bee-Like Thinking) (BLT). Each questionnaire item
utilizes a 5-point Likert scale ranging from 1 (strongly disagree) to
5 (strongly agree).

The data collection procedures were designed to guarantee
consistency and ethical compliance. A purposive sampling
technique was employed to recruit 104 science teachers (Physics,
Chemistry, and Biology) from various schools across Abu Dhabi
and Al Ain (Table 3). Participants were recruited from among those
enrolled in a professional diploma program at Al Ain University,
who provided informed consent to participate in the study. The
researchers communicated the survey link to all program chairs

and their science instructors teaching in their programs. The link
to the survey starts with the informed consent section and the
opt-out statement that makes participants aware of their right to
stop at any time during the completion task or not to agree if
they decide to, which indicates voluntary participation. The consent
form section has sufficient information for participants, stating
that there are no consequences for their participation, rewards, or
any financial incentives. Instead, the researcher will send a thank
you message and express appreciation upon the completion of the
survey. There were two rounds of sharing the survey link, In the
first round, researchers received 83 responses out of 210, and in the
second round, 2 weeks later, when a reminder was sent out by the
instructors, another 21 responses were completed.

6 Results

6.1 How do science teachers view the AI
impact on the efficacy and outcomes of
science education?

To address research question one, descriptive statistics [Mean
(M) and Standard deviation (SD)] were calculated to analyze
teacher responses regarding their understanding of AI capabilities.
Table 4 presents the distribution of teachers’ responses to the
questionnaire understanding AI capabilities (UAC) construct. The
results indicated that most teachers reported a high or very high
level of understanding of AI capability items. The mean scores
for the six items ranged from 3.04 to 4.57, with only one item
falling below 3.41. Nevertheless, all items remained within the
“high understanding” category. The highest mean score (4.57)
corresponded to the statement “I believe AI has the potential to
revolutionize science education,” indicating a strong agreement
with AI’s potential impact. Conversely, the lowest mean score (3.01)
was associated with the statement “I am familiar with the concept
of artificial intelligence (AI),” suggesting a potential gap in teachers’
baseline knowledge of AI itself.

The interpretation of mean scores in Tables 1, 2 followed a five-
level scale commonly used in educational research to categorize
Likert-type responses: Very High (4.21–5.00), High (3.41–4.20),
Moderate (2.61–3.40), Little (1.81–2.60), and Very Little (1.00–
1.80). This classification was adapted from similar scales used in
previous studies analyzing teacher attitudes and perceptions (e.g.,
Alharbi, 2015), and was reviewed for appropriateness in the context
of the current study.

6.2 How do science teachers grasp the
ant-bee metaphor-AI relationship?

Descriptive statistics were calculated to analyze teachers’
responses regarding their understanding of the analogy between
AI and insect-like thinking. Table 5 presents the distribution of
teachers’ responses (physics, chemistry, and biology) based on their
comprehension of the analogy between AI and ant-like thinking.
For ant-like thinking biology, the teachers had the highest mean
scores (M = 3.6), followed by chemistry (M = 2.1), and physics
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TABLE 4 Descriptive analysis of teachers’ responses for understanding AI capabilities.

Understanding AI capabilities Mean SD Degree*

I am familiar with the concept of AI. 3.01 0.64 Moderate

Do you believe AI could enhance science education? 4.41 0.35 Very high

AI can explain complex scientific concepts in a way that is understandable to all students. 3.98 0.88 High

I believe AI has the potential to revolutionize science education. 4.57 1.01 Very high

AI integration in science education can improve student learning outcomes. 4.34 0.73 Very high

AI technologies can be effectively applied to real-world scenarios to teach science concepts. 4.01 0.54 High

Overall scores 4.05 0.69 High

*Very high (4.21–5.0), High (3.41–4.20), Moderate (2.61–3.4), Little (1.81–2.60), and Very little (1.0–1.80).

TABLE 5 Means scores and standard deviations for measures
of AI-SEABT scale.

Type of
thinking

Subject N Mean SD

Ant-like (mean) Physics 46 1.87 1.01

Chemistry 24 2.1 1.0

Biology 34 3.6 0.93

Total 104 2.52 0.98

Bee-like (mean) Physics 46 4.81 0.67

Chemistry 24 4.68 0.81

Biology 34 2.69 0.87

Total 104 4.06 0.78

teachers had the lowest mean score (M = 1.87). Additionally,
regarding beelike thinking, an analysis of mean scores showed that
physics teachers had the highest mean score (M = 4.81), followed
by chemistry (M = 4.68), and biology teachers had the lowest mean
score (M = 2.69).

Table 6 presents the distribution of the teachers’ responses
based on their comprehension of the analogy between AI and ant-
like thinking. Teacher responses exhibited a wide range, with the
majority falling into either low or high categories. The mean score
across the 10 items varied considerably, ranging from 1.45 to 4.91.
Notably, only one response was classified as moderate, and two
were categorized as very low. The responses for all 10 items were
within the “little” category, suggesting that teachers generally do not
perceive AI as functioning similarly to ant-thinking.

Table 7 illustrates the distribution of teachers’ responses
concerning their understanding of the analogy between AI and bee-
like thinking. The teacher responses demonstrated a wide range,
with the majority falling into either the very high or moderate
category. The mean score across the 10 items varied substantially,
ranging from moderate 2.88 to very high (4.81). Notably, two of
the responses were classified in the high category. The responses
for all 10 items were within the “high” category, indicating that
teachers generally perceive AI as functioning similarly to bee-
thinking.

In conclusion and beyond these descriptive statistics, the
subscale-level trends reveal meaningful contrasts in teacher
orientations toward AI integration in their teaching practices. For
example, the Bee-like Thinking subscale scored highest (M = 4.06),
particularly for items related to personalization, engagement,

and adaptive learning, which indicates a strong alignment with
constructivist and connectivist approaches (Siemens, 2005; Sawyer,
2006). In contrast, Ant-like Thinking scored lowest (M = 2.52),
with minimal support for AI’s role in collaboration or structured
teamwork, indicating reluctance, hesitance, or feeling unconfident
toward procedural or collective AI applications (Zohar and Dori,
2003). These patterns highlight a preference for individualized over
task-driven uses of AI in science education.

6.2.1 ANOVA
A normality test was performed to determine if the data were

normally distributed, and because the p-value of the Kolmogorov-
Smirnov test was greater than 0.05, the dataset was normally
distributed. Moreover, the Levene test for equality of variances was
used to assess the homogeneity of the variance, and the results were
not significant (p > 0.05). Levene’s test was used for the students
in the pre-test. A one-way Analysis of Variance (ANOVA) was
used to determine whether there were any statistically significant
differences between the three groups of science teachers and traits
related to ant-like or bee-like thinking (Table 8). Regarding ant-like
thinking, it was found that, at p < 0.05, the science teachers’ groups
were significantly different [F (2,101) = 246.3, p = 0.000]. Similarly,
discipline had a statistically significant effect on beelike thinking
scores [F (2, 101) = 285.4, p = 0.000].

Tukey’s HSD post-hoc test was used to determine which group
differences were significant (Table 9). No significant difference
in ant-like thinking was found between the physics (M = 1.87,
SD = 1.01) and chemistry (M = 2.1, SD = 1.0) teachers
(p > 0.05). Moreover, biology teachers (M = 3.6, SD = 0.93)
showed significantly higher levels of ant-like thinking than physics
(M = 1.87, SD = 1.01) and chemistry teachers (M = 2.1, SD = 1.0)
at p = 0.05. These results suggest that biology teachers had a
stronger alignment with ant-like thinking skills than physics and
chemistry teachers. In contrast, the results reveal that biology
teachers (M = 2.69, SD = 0.87) scored significantly lower on items
associated with bee-like thinking traits compared to Chemistry
(M = 4.68, SD = 0.81) and Physics (M = 4.81, SD = 0.67) teachers.
Chemistry and physics teachers were more likely to associate AI
with bee-like thinking. There was no significant difference between
chemistry and physics teachers, indicating a shared perception of
AI’s potential as a tool for fostering beelike thinking in science
education.
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TABLE 6 Descriptive analysis of teachers’ responses for ant-like thinking.

Understanding ant-like thinking Mean SD Degree*

AI can create collaborative learning environments where students work together on science
problems.

1.92 1.10 Little

AI can facilitate peer-to-peer learning and knowledge sharing in science. 2.04 1.09 Little

In my classroom, I prefer collaborative learning activities where students work together
towards a common goal.

3.58 0.66 High

AI can promote strong communication and teamwork skills in science classrooms. 1.45 1.21 Very little

In your classroom, students share ideas and resources openly to achieve a common goal. 2.88 0.58 Moderate

The AI system in science would be most similar to a virtual lab assistant that guides students
through pre-defined experiments.

3.45 0.87 High

AI in science education would be most effective in delivering pre-defined learning experiences. 3.91 0.76 High

AI in science would primarily focus on individual student competition. 1.75 1.25 Very little

AI would be more beneficial for students who thrive in collaborative learning environments. 2.03 0.96 Little

AI might hinder the development of critical thinking and independent learning skills. 2.15 1.31 Little

Overall scores 2.52 0.98 Little

*Very high (4.21–5.0), High (3.41–4.20), Moderate (2.61–3.4), Little (1.81–2.60), and very little (1.0–1.80).

TABLE 7 Descriptive analysis of teachers’ responses for bee-like thinking.

Understanding bee-like thinking Mean SD Degree*

AI could effectively cater to the diverse learning styles present in a science classroom. 2.88 0.77 Moderate

AI can provide students with individualized feedback and support in science learning. 4.08 0.89 High

In your classroom, students explore different learning paths based on their chosen area of
focus.

3.31 1.03 Moderate

AI can personalize learning pathways in science based on individual student needs. 4.63 0.72 Very high

AI can enhance student interest and participation in science education 4.81 0.43 Very high

AI in science would prioritize collaborative problem-solving activities. 4.11 0.74 High

In my classroom, I prefer Individualized learning experiences where students progress at their
own pace.

2.96 1.22 Moderate

Integrating AI for collaborative learning can enhance student engagement in science
education.

4.49 0.84 Very high

The AI system in science would be like a personalized learning portal that adapts content
based on student progress.

4.62 0.46 Very high

AI-enabled individualized learning experiences can cater to diverse student needs in science
education.

4.71 0.32 Very high

Overall scores 4.06 0.74 High

*Very high (4.21–5.0), High (3.41–4.20), Moderate (2.61–3.4), Little (1.81–2.60), and very little (1.0–1.80).

7 Discussion

This study aimed to highlight the moderating role of science
teachers and how their current mindset can bridge the gap in the
use of AI in science education in the UAE. There is potential for
increased effectiveness and efficiency in instruction. The survey
findings revealed that science preservice teachers (registered as
postgraduate students) have generally perceived the integration of
AI in their pedagogical methods as beneficial, with consistently
high average scores on the Likert scale. As previously explained,
the reliability of the instrument is indicated by a Cronbach’s alpha
of 0.931. In addition to that, the expert input during survey
development has effectively reinforced the credibility of the results

and suggested that the reported perceptions accurately reflect
teachers’ views.

These findings confirm that the ant-like thinking and bee-
like thinking metaphors offer more than symbolic value; they also
function effectively as heuristic tools to interpret the pedagogical
lenses through which teachers view AI and its integration in
their pedagogical interventions. The high bee-like scores reflect
openness to transformative, learner-centered uses of AI, while
low ant-like scores suggest discomfort with its use in structured,
collaborative contexts, where a possibility of “free ride” is higher,
which might demotivate active adopters of AI when being assigned
collective tasks. This highlights the need for targeted professional
development that bridges the gap between enthusiasm for AI and
readiness for its pedagogical integration (Luckin and Holmes, 2016;
Holmes et al., 2019).
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TABLE 8 ANOVA results for AI-SEABT -scale measure by teachers’ groups.

Sum of squares
(SS)

df Mean square
(MS)

F Sig.

Ant-like thinking Between groups 44.1 2 54.6 246.3 0.000

Within groups 22.5 101 0.42

Total 62.4 103

Bee-like thinking Between groups 58.3 2 58.7 285.4 0.000

Within groups 5.7 101 0.66

Total 73.5 103

TABLE 9 Post-hoc tests for AI-SEABT -scale and students’ type of thinking.

95% Confidence interval for differencea

Dependent
variable

(I)
groups

(J)
groups

Mean
difference

(I−J)

Std.
error

Sig. Lower
bound

Upper bound

Ant-like
thinking

Biology Chemistry 1.50* 0.086 0.012 −0.37 0.04

Biology Physics −0.23* 0.065 0.020 0.07 0.02

Physics Chemistry 1.73* 0.073 0.91 1.12 1.65

Bee-like
thinking

Biology Chemistry −0.199* 0.094 0.016 −0.72 −0.07

Biology Physics 0.13 0.084 0.005 0.47 0.83

Chemistry Physics −2.12* 0.077 0.67 −0.35 −0.044

*The difference is statistically significant at the p < 0.05 level. aThe confidence intervals were calculated and interpreted using post-hoc multiple comparison adjustments.

7.1 AI impact on the efficacy and
outcomes of science education

Although science teachers generally perceive AI as having
significant potential for science education, their comprehension
of the underlying concepts may require further development.
When implemented effectively, AI facilitates scientific learning,
which is crucial for academic success. Nevertheless, there may be
some discrepancies in the interpretation; however, the findings
have consistently demonstrated a robust optimistic outlook on
the potential of AI in science education. The strong belief that
AI can transform science education received the highest mean
score, 4.57. This emphasizes teachers’ shared recognition of the
transformative potential of AI in enhancing educational pedagogy
and objectives. Therefore, this study corroborates previous research
indicating that AI is an effective tool for improving teachers’
teaching methods and student achievement (Al Arabi et al., 2023;
Darayseh, 2023; AlArabi et al., 2023; Liu et al., 2024). Nevertheless,
this investigation underscores the limited knowledge of AI among
teachers, as evidenced by their relatively low mean score (3.01)
for familiarity with AI concepts. This finding suggests that, while
teachers acknowledge the significance and potential of AI, there
is a need to enhance their understanding of its fundamental
principles and applications in the field of science. The results of
this study support the findings of other studies that demonstrate
the importance of teachers acquiring more knowledge of AI’s
capabilities to fully utilize it in various educational contexts to
enhance student performance, particularly in science classes (Al

Arabi et al., 2023; Darayseh, 2023; AlArabi et al., 2023; Zhang, 2022;
Dignum, 2019).

7.2 Teacher’s understanding of the nexus
between the two mindsets of ant and
bee metaphor and AI

The wide range of responses to Question Two indicates that
science teachers generally do not perceive AI as functioning
similarly to ant-like thinking and demonstrate variability in
their beliefs regarding AI’s capabilities. Specifically, the findings
suggest that teachers generally perceive AI as functioning in
a manner similar to bee-like thinking. The ant-like thinking
model facilitates straightforward understanding and acquisition
of knowledge through step-by-step procedures, potentially
simplifying comprehension for a broader range of learners
(Sadedin and Duenez-Guzman, 2012). This aligns with previous
studies that have examined how AI can expedite the learning
process by providing clear rules and structured learning pathways
(Al Arabi et al., 2023; Sadedin and Duenez-Guzman, 2012; Liu
et al., 2024), demonstrating that AI can enhance understanding
and facilitate comprehension. Furthermore, AI systems promote
behavior that is analogous to that of bees. Beelike thinking
prioritizes individualization, expertise, and diversification. These
findings indicate that AI has the potential to serve as an essential
tool for struggling students as it can construct a robot that
communicates with students on an individual basis (Sadedin
and Duenez-Guzman, 2012; Liu et al., 2024). The findings also
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demonstrated the application of AI for visual, auditory, and spatial
purposes. Consequently, learners who struggle to comprehend oral
ideas can be presented in visual or auditory formats. Learners can
also engage in the learning process, which can readily promote
their adaptability (Dignum, 2019). In science education, learners
possess diverse strengths and modalities. According to Kneusel
(2023), AI enhances all these by modifying the learning formats.

Ant-like thinking and bee-like thinking metaphors have
been wisely chosen and effectively employed in this study as
heuristic tools to explain science teachers’ affective and cognitive
predispositions toward adopting AI. Their role in this study
exceeded strict or nominal categorizations since they, as creative
heuristics utilized tools, enabled more complex descriptions of
the contribution of implicit pedagogical beliefs to the adoption
process. Heuristics, usually used frequently in cognitive science
and education research, serve to simplify complex decision-making
and do abstract thinking, especially when dealing with concepts
that require imagination or formulating mental images, more
practical and usable (Gigerenzer and Gaissmaier, 2011; Reigeluth,
2013). Ant-like thinking, in this context, is a procedural and
conservative style that adheres to behaviorist methodologies, with
AI viewed primarily as a tool for efficiency or automation, as it is
required when conducting experiments or implementing science-
based inquiry that needs to follow a specific list of procedures to
test out a hypothesis or follow logical steps to answer the inquiry
questions critically.

Bee-like thinking, on the other hand, is more in line
with constructivist and socio-cognitive approaches, emphasizing
innovation, distributed learning, and epistemic collaboration
(Sawyer, 2006; Siemens, 2005). These metaphors provide a fruitful
analytic lens for examining patterns in teachers’ responses—
both on the surface level of attitudes and the cognitive frames
through which AI is envisioned and evaluated. By using this
heuristic framework, we move beyond simplistic “tech-ready”
or “tech-resistant” teacher labels and instead identify clusters of
thinking indicative of varying degrees of epistemological openness,
pedagogical risk-taking, and systemic sensitivity. This approach
is aligned with the incremental requests for the co-creation of
knowledge when involving learners in science lessons. Investing
in collaborative efforts to develop skills, generate hypotheses in
group-based settings, and create new evidence-based scientific
conclusions. This approach is in line with current calls for
more interpretive and theory-informed models of educational
technology research (Luckin and Holmes, 2016; Holmes et al.,
2019). While not prescriptive in a deterministic sense, the model
is of practical utility for forecasting likely concerns or support
behaviors in AI adoption, for example, some of these teachers, who
aren’t usually or routinely willing to exert efforts in innovating
customized pedagogies, might prefer to adopt it as it may get them
the “free ride” when a collective task is being assigned to them
officially.

7.2.1 Disciplinary variations in perceived AI
contributions to ant- and bee-like thinking

The ANOVA results presented in Table 8 reveal statistically
significant differences among science teachers from different
specializations: biology, chemistry, and physics; these differences
are in their perceptions of AI’s role in fostering and reinforcing

both ant-like and bee-like thinking (p < 0.001). These findings
indicate that the way AI is understood to support different cognitive
dispositions in science education is not uniform across these three
disciplines “physics, biology, and chemistry.” This is a very critical
result that was emphasized previously by interesting literature that
highlighted how teachers’ practices, beliefs, and perceptions vary
and are shaped by their disciplinary epistemologies (Becher and
Trowler, 2001). More specifically, the significant F-values for both
constructs (F = 246.3 for ant-like and F = 285.4 for bee-like
thinking) suggest a strong effect of disciplinary background on how
AI is perceived by teachers to interact with structured, methodical
reasoning (ant-like thinking) vs. creative, synthetic reasoning (bee-
like thinking). This means that these findings are fully and
sufficiently aligned with studies emphasizing that pedagogical
interpretations and perceptions of technology adoption in teaching
and learning are mediated by subject-specific teaching traditions
and emphasis on the curriculum (Cohen and Ball, 1999;
Mishra and Koehler, 2006).

The post-hoc comparisons using Tukey’s HSD provided in
Table 9 show that biology teachers significantly outperformed their
physics and chemistry counterparts in endorsing AI’s potential
to enhance ant-like thinking or at least to advocate for its
appropriateness for such thinking styles according to their biology
specialization. This is interesting and could indicate critical reasons
that may be attributed to biology’s inherent emphasis on skills
such as structured observation, categorization, and empirical
investigation that are appropriate with the nature of its topics—
these skills well aligned with ant-like traits of methodical and
stepwise reasoning (Michael, 2006; Nehm and Ha, 2011). In
addition, research suggests that biology education often relies on
memorization and hierarchical organization of factual content,
such as anatomical terms, cellular processes, and taxonomic
classifications (Khodor et al., 2004; Momsen et al., 2010). Such
content demands naturally foster cognitive routines that mirror
ant-like processing—systematic, detail-focused, and accumulative
in nature. Conversely, bee-like thinking—as discussed is linked to
a different set of mental abilities such as abstraction, modeling,
and integrative synthesis—was more highly rated by physics and
chemistry teachers, who typically engage students in conceptual
modeling, simulation, and problem-solving involving multiple
variables that could be totally abstract such as chemical bonds,
atoms, electricity, electro waves, etc. (Redish and Burciaga, 2003;
Talanquer, 2007). These domains more readily align with AI
applications such as predictive analytics, simulations, and visual
modeling, which foster creative integration of knowledge (Luckin
and Holmes, 2016). Hence, the disciplinary affordances of AI in
science classrooms appear to shape how science teachers from
different subjects perceive its value for distinct modes of scientific
thinking.

Finally, AI aligns with the cognitive learning theory, which
emphasizes the necessity of correct thinking and mental processes
for successful learning. According to Dignum (2019), AI facilitates
deep learning in science education and simplifies complex
tasks, helping learners achieve optimal performance. Through
simulations, teachers can acquire knowledge about AI to provide
focused education even when they are absent.

In conclusion, incorporating AI into science education has
significant potential to encourage diverse modes of thinking and
enhance the learning experience. AI enables individuals to think in
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both an ant-like and a bee-like manner, which facilitates efficient
task completion, personalized learning pathways, and adaptation
to various learning styles. The results of this study demonstrate that
AI could transform science education by tailoring it to the unique
needs and strengths of each student.

8 Limitations and future research

This study was limited to Al Ain University students in
the United Arab Emirates and focused on various academic
disciplines. It is conducted during the second semester of the
academic year 2023/2024, with data collected and analyzed within
this timeframe. Furthermore, there are several limitations to this
research that need to be considered. The sample was limited to
104 science teachers who are enrolled in a professional diploma
at Al Ain University, and therefore, the results may be limited in
their applicability or generalizability to larger groups of science
teachers, particularly those who are not engaged in professional
development or from different institutions across the national
or international institutions and levels of education. The use of
Likert-type statements is effective and convenient for assessing
general attitudes according to research (Batterton and Hale, 2017).
However, it may have oversimplified participants’ opinions and
couldn’t fully capture the richness and depth of their understanding
of AI integration in teaching science. The research also relied solely
on self-reported data, which may be subject to social desirability
or exaggeration of AI expertise. Theoretical conceptualization of
ant-like and bee-like thinking may have been a potential source of
confusion, as these attributes were perhaps not concisely defined
or self-interpreted consistently by all participants who are teaching
in Abu Dhabi schools and are from different backgrounds and
nationalities of course. Finally, the cross-sectional design provides
a snapshot only at a one-time point, limiting the ability to
assess change in perceptions or determine causality between AI
integration and teaching quality.

The use of AI in science education has various implications,
which may present a challenging perspective for science teachers.
On a positive note, AI possesses the potential to facilitate
personalized learning experiences. AI can be employed to monitor
learners’ progress, identify their strengths and weaknesses, and to
develop tailored content. AI plays a crucial role in customizing
learning for students with learning difficulties, enabling them
to progress at their own pace (Dignum, 2019; Pratama et al.,
2023). Furthermore, AI provides access to organized data. AI
facilitates the distribution of materials by enhancing accessibility.
It is now possible to retrieve relevant data efficiently in the desired
format, which could entail an AI-enhanced learning experience.
Through virtual and augmented reality, AI enables learners to
simulate various scenarios. Real-world simulations using AI tools
are feasible (Moore et al., 2024). In addition, AI mitigates the
distance barriers and enables remote learning. The necessity of a
hands-on approach has significantly impacted science education
during the COVID-19 pandemic. However, AI provides solutions
to this challenge and allows effective learning.

Despite its positive implications, AI also has negative outcomes
in science education, which may challenge science teachers’
professionalism. Although AI tools can emulate teachers, they lack

the emotional intelligence of human beings, which is vital for
improving students’ achievement as a result (Jaberi et al., 2024).
Since AI cannot adapt to situations beyond programming, human
teachers continue to play an invaluable role. Another challenge
with AI in education is that it creates dependence on technology.
Learners who begin interacting with AI tools at a young age
increasingly rely on them to provide prompts, solve problems, and
write essays, leading to technological dependence (Sabouret, 2021).
Moreover, learners’ creativity and innovation may be compromised
as they become more accustomed to AI. Therefore, it is imperative
to strike a balance when implementing AI into science education.

9 Recommendations

In conclusion, AI should be implemented in science education.
Personalized learning is the primary application of AI. Darayseh
(2023) asserted that AI-developed machine-learning tools can
monitor learners’ strengths and weaknesses. The outcome of
this analysis enables such tools to customize learning according
to students’ needs. Specifically, learners with special needs
require considerable attention and time to learn. Classrooms
can incorporate artificial intelligence (AI) robotics and machine
learning to assist learners through educational challenges (Ali et al.,
2023). Furthermore, it is recommended that AI be utilized to ensure
comprehensive learning for students. Currently, teachers face
significant challenges in nurturing science learners successfully.
However, AI allows the distribution of learning among all students.
Parents, the community, and stakeholders can all be involved
in teaching as it is an ongoing process (Dignum, 2019). For
instance, robots communicating with learners at home and in the
community can enhance interactions outside class. This results
in learning becoming a continuous process that involves all
participants rather than solely concerning teachers.

The second recommendation for incorporating AI into science
education is cautionary. Although AI in science education provides
numerous benefits, challenges persist. Curzon et al. (2021) stated
that AI gathers significant personal data that could have negative
consequences if misused. Consequently, educational platforms
must focus solely on curriculum achievement. Otherwise, there is
a personal risk that the user information is compromised. Data
protection policies and procedures should be implemented to
ensure confidentiality.
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